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In a companion paper, we examined the thermodynamic responses of microbial redox reactions to pH changes. Here we explore how these thermodynamic responses may affect the composition and function of microbial communities. We simulate butyrate syntrophic oxidation, sulfate reduction, and methanogenesis by microbial consortia at pH ranging from 7 to 5. The simulation accounts for the thermodynamics of microbial metabolisms and the interactions among microbes. The results show that thermodynamic responses to variation in pH can be strong enough to speed up or slow down microbial metabolisms. These kinetic changes then shape the outcome of microbial interactions, including the membership and activity of microbial consortia. Moreover, the kinetic changes modulate carbon fluxes and the efficiency of methane production. The simulation results support the hypothesis that environmental pH can shape the composition and metabolic function of microbial communities by changing the energy yields of redox reactions. They also add to the current theories of microbial ecology. Specifically, due to pH-induced thermodynamic responses, the principle of competitive exclusion fails for microbial processes with significant thermodynamic limitations, which allows the co-occurrence of competing respiration reactions in natural environments. Taken together, these results confirm that pH is a primary control in environmental microbiology. They also highlight the feasibility and potential of biogeochemical kinetic modeling in uncovering and illuminating mechanistic relationships between environmental parameters and microbial communities.

Keywords: bioenergetics, butyrate oxidation, sulfate reduction, methanogenesis, microbial kinetics

INTRODUCTION

Environmental pH is one of the most informative parameters for studying microbes in natural environments. pH represents the chemical activities of protons—a reactant that participates in biological energy conservation, interacts with cellular surface components and structures, and involves in metabolism-related chemical reactions, including redox reactions, mineral dissolution and precipitation, and reactions of natural organic matter (Kinniburgh et al., 1999; Konings et al., 2002; Paul et al., 2006). Reflecting these relationships, pH correlates with community composition across a wide range of biogeochemical conditions (Thompson et al., 2017), and pH variation induces significant changes in the metabolic functions of microbial communities (Kotsyurbenko et al., 2004; Ye et al., 2012).

In a companion paper (Jin and Kirk, 2018), we hypothesize that the correlation between pH and microbial communities may also reflect the thermodynamic and kinetic responses of microbial metabolisms to pH variation. This hypothesis is based on the dependence of chemotrophic microbes on chemical energy in the environment (Thauer et al., 1977; Jin, 2012). Chemotrophs liberate chemical energy in the environment by catalyzing redox reactions and save a part of the liberated energy by making adenosine triphosphate (ATP) molecules. They then spend the ATPs to maintain biomass and make new cells. Any factors that influence the energy available in the environment, therefore, have the potential to affect the metabolisms of individual microbial groups and the composition and metabolic activity of microbial communities.

To test this hypothesis, we examined the effect of pH variation on the energy yields of microbial redox reactions (Jin and Kirk, 2018). We focused on redox reactions involved in organic matter degradation, including syntrophic oxidation, iron reduction, sulfate reduction, and methanogenesis, and computed their energy yields at pH ranging from 1 to 14. The results show that energy yields vary significantly in response to both direct and indirect impacts of pH variation. The direct impact is due to the changes in proton chemical activities and applies to the reactions that consume or produce protons; the indirect impact comes from the control of pH on chemical speciation–pH variation affects the distribution of solute mass among possible chemical species and thus the activities of chemical species involved in microbial reactions.

These results demonstrate that pH variations can alter the energy yields of microbial redox reactions. However, thermodynamics alone is limited in its ability to predict the metabolic rates and population sizes of microbes or to account for the correlation between pH and microbial communities (Bethke et al., 2011; Amenabar et al., 2017). These limitations arise in part from the complexity of microbial metabolisms in natural settings. In addition to thermodynamics, microbial metabolisms are subject to control by a wide range of biogeochemical factors, including substrate availability, geochemical reactions, and microbial interactions (Panikov, 1995; Jin et al., 2013). But most thermodynamic calculations are reaction specific, and do not explicitly consider concurrent geochemical reactions or microbial metabolisms.

Here we apply kinetic modeling to explore how pH may influence the composition and metabolic activity of simple microbial consortia. According to microbial kinetic theory, the rates of microbial metabolisms depend on the thermodynamic drives of microbial respiration, the differences between the energy available in the environment and the energy conserved by ATP synthesis (Jin and Bethke, 2003, 2007). A change in pH could raise or lower the thermodynamic drives and speed up or slow down individual microbial metabolisms, which in turn shape microbial interactions and the membership of microbial consortia.

We simulate microbial metabolisms using biogeochemical reaction modeling (Bethke, 2008; Jin et al., 2013). In addition to changing the energy yields of redox reactions, pH also directly affects the kinetic parameters of microbes. In our simulation, we assume that pH only impacts the energy yields. This assumption is of course an oversimplification but it allows us to concentrate on the outcome of pH-induced changes of energy yields. We can include the changes of microbial kinetic parameters, but the results would bear the combined effects of microbial kinetic and thermodynamic responses. Thus, they would not be straightforward in illustrating the significance of the thermodynamic effect—the focus of the current study.

We focus on syntrophic butyrate oxidation, sulfate reduction, and methanogenesis. Butyrate is a common intermediate in the degradation of natural organic matter whereas sulfate reduction and methanogenesis are common microbial processes in anoxic environments (Monokova, 1975; Molongoski and Klug, 1980; Lovley and Klug, 1982). Our simulation considers microbial interactions, including competition and syntrophy, and computes rates of respiration and growth by accounting for the chemical energy in the environment. We seek to demonstrate how pH can influence the outcome of microbial interactions—the membership and activity of microbial consortia—by changing the energy yields of redox reactions.

METHODS

We simulate the progress of microbial metabolisms using the rates of microbial respiration, biosynthesis, and maintenance. Microbial respiration couples redox reactions to the synthesis of ATP. The redox reactions can be represented as
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where D and D+ are electron donors and their oxidized forms, respectively, A and A− are electron acceptors and their reduced forms, respectively, and νD and others are stoichiometric coefficients. The energies ΔGA available from the reactions are the negative of the Gibbs free energy changes [J·(mol reaction)−1, or J·mol−1], and are calculated according to
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where ΔG° is the standard Gibbs free energy change, a is the chemical activity, R is the gas constant (J·mol−1·K−1), and T is the temperature in kelvin (K). Chemical activity is calculated as the product of activity coefficients (M−1) and molal concentrations of chemical species. Activity coefficients are calculated according to an extended form of the Debye-Hückel equation (Helgeson, 1969).

Respiration rate r (mol·kg−1·s−1, mol per kg water per s) can be calculated according to the thermodynamically consistent rate law (Jin and Bethke, 2005, 2007):
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where k is the rate constant [mol·(g dry weight)−1·s−1, or mol·g−1·s−1], [X] is the biomass concentration [g dry weight·(kg water)−1, or g·kg−1], and Fi represents different controlling factors, including the kinetic factors of electron donor (FD) and acceptor (FA), and the thermodynamic potential factor (FT). The kinetic factors are calculated according to
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and
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where mD and mA are the molal concentrations of electron donor and acceptor, respectively, and KD and KA are the half-saturation constants (M) for electron donor and acceptor, respectively. The thermodynamic potential factor is calculated according to
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where f is the thermodynamic drive (J·mol−1), and χ is the average stoichiometric number. The thermodynamic drive,
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is the difference between the energy ΔGA (J·mol−1) available in the environment and the energy ΔGC (J·mol−1) conserved by respiration.

According to Jin (2007), the energy ΔGC (J·mol−1) conserved by syntrophic butyrate oxidizers is a function of hydrogen partial pressure PH2 (atm),
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According to this model, the conserved energy reaches its largest value at H2 partial pressure less than 10−9 atm, and declines with increasing H2 partial pressure. At the partial pressure of 10−3 atm or more, the conserved energy declines to 0.

For sulfate reducers and methanogens, the conserved energy ΔGC is calculated as
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the product of the ATP yield νP of respiration and the phosphorylation energy ΔGP (Jin and Bethke, 2002, 2003). The phosphorylation energy is the energy required to synthesize ATP from ADP and phosphate in the cytoplasm, and its value is taken as 45 kJ·(mol ATP)−1 (Jin, 2012).

Microbes utilize the conserved energy ΔGC to synthesize biomass. The rate at which the biomass concentration [X] changes with time, or the net growth rate, is
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where Y is the biomass yield, the grams of biomass dry weight synthesized per mol reaction (g·mol−1), and D is the specific rate of maintenance and death (s−1) (van Bodegom, 2007). The product of the growth yield and respiration rate, Y·r, gives the biosynthesis rate. Equation (10) neglects that many microbes can persist through adverse environmental conditions via dormancy and other survival mechanisms. Instead, it assumes that microbial population sizes depend solely on biosynthesis rate relative to the rate of maintenance.

We simulate the metabolisms of neutrophilic syntrophic butyrate oxidizers, sulfate reducers, and methanogens using the React program of the software package Geochemist's Workbench version 9.0 (Bethke, 2008). The simulation assumes that aqueous chemical speciation is at thermodynamic equilibrium, and describes these reactions on the basis of the updated LLNL Thermodynamic Database (Delany and Lundeen, 1990). Evaluating microbial rate laws (Equations 3 and 10) requires a series of microbial parameters; their values are listed in Table 1.


Table 1. Kinetic parameters (rate constant k, and half-saturation constant KD and KA), growth parameters (growth yield Y and specific maintenance rate D), and thermodynamic parameters (ATP yield νP and average stoichiometric number χ) of microbial metabolism.
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We carry out the simulation by varying pH from 7 to 5. Most neutrophilic microbes live over 4 pH units (Rosso et al., 1995). Taking pH 7 as the optimal growth pH, a decrease of 2 pH units would decrease microbial growth rates to 0. Hence we simulate the metabolisms at pH ranging from 7 to 5. We assume that microbial parameters, such as rate constant k and half-saturation constants KD and KA, remain constant at different pHs. This assumption is necessary for testing the hypothesis that microbial thermodynamic responses to pH are strong enough to modulate the kinetics of microbial metabolisms and the outcome of microbial interactions. The input scripts are available in Supplementary Material.

RESULTS

In the companion paper (Jin and Kirk, 2018), we analyzed the thermodynamic responses of individual redox reactions to pH changes. Microbes rarely, if ever, live in isolation in nature. Instead, they often join each other in communities to carry out a network of biogeochemical reactions and perform a wide range of ecological functions (Nielsen et al., 2011; Xavier, 2011). By working together, microbes build different working relationships, such as competition and syntrophy. Here we apply biogeochemical reaction modeling to predict how the thermodynamic responses to pH may influence the outcome of microbial competition and syntrophy.

Competition

A classic example of microbial competition is the competition for acetate between sulfate reducers and methanogens (Lovley and Philips, 1987). Sulfate reducers oxidize acetate to inorganic carbon by reducing sulfate to sulfide,
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Methanogens convert acetate to CO2 and methane,
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In the companion paper (Jin and Kirk, 2018), we show that a pH decrease from 7 to 5 raises the energy yields of both reactions and thus has the potential to speed up the metabolisms of both microbial groups. Nevertheless, according to the principle of competitive exclusion, sulfate reducers win the competition against methanogens because sulfate reducers can hold acetate concentrations either below the thresholds required by running methanogenesis (Lovley et al., 1982) or below the levels required for sustaining methanogen populations (Bethke et al., 2008).

Closed Environment

We first simulate the competition between a sulfate reducer and a methanogen in a closed environment. Schönheit et al. (1982) monitored acetate oxidation in laboratory batch reactors by a representative sulfate reducer—Desulfobacter postgatei—and by a model methanogen—Methanosarcina barkeri. In their experiments, the two microbes grew together at 30°C in growth media with pH 6.9, 10 mmolal acetate, and 20 mmolal sulfate. We simulated the experiments by taking the initial biomass concentrations at 1.5 g·(kg H2O)−1 for D. postgatei and 2.0 g·(kg H2O)−1 for M. barkeri. These initial biomass concentrations are estimated by fitting the simulation results to the concentrations of acetate, methane, and sulfide during the first hour of the experiments (Figure 1). Also, to best fit the experimental observations, we set a lag time of 10 min before the two microbes start to consume acetate.
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FIGURE 1. Variation with time in the concentrations of acetate (A), sulfide (B), methane (C), bicarbonate, and sulfate (D) in a batch reactor inoculated with Desulfobacter postgatei and Methanosarcina barkeri. Data points are the experimental results of Schönheit et al. (1982, their figure 3) at pH 7; the lines are the simulation results at pH 7 (blue), 6 (red), and 5 (purple) using microbial rate laws (Equations 3 and 10) and the parameters in Table 1.



Figure 1 shows how chemical concentrations change with time according to the experimental observations and the simulation results. Acetate concentration decreases with time while sulfide and methane concentrations increase. After 1.5 h, methane concentration reaches a constant value. An hour later, sulfide also stabilizes. The simulation results predict that neither microbe grows much—during the experiments, their biomass concentrations increase by less than 2% of the initial concentrations (results not shown). But the rates of sulfate reduction and methanogenesis vary significantly over time (Figure 2). Both rates are about 1.5 × 10−6 molal·s−1 at the beginning of the experiments and decrease almost linearly with time. The rates of methanogenesis and sulfate reduction fall near 0 around hour 1.7 and 3, respectively. In other words, methanogenesis stops earlier than sulfate reduction. The modeling results also show that D. postgatei and M. barkeri differ from each other in the contribution to acetate consumption. Overall, 59% of the acetate is consumed by D. postgatei while M. barkeri uses the remaining 41%.
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FIGURE 2. Variation with time in respiration rates of Desulfobacter postgatei (A) and Methanosarcina barkeri (B). The lines are the simulation results at pH 7 (blue), 6 (red), and 5 (purple).



The simulation results demonstrate that the energy availability limits the progress of both sulfate reduction and methanogenesis (Figure 3). At the beginning of the experiments, the energy available to D. postgatei is 75 kJ·mol−1, much larger than that to M. barkeri, 40 kJ·mol−1. As the experiments progress, the acetate consumption and the accumulation of sulfide, bicarbonate, and methane decrease the available energy (Figures 1, 3A,B). About 1.5 h into the experiments, energy available to M. barkeri decreases to 25 kJmol−1 and the thermodynamic drive disappears. As such, the thermodynamic potential factor decreases to zero and methanogenesis ceases (Equation 3). At this time, energy available to D. postgatei is 55 kJmol−1, still larger than the energy it conserves, allowing sulfate reduction to continue. After 2 h into the experiment, however, energy available to D. postgatei approaches 45 kJmol−1, the energy conserved by the organism, and the reaction slows. This result supports the hypothesis that sulfate reducers can win the competition by lowering acetate below the threshold level required for running methanogenesis (Lovley et al., 1982).
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FIGURE 3. Variation with time in the available energy ΔGA (A,B), the thermodynamic potential factor FT (C,D), and the kinetic factor FD of Desulfobacter postgatei and Methanosarcina barkeri (E,F). The lines are the simulation results at pH 7 (blue), 6 (red), and 5 (purple).



Figures 1, 2 also show the simulation results at pH 6 and 5. According to these results, sulfide production is faster at lower pH. For example, at the beginning of the experiments, sulfide is produced at 1.08 × 10−6, 1.22 × 10−6, and 1.35 × 10−6 molal·s−1 at pH 7, 6, and 5, respectively. Accordingly, sulfide reaches its maximum concentration after 2.5, 2, and 1.7 h, respectively. In comparison, the pH changes have little impact on methane production. Methane is produced 1.38 ± 0.05 × 10−6 molal·s−1 in each simulation.

Figure 3A shows that the energy yield of D. postgatei responds significantly to pH changes. The pH decreases from 7 to 6 and from 6 to 5 raise the energy yield by about 7.1 kJ·mol−1 and 13.6 kJ·mol−1, respectively. As a result, the thermodynamic potential factor increases, speeding up sulfate reduction (Figures 2A, 3C).

Figure 3B shows that the energy yield of methanogenesis also responds to the pH changes. The pH decreases from 7 to 6 and from 6 to 5 raise the energy yield by about 1.4 kJ·mol−1 and 3.6 kJ·mol−1, respectively. These increases raise the thermodynamic potential factor (Figure 3D). However, the rate does not respond notably to the pH changes because, in addition to the thermodynamic control, methanogenesis rate is also limited by the concentration of acetate (Equation 3, Figures 2B, 3F). Compared to D. postgatei, M. barkeri is more sensitive to the decrease in acetate concentrations because it has a relatively large half-saturation constant (Table 1). At pH 6 and 5, acetate concentration decreases faster than at pH 7, decreasing further the kinetic factor FD of acetate (Figures 1A, 3F). This change offsets the gain in energy provided by the decreasing pH and thus, the simulation predicts that the methanogenesis rate remains roughly unchanged at the different pHs.

Semi-open Environment

We then simulate the competition between D. postgatei and M. barkeri in a hypothetical semi-open system. We assume that fluid containing 5 mM acetate, 5 mM sulfate, and 1 mM bicarbonate has a temperature of 25°C and flows continuously through the system with a residence time of 3.7 day (or a turnover rate of 0.27 per day). We carry out the simulation at different pHs, from 5 to 7, for 10 years, well pass the time (0.5 year) when the system reaches steady state.

Figure 4 shows the simulation results. At pH 7, D. postgatei dominates the system but fails to drive out M. barkeri. At steady state, the hypothetical system contains 4.56 mM sulfide, 0.46 sulfide, 0.25 mM methane, and 0.21 mM acetate. D. postgatei grows to a concentration of 0.54 g·kg−1, and consumes 94.8% of the acetate flowing into the system. In contrast, M. barkeri has a concentration of 0.02 g·kg−1 and consumes the remaining 5.2% of the acetate.
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FIGURE 4. Variation with pH in the concentrations of bicarbonate, sulfide, sulfate, acetate, and methane (A), and the biomass concentrations (B), the respiration rates (C), the available energies ΔGA (D), the thermodynamic potential factors FT, and the kinetic factors FD and FA of Desulfobacter postgatei (E) and Methanosarcina barkeri (F).



As pH decreases from 7 to 6.1, M. barkeri persists but decreases in abundance relative to D. postgatei. Sulfate, acetate, and methane concentrations fall to 0.15, 0.14, and 0.01 mM, respectively, at pH 6.1 while sulfide concentration rises to 4.87 mM. Coupled with these changes, D. postgatei biomass rises slightly to 0.58 g·kg−1 as pH decreases to 6.1 while M. barkeri biomass decreases to 0.95 mg·kg−1. At this point, methanogenesis only accounts for about 0.2% of the acetate consumption.

Only at pH equal to or less than 6, can D. postgatei drive M. barkeri out of the system. At pH 5, sulfate and acetate concentrations both decrease to 0.05 mM. The concentrations of sulfide and D. postgatei biomass rise to 4.97 mM and 0.59 g·kg−1, respectively.

Above pH 6, the failure of D. postgatei to exclude M. barkeri is due to the significant thermodynamic limitation on sulfate reduction (Figure 4D). This control reflects the combined effects of neutral to near-neutral pH, acetate consumption, and bicarbonate and sulfide accumulation. As a consequence, the thermodynamic potential factor remains relatively small, lowering the rates of sulfate reduction and biosynthesis (Equations 3 and 10). To maintain biosynthesis rates above the rate of maintenance and cell death and thereby to avoid a decline in the biomass concentration, D. postgatei must balance the small thermodynamic potential factor by maintaining a modest kinetic factor of acetate. Specifically, it must maintain acetate concentrations above 0.13 mM, obtaining a kinetic factor above 0.4 (Figure 4F). In turn, these acetate concentrations are large enough for M. barkeri to achieve biosynthesis rates above the rate of maintenance and cell death (Table 1) and to survive in the system.

On the other hand, between pH 5 and 6, the energy available to D. postgatei rises well above the conserved energy (Figure 4D), raising the thermodynamic potential factor above 0.2. Under this condition, D. postgatei can lower acetate concentrations below the levels required for the survival of M. barkeri. These results are consistent with the hypothesis that sulfate reducers can drive methanogens out of the system by holding acetate concentrations below the levels needed for sustaining methanogen populations (Bethke et al., 2008). The results also support our hypothesis that pH can control the membership and metabolic activity of microbial consortia, and influence the outcome of microbial competition.

Syntrophy

A classic example of syntrophy is the interspecies hydrogen transfer, which takes place between H2-producing and H2-consuming microbes (Schink and Stams, 2013). Previous studies have emphasized H2 levels as a determining factor of H2-based syntrophic interactions. For example, butyrate-oxidizing microbes, such as Syntrophomonas wolfei, can oxidize butyrate to acetate by reducing protons to H2. For butyrate oxidation to remain thermodynamically favorable, butyrate oxidizers can partner with microbes that consume H2 and thereby maintain H2 levels low. In the companion paper (Jin and Kirk, 2018), we show that pH can play a similar role as H2–pH affects the thermodynamics of both butyrate oxidation and hydrogentrophic redox reactions. Therefore, we expect that pH can also affect the kinetics of individual redox reactions in the syntrophic interaction and the dynamics of syntrophic consortia.

Laboratory Experiments

Wu et al. (1994) studied butyrate degradation using a consortium of three microbes, butyrate-oxidizing strain IB, Methanobacterium formicium, and Methanosarcina mazei. In their experiments, strain IB oxidizes butyrate and produces acetate and H2,
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M. formicium catalyzes hydrogenotrophic methanogenesis,

[image: image]

M. mazei drives acetoclastic methanogenesis (reaction 12). The three microbes grew at 37°C in batch reactors of 108 mL headspace and 50 mL growth medium. The medium had a pH of 7 and contained 4.3 mM butyrate, 4.1 mM isobutyate, 6.3 mM acetate, and 48.0 mM bicarbonate.

Jin (2007) developed a kinetic model for the three microbes. This model computes microbial reaction rates according to (Equations 3 and 10), and simulates butyrate degradation by accounting for the response of syntrophic energy conservation to H2 partial pressure (Equation 8). Here we update the microbial parameters of the model to reflect recent developments of biogeochemical reaction modeling (see Table 1), and repeat the simulation.

According to the experimental observations and the simulation results at pH 7 (Figure 5), butyrate and isobutyrate concentrations decrease with time and are nearly depleted after day 25. Acetate concentration remains relatively stable during the first 10 days of the experiments and then accumulates to 10 mM after day 20. H2 partial pressure peaks during the first couple of days and then decreases to 10−4 atm and remains at this level till day 20. Afterwards, H2 partial pressure decreases to about 4.0 × 10−5 atm at day 27. The simulation also predicts the accumulations of dissolved inorganic carbon (DIC) and methane. At day 27, DIC reaches 57 mM and methane has a partial pressure of 0.17 atm.
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FIGURE 5. Variation with time in the concentrations of butyrate (A), isobutyrate (B), acetate (C), dissolved inorganic carbon (DIC, D), and the partial pressures of H2 (E) and methane (F) in batch reactors of differ pHs. Data points are the results of Wu et al. (1994); lines are the results of biogeochemical reaction modeling, accounting for the impact of pH on the energy available from microbial reactions.



Figure 6 shows the variations with time in the biomass concentrations and respiration rates of strain IB, M. mazei, and M. formicium according to the simulation results. The biomass concentrations of the three microbes vary similarly over time. They first increase to maximum values over about 20 days and then start to decrease slowly. Around day 20, the consortium is dominated by M. mazeri, whose maximum biomass concentration is 38.1 mg·kg−1. The biomass concentrations of strain IB and M. formicium are only 5.2 and 9.5 mg·kg−1, respectively. The rates of butyrate oxidation and hydrogenotrophic methanogenesis also vary similarly. The rates increase during the first 19 days, and then drop to 0. In comparison, the rate of M. mazei peaks twice during the experiments. The first peak appears around day 12 and the second comes on day 19, the same time when strain IB and M. formicium reach their maximum rates of butyrate oxidation and hydrogenotrophic methanogenesis, respectively.
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FIGURE 6. Variation with time in the biomass concentrations and respiration rates of strain IB (A,D), Methanosarcina mazei (B,E), and Methanobacterium formicium (C,F) in batch reactors of differ pHs. Lines are the results of biogeochemical reaction modeling, accounting for the impact of pH on the energy available from microbial reactions.



Similar patterns of rates and biomass concentrations of strain IB and M. formicium confirm that the metabolisms of the two microbes depend on each other and thus interact syntrophically. On the other hand, the rate variation of M. mazei suggests that its metabolism is not closely coupled to butyrate oxidation, likely because acetate was provided at the beginning of the experiments.

pH Impact

To explore how pH may potentially affect butyrate degradation by the microbial consortium, we re-ran the updated model with medium at pH 6 and at pH 5. The results suggest that lowering pH can influence microbial metabolisms and interactions in at least three ways.

First, a decrease in pH affects butyrate degradation rates and hence the carbon fluxes from butyrate to CO2 and methane. The simulation results indicate that, relative to pH 7, butyrate consumption slows by 4 and 15 days, respectively, at pH 6 and 5 (Figure 5A). Accordingly, lowering pH also delays variations in the biomass concentration and the respiration rate of strain IB (Figures 6A,D). For example, at pH 7, the biomass concentration reaches its maximum value at day 20. At pH 6 and 5, the maximum values appear on day 26 and 39, respectively. This delay in the metabolism explains the absence of an initial H2 peak at pH 6 and 5 (Figure 5E).

The delay in butyrate degradation can be accounted for by the thermodynamic response of syntrophic butyrate oxidation. For strain IB, both the available energy and conserved energy depend on the partial pressures of H2. At pH 7, the available energy first decreases briefly because of the H2 peak and then increases to more than 10 kJ·mol−1 after day 5 (Figure 7A). Conserved energy also drops at the beginning of the experiments and then recovers, exceeding 5 kJ·mol−1 after day 5 (Figure 7B). As a result, the thermodynamic drive declines initially and then rises to about 7 kJ·mol−1 after day 5 (Figure 7C). The drive remains at this level until day 15 and then starts to decrease because of acetate accumulation. After day 20, the drive decreases to nearly 0.


[image: image]

FIGURE 7. Variation with time in the energy available (A), the conserved energy (B), and the thermodynamic drive (C) of strain IB, the energy available to Methanosarcina mazei (D) and to Methanobacterium formicium (E), and the thermodynamic factor of syntrophic butyrate oxidation (F), acetoclastic methanogenesis (G), and hydrogenotrophic methanogenesis (H) in batch reactors of differ pHs. Lines are the results of biogeochemical reaction modeling, accounting for the impact of pH on the energy available from microbial reactions.



Available energy also depends on pH. Specifically, available energy decreases with decreasing pH (Jin and Kirk, 2018). Thus, the thermodynamic drive is smaller at pH 6 than pH 7. At pH 5, during the first 10 days, the available energy is relatively large because of the small H2 partial pressure. But the small partial pressure also allows strain IB to save more energy. As a result, the thermodynamic drive remains smaller than the value at pH 6. Smaller thermodynamic drives at pH 6 and 5 slow down the metabolism of strain IB (Figure 7F).

The delay in butyrate oxidation affects the metabolisms of M. formicium and M. mazei. M. formicium depends on strain IB for the supply of H2. As a result, the delayed butyrate oxidation also delays the metabolism of M. formicium. The acetate for M. mazei comes from two sources, the acetate provided at the beginning of the experiments and the acetate produced by strain IB. The two different sources give rise to the two peak rates (Figure 6E). The first peak is made possible by the consumption of the initial acetate supply and the second is due to the acetate produced by butyrate oxidation. Delayed butyrate oxidation, therefore, delays the arrival of the second peak.

Second, a decrease in pH may also modulate the interactions between hydrogenotrophic and acetoclastic methanogenesis. In the reactors, methanogenesis by M. mazei is inhibited by the accumulation of methane. Methane accumulation decreases the thermodynamic drives and hence rates of both M. formicium and M. mazei (Figures 7D,E,G,H). But M. mazei is affected more because the energy available from acetoclastic methanogenesis (reaction 12) tends to be smaller than that of hydrogenotrophic methanogenesis (reaction 14), and because M. mazei conserves more energy than M. formicium per methane (Equations 6 and 7, Table 1). These thermodynamic differences allow M. formicium to make a proportionally larger contribution to methane production than M. mazei.

This effect can be evaluated in terms of the contribution of M. mazei to methane production. In the reactors, 4.3 mM butyrate, 4.1 mM isobutyrate and 6.3 mM acetate are provided. If the metabolisms of M. mazei and M. formicium are independent of each other and are not inhibited by methane accumulation, M. formicium would produce 4.2 mol methane, and M. mazei would produce 23.1 mol per liter of medium. In other words, M. mazei would account for 84.6% of methane production. According to the simulation results, at pH 7, M. mazei accounts for 76.1% of methane production. Thus, methane accumulation decreases the contribution of M. mazei by 8.5%.

At lower pH, this effect is lessened because methane production by M. formicium is delayed. The delay gives M. mazei an opportunity to consume more acetate and to make a bigger contribution to methane production (Figures 5C,F, 6B,E). At pH 6 and 5, M. mazei accounts for 80.9 and 83.9% of methane production, respectively. Corresponding to the increasing methane production, the biomass concentration of M. mazeri also increases (Figures 6B,C). At pH 6, M. mazeri reaches a maximum biomass concentration of 45.8 mg·kg−1 at day 28. At pH 5, the maximum biomass concentration of 57.4 mg·kg−1 is achieved on day 58.

Lastly, the pH decreases may regulate the efficiency of methane production. Microbial communities degrade organic carbon to CO2 and methane. The efficiency of methane production is quantified as the ratio of methane production to the sum of CO2 and methane productions (Ye et al., 2012),
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where CCO2 and CCH4 are the total CO2 and methane produced in the reactors. In the experiments, methane is produced by both acetoclastic and hydrogenotrophic methanogenesis but CO2 is produced only by acetoclastic methanogenesis. The hydrogenotrophic pathway instead consumes CO2. As such, the efficiency of methane generation increases with the increasing contribution of hydrogenotrophic methanogenesis. According to the simulation results, the proportion of acetoclastic to hydrogenotrophic methanogenesis changes with pH. Therefore, the methane production efficiency η also varies with pH. Specifically, a decrease in pH lowers the efficiency of methane production. According to the simulation results, at pH 7, the efficiency of methane production is 65.7%. At pH 6 and 5, the efficiency decreases to 61.8 and 59.6%, respectively.

DISCUSSION

We explored the relationship between pH and microbial communities using biogeochemical kinetic modeling. We simulated how pH variation speeds up or slows down microbial respiration and growth and in turn influences microbial interactions, including the competition between sulfate reducers and methanogens and the syntrophy among butyrate oxidizers and methanogens.

Kinetic Response

In the companion paper (Jin and Kirk, 2018), we show that the variations in environmental pH change significantly the energy yields of syntrophic oxidation, sulfate reduction, and methanogenesis. In this paper, we simulate the kinetics of these processes using the thermodynamically consistent Monod equation (Equation 6)—this equation accounts for the energy yields of microbial redox reactions as well as the energy conserved by respiration. The simulation results show that a decrease in pH speeds up the metabolism of acetotrophic sulfate reducers. Specifically, decreases of one pH unit speed up the progress by 12%. The decrease in pH also slows down the metabolism of butyrate syntrophic oxidizers. A decrease of one pH unit decreases the rate by >10%. These results are consistent with the predictions from the thermodynamics of the redox reactions (reactions 11 and 13), and support that the thermodynamic responses of redox reactions can be strong enough to affect the kinetics of microbial metabolisms.

The pH decreases also raise the energy yields of acetoclastic and hydrogenotrophic methanogenesis (reactions 12 and 14) and hence have the potential of raising the metabolic activities of methanogens (Jin and Kirk, 2018). But our kinetic simulations fail to support these predictions. The inconsistencies between the thermodynamic and kinetic predictions highlight the complexity of microbial kinetics and the importance of microbial interactions.

For example, the rate of acetoclastic methanogenesis depends on the kinetic factor of acetate concentration as well as the thermodynamic factor of the energy yield. The modeling results show that in the batch reactor experiments of Schönheit et al. (1982), the pH decreases do raise the energy yields of acetoclastic methanogenesis, but this increasing effect is counteracted by the decreasing acetate concentrations. As a result, the rate doesn't respond much to the pH changes (Figures 1–3).

In the experiments of Wu et al. (1994), the pH decreases do not raise the energy yield of hydrogenotrophic methanogenesis. In the experiments, H2-consuming M. formicium relies on H2-producing strain IB for the supply of H2. The energy yield of hydrogenotrophic methanogenesis depends not only on pH but also on the concentrations of H2. At lower pH, H2 production from butyrate oxidation slows down and H2 concentration decreases, thereby lowering the energy yield at the beginning of the experiments and slowing down hydrogenotrophic methanogenesis.

The discrepancies between the thermodynamic predictions and kinetic modeling reiterate the difference between thermodynamic and kinetic modeling: the predictions made from reaction thermodynamics should be treated as the potential responses of microbial metabolisms. Whether the predictions are relevant or not requires biogeochemical modeling that considers not only the kinetics of microbial metabolisms of interest, but also the impact from concurrent biogeochemical processes.

Competitive Exclusion vs. Co-occurrence

In addition to the observation-based modeling, we also simulated the competition between D. postgatei and M. barkeri in a hypothetical semi-open environment (Figure 4). The results show that, despite its kinetic and thermodynamic advantages, D. postgatei is not always capable of excluding M. barkeri from the system, and that environmental pH can play a role in the outcome of microbial competition. The simulation demonstrates that pH can determine whether competitors coexist or are excluded from the environment. These results might help resolve the disagreement between the principle of competitive exclusion and metabolic diversities in natural environments.

According to the principle of competitive exclusion (Hardin, 1960), where different microbes reduce various electron acceptors by competing for a limiting electron donor, they cannot coexist, and only the one with competitive advantage can survive. In natural sediments and aquifers, common electron acceptors include O2, nitrate, ferric minerals, sulfate, and CO2, and the apparent pattern in electron acceptor usage appears to conform to this principle (Kuivila et al., 1989; Chapelle et al., 1995; Bethke et al., 2011). Among these electron acceptors, O2 is the most thermodynamically favorable one, followed by nitrate, ferric mineral, sulfate, and CO2, respectively. Accordingly, O2 is typically the first electron acceptor to be depleted from the environment, whereas CO2 is the last.

But different anaerobic respiration reactions can take place simultaneously. The co-occurrence of iron reduction, sulfate reduction, and methanogenesis have been discovered in various settings, from biofilms to surface sediments and aquifers (Raskin et al., 1996; Metje and Frenzel, 2007; Flynn et al., 2013). Different mechanisms have been proposed to account for these co-occurrences, including spatial heterogeneity, dynamic biogeochemical conditions, and complex microbial interactions (Roy and Chattopadhyay, 2007; Bethke et al., 2011).

In our modeling example (Figure 4), D. postgatei can consume acetate and grow faster than M. barkeri (Table 1). But under the assumed flow and chemical conditions, the competitive exclusion principle only applies at pH ≤ 6.0. At pH above 6.0, the two microbes co-exist, due to the relatively significant thermodynamic limitation on the rates of sulfate reduction and biosynthesis. To balance the thermodynamic limitation, D. postgatei must maintain acetate at relatively large concentrations in order to achieve a relatively large kinetic factor FD of acetate. These acetate concentrations exceed thresholds required for sustaining M. barkeri population.

Between pH 5 and 6, the relatively low pH raises the energy yield of sulfate reduction, which loosens the thermodynamic control and raises the rates of sulfate reduction and biosynthesis. Such favorable thermodynamic response allows D. postgatei to exclude M. barkeri by lowering acetate concentrations.

These results suggest that the competitive exclusion principle may not always be applicable, especially where microbes of competitive advantage are subject to significant thermodynamic limitations. They also illustrate a decisive role of pH in the outcome of microbial competition, and support our hypothesis that environmental pH is capable of shaping microbial community composition by affecting the thermodynamics and kinetics of individual microbial metabolisms.

Microbial Kinetic Model

This study focuses on how microbial thermodynamic responses to pH may affect the kinetics of individual microbial metabolism and the outcome of microbial interactions. In addition, pH also directly affects the catalytic capacity of microbes, therefore the kinetic parameters of microbial respiration and growth (Equation 3). This impact arises from the dependence of enzyme activities on cytoplasmic pH. Cytoplasmic pH modifies enzyme conformations and is critical for the formation and maintenance of the catalytically-competent active sites within enzymes (Leprince and Quiquampoix, 1996; Nielsen and McCammon, 2003). In addition, many enzymes are regulated allosterically by effector molecules. The presence of effector molecules and their interactions with enzymes depend on cytoplasmic pH (Makhlynets et al., 2015). Although cytoplasmic pH is tightly regulated by microbes, it does vary in accordance with the changes in environmental pH, albeit to lesser extents (Booth, 1985; Kobayashi et al., 2000; Padan et al., 2005).

Current models consider the direct pH impact on the forward rates by including a pH factor (Ng and Schaffner, 1997; Tienungoon et al., 2000). Enzyme activities respond to pH variations by following bell- or triangular-shaped curve. For example, the pH impact can be described using a triangular function,
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Here pHopt, pHmin, and pHmax are the optimal, minimum, and maximum pHs for growth. We propose to determine the values of pHopt, pHmin, and pHmax based on the pH response of rate-limiting enzymes of microbial respiration. For example, methyl-coenzyme reductase is likely a rate-limiting step of methanogenesis (Bonacker et al., 1992). Based on previous laboratory observations of methyl-coenzyme M reductase of Methanosarcina thermophila (Jablonski and Ferry, 1991), we set pHopt at 6.9, pHmin at 4.9, and pHmax at 8.9.

By combining the pH factor and the thermodynamic factor, we consider not only the direct impact of pH on respiration enzymes, but also the indirect impact by changing the thermodynamics of microbial respiration. These dual effects may explain a common pattern in the response of microbial metabolism to pH—the metabolic response is asymmetric about optimal pH. Specifically, between the minimum and optimal pHs, the slope of the increase in microbial rates differs from the slope of decrease between optimal and maximum pHs. The asymmetric responses have been widely reported for laboratory cultures, including syntrophs (Zhang et al., 2005; Hatamoto et al., 2007), iron reducers (Xu et al., 2005; Sun et al., 2014), sulfate reducers (Baena et al., 1998; O'Flaherty et al., 1998), and methanogens (Zehnder and Wuhrmann, 1977; Huser et al., 1982).

Taking acetoclastic methanogenesis as an example, according to the pH factor (Equation 16), a deviation from optimal pH always leads to the inhibition of microbial metabolism. Likewise, moving pH toward optimal pHs would promote microbial metabolism. However, for neutrophilic methanogens whose optimal pH is 7, increases in pH above the optimal pH raise their thermodynamic drives and hence rates, counteracting decreases by the direct pH effect on the forward rates of methanogenesis.

Combining the pH factor and the thermodynamic factor, the modified Monod equation predicts that rates of acetoclastic methanogenesis respond to pH asymmetrically. As shown in Figure 8, the slope predicted for the rate increase between pHmin and pHopt is almost twice as large as the slope predicted for the decrease between pHopt and pHmax. This prediction agrees with previous laboratory observations, such as those of Methanosarcina mazei (Maestrojuan and Boone, 1991).
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FIGURE 8. Variation with time in the rate of acetoclastic methanogenesis. Solid line is the prediction by the pH factor and the thermodynamic factor, assuming that acetate is abundant and the kinetic factor FD takes a value of one; data points are computed from the experimental results of Methanosarcina mazei, using a growth yield of 2 g·(mol acetate)−1 (Maestrojuan and Boone, 1991). The slopes of increase and decrease are 0.86 and 0.49 mol·g−1·s−1 per pH unit, respectively.



In simulating microbial metabolisms, we purposely set the pH factor to one (Equation 16). In other words, we assumed that pH only impacts the thermodynamics of microbial redox reactions. This assumption allows us to focus on microbial thermodynamic responses. Despite this simplification, the simulation may still be relevant to natural environments, especially those that host diverse microbial communities. For example, environments with neutral pH may host a seed bank of microbes whose optimal pHs are at pH 6 or 5. Thus, lowering pH to 6 lowers the respiration rate for microbes with optimal pH of 7, but would raise the rate for those with optimal pH of 6 (or their pH factors become one). As a result, microbes with an optimal pH of 6 would take over and drive out those whose optimal pHs are not 6, providing that other microbial properties, such as growth yields and maintenance rates, do not change.

Consistent with this interpretation, results of Petrie et al. (2003) and Kirk et al. (2013) suggest that the contribution of Anaeromyxobacter species to iron reduction increased as pH decreased in their field and bioreactor studies, respectively. As shown in the companion paper, iron reduction becomes more thermodynamically favorable as pH decreases. Thus, the shift in iron reducer identity was not likely a response to a thermodynamic limitation but possibly a reflection of differences in pH optima. These observations suggest that our results are best applied to environments that host diverse communities of microorganisms with different optimal pHs. We further propose that thermodynamics may provide insight into the kinetic response of microbial metabolisms to pH variations, whereas pH optima may dictate the identity of species that catalyze the reactions at a given pH.

Concluding Comments

We applied biogeochemical kinetic modeling to simulate the responses of syntrophic butyrate oxidation, sulfate reduction, and methanogenesis to pH changes. Our modeling is biased by two assumptions. We assume that pH does not affect the amount of energy conserved by microbes. We also assume that microbial kinetic parameters, including rate constants, half-saturation constants, and maintenance rates, do not change with pH. These assumptions overlook the complexity of microbial metabolisms and may have underestimated the extent to which pH impacts cell metabolisms. But these assumptions allow us to focus on microbial thermodynamic responses and to test whether the pH-induced thermodynamic responses alone are strong enough for significant changes in the composition and activity of microbial communities.

The simulation results show that, by accounting for the thermodynamics and kinetics of microbial reactions and the interactions among microbes, biogeochemical kinetic modeling can be applied to gauge and tune the predictions made from thermodynamics. For example, a pH decrease from 7 to 6 or to 5 raises the energy yield of acetotrophic sulfate reduction, but lowers the energy yield of syntrophic butyrate oxidation. Based on the thermodynamic responses, we predict that acetotrophic sulfate reduction would speed up, but syntrophic butyrate oxidation would slow down by the pH decrease. The kinetic modeling results confirm the predictions—a one-unit decrease in pH can raise the rate of acetotrophic sulfate reduction and lower the rate of syntrophic butyrate oxidation by >10%.

Our results also show that thermodynamic predictions are not always relevant. A pH decrease from 7 to 6 or to 5 raises the energy yield of acetoclastic and hydrogenotrophic methanogenesis, and hence can speed up the two reactions. But the kinetic modeling results suggest that, in closed environments, such as in laboratory batch reactors, the thermodynamic influence of pH on acetoclastic methanogenesis can be canceled by the impact of decreasing acetate concentrations. Also, where hydrogenotrophic methanogens live syntrophically with H2-producing butyrate oxidizers, both the energy yield and rate of methanogenesis may depend primarily on the H2 production by butyrate oxidizers, instead of environmental pH.

The simulation of the semi-open system supports the hypothesis that by changing the energy yields of microbial redox reactions, environmental pH is capable of changing the composition of microbial communities. According to the simulation results, environmental pH dictates the outcome of the competition between D. postgatei and M. barkeri. Between pH 6 and 7, despite the competitive advantage of D. postgatei over M. barkeri, the two microbes live together in the system. Between pH 5 and 6, only D. postgatei stays, and M. barkeri disappears. The different outcomes come from the influence of pH on the energy yield of sulfate reduction. Between pH 6 and 7, D. postgatei is subject to a significant thermodynamic limitation, and must balance that limitation by keeping acetate concentrations relatively large—large enough for sustaining the cells of M. barkeri. Decreasing pH to or below 6 alleviates the thermodynamic limitation and enables D. postgatei to expel M. barkeri by lowering acetate concentrations below the minimum levels required for sustaining M. barkeri.

By raising or lowering the energy yields of microbial redox reactions, environmental pH is also capable of shaping the ecological functions of microbial communities. The modeling results of butyrate syntrophic degradation show that pH variation is capable of changing microbially-driven carbon fluxes in three ways. First, environmental pH affects the magnitudes of carbon fluxes. Lowering pH from 7 to 5 decrease the rates of butyrate oxidation and hence the fluxes of C from butyrate to CO2 and methane. This decrease is mainly due to the decreases in the energy available from the syntrophic oxidation of butyrate.

Second, environmental pH regulates the contributions of hydrogenotrophic and acetoclastic methanogenesis to methane production. Compared to the hydrogenotrophic pathway, acetoclastic methanogenesis is more sensitive to the accumulation of methane in the environment because of its limited available energy. The simulation results show that lowering pH from 7 to 5 decreases the thermodynamic drive of the hydrogenotrophic pathway and subsequently its production of methane. In turn, this effect alleviates the methane inhibition of the acetoclastic pathway, allowing it to produce more methane.

Last, variation in pH changes the efficiency of methane production. By working together, syntrophic butyrate oxidation, and hydrogenotrophic and acetoclastic methanogenesis convert butyrate to CO2 and methane. Environmental pH can influence the efficiency of methane production by changing the relative significances of the two methanogenesis pathways. Specifically, decreases in pH decrease the efficiency of methane production from butyrate, a result that is consistent with previous observations in wetlands (Ye et al., 2012). Taken together, these results provide a mechanistic view of how environmental pH modulate the fluxes and composition of C in the environment. Although we focused on butyrate degradation, we expect that pH also influence the C fluxes from other organic compounds and hence the biogeochemical cycling of C—a topic to be further investigated.

In addition, the modeling results add to the current theories of environmental microbiology. For example, current theories attribute microbial competitive advantages to two different mechanisms—by lowering substrate levels below the thresholds required for driving the catabolisms of competitors (Lovley et al., 1982) or below the thresholds for sustaining the populations of competitors (Bethke et al., 2008). Our simulation results suggest that the two mechanisms are applicable to two different environmental settings—the first is applicable to batch reactors and other closed environments, whereas the second applies to flow-through reactors or other semi-open environments.

The modeling results also suggest that the principle of competitive exclusion may not always be applicable. This principle predicts that where electron donors are limiting, microbial respiration reactions segregated into spatially-distinct zones. According to the simulation results, this principle may not be applicable to respiration reactions of significant thermodynamic limitations, where the energy yields of redox reactions are close to the energy conserved by respiration. Under this condition, respiration reactions of competitive advantage may take place simultaneously with reactions of competitive disadvantage. Only where the thermodynamic control becomes relatively insignificant, can the respiration reactions of competitive advantage exclude competing reactions from the environment by lowering electron donor concentrations. Thus, by modifying the energy yields of microbial redox reactions, environmental pH can determine whether the competitive exclusion principle is applicable, or whether different microbial redox reactions take place simultaneously or segregated into different zones.
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