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Current literature conveys that in spite of multiple studies being conducted to

explore the influences of various macroeconomic factors both geographical

and non-geographical on the CO2 emissions in different parts of the world,

there is a scarcity of the same analyses from oil-producing countries. In this

study, we reveal a new dimension by investigating the dynamic linkage of

climate change, economic growth, energy use, and agricultural and rural

development to the CO2 emissions of oil-producing countries around the

world. In doing so, we apply Pedroni and Kao panel cointegration test, vector

error correction model (VECM), pairwise Granger causality test, impulse

response function (IRF), and some supportive models such as-generalized

method of moments (GMM), and fixed-effect models. Our primary VAR-based

models’ evidence that energy use (EUE), foreign direct investment (FDI), and

trade to GDP (TPR) rate have both short-run and long-run casual

consequences in CO2 emissions, while only long-run Granger causality is

running from agricultural land ratio (ALR), forest area ratio (FAR), gross

domestic product (GDP), population growth rate (PGR), renewable energy

consumption (REC), and rural population rate (RPR) to CO2 emissions.

However, bidirectional associations are observed between CO2 to foreign

direct investment and trade percentage rate; EUE to renewable energy

consumption and TPR; and TPR to FDI and gross domestic product. To

demonstrate the significant impact, our secondary analysis tools GMM and

fixed-effect regressions’ results disclose that high energy use and more

domestic products significantly contaminate the environmental condition

by increasing CO2 emissions in the atmosphere. Hence, our research

provides great implications for the authorities of government, producers,

businessmen, and general public in the oil-producing countries to ensure a

sustainable environment by reducing energy use or alternating with

renewable energies and emphasizing environmentally friendly products

production over the long-run rather than conventional products

production in the short-run.
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1 Introduction

Global climate change is a weighty concern for the current

era and has been in an alarming position worldwide.

According to the data from the International Energy

Agency, global carbon emissions have augmented by 40%

since the early 1970s. (IEA, 2013). British petroleum review

of statistics for world energy revealed that CO2 emissions have

increased by 3729.8 million tons compared to the figure

in20091. In 2021, global CO2 emissions increased to their

highest level ever, a recent report from IEA evidenced that

global energy-related CO2 emissions increased by 6%–

36.3 billion tones (IEA, 2022). However, during the

COVID-19 pandemic period in 2020, world CO2 emissions

slightly decreased (Li & Haneklaus, 2022). Plenty of factors,

namely, burning fossil fuels for energy production (Luqman

et al., 2019; Paraschiv & Paraschiv, 2020), electricity

production (Malla, 2009), oil production (Ike et al., 2020),

high crude oil demand (Krantz et al., 2022), industrialization

(Sikder et al., 2022), urbanization (Islam et al., 2021), and

rural population growth (Gyamfi, 2022), contaminate the

global climate by increasing CO2 emissions in the

atmosphere. Environmental dilapidation by various types of

pollution is a major subject for all the countries around the

world (Rogelj et al., 2013; Castán Broto, 2017).

According to the global carbon project from 2020, the

United States, China, Russia, Germany, and the

United Kingdom are the top five carbon emissions countries

followed by other top oil-producing nations-such as Canada,

Indonesia, Saudi Arabia, Brazil, Mexico, and Australia (Blokhin,

2022). The ruthless significant impact of crude oil on

environmental problems is termed as an imperative strategic

resource for economic enhancement that has reached

2239 million tons in 2019 (Wang et al., 2021). In current

literature, on the one hand, recent studies (e.g., Oh et al.,

2010; Andersson & Karpestam, 2013; Chevallier et al., 2019;

Ullah et al., 2020; Alkathery & Chaudhuri, 2021; Wang et al.,

2021) investigated the linkage between carbon emissions and

crude oil prices, and on the other hand, some other studies (e.g.,

He et al., 2005; Gavenas et al., 2015; Agboola et al., 2021; Hao

et al., 2022; Kassouri et al., 2022) explored the consequences of oil

price and extraction on the CO2 emissions. Besides, many studies

(e.g., Antweiler et al., 2001; Cole & Elliott, 2003; Azam & Khan,

2017; Hasanov et al., 2018; Ike et al., 2020; Islam et al., 2021; İnal

et al., 2022) demonstrated the connection of consumption of

renewable energy, economic progress, governing efficiency of

energy, electricity production, GDP, international trade, export,

import, and urbanization to the carbon dioxide emissions in

different countries or specific part of the world community.

Interestingly, there is no shred of evidence about the impact

of various macroeconomic factors both geographical and non-

geographical on the CO2 emissions in the oil-producing

countries. Furthermore, studies expose that the CO2 emissions

are drastically increasing in the oil-producing countries and these

countries are becoming the top CO2 emissions countries around

the world. Islam et al. (2021) stated that economic development,

trade volume, and urbanization worsen the environmental

superiority by flourishing CO2 emissions, while globalization,

FDI, and innovation have favorable effects on the environment.

However, globalization as an environmental consequence has

been a matter of global debate (Blanco et al., 2013). Pan et al.

(2018) depicted that every nation is prioritizing economic

progress, although Adom et al. (2018) stated that economic

growth challenges environmental sustainability. The unstable

oil production plays a significant role in the international

economy despite the continued contamination of the global

climate. Furthermore, the reduction of CO2 emissions has

become an essential segment of the energy and economic

policy stratagems of countries globally. Therefore, it is

essential to see the impact of various macroeconomic factors

like climate change, economic growth, energy use, agriculture

and rural development on the CO2 emissions in nations that

produce oil.

İnal et al. (2022) established a nexus between renewable

energy consumption, economic enhancement, and

CO2 discharges in oil-producing countries in Africa.

Accordingly, Ebohon and Ikeme (2006) examined the

putrefaction impact of CO2 emissions in SSA oil- and non-

oil-producing nations. Saidi & Omri, (2020) explored the linkage

between CO2 emissions, renewable energy, and nuclear energy in

15 OECD states. They found an important link between energy

use, economic progress, and CO2 emissions in these oil-

producing regions. Furthermore, according to a report by the

Tyndall Centre for Climate Change Research, wealthy

economists should stop producing oil and gas by 2034 if they

want to keep global warming at 1.5°C2. So, there should have

1 BP Statistical Review of World Energy 2018 (67th edition). Available at:
https://www.bp.com/content/dam/bp/business-sites/en/global/
corporate/pdfs/energy-economics/statistical-review/bp-stats-
review-2018-full-report.pdf (Accessed on 6 July 2022).

2 An agency report entitled “Climate change: Nations must end oil
production, report says”. Available at: https://punchng.com/climate-
change-nations-must-end-oil-production-report-says/(Accessed on
6 July 2022).
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evidence about how much the macroeconomic conditions both

geographical and non-geographical affect the carbon dioxide

emissions in top oil-producing countries.

Moreover, our research has multiple implications that ramify

the clear circumstances of carbon emissions sensitivity, actions,

and guidelines for the general people, businessmen, producers,

policymakers, and government authorities. However, to the best

of our understanding, this is the first study to explore the impact

of macroeconomic factors on CO2 emissions in oil-producing

countries. Second, to accurately depict the influencers that

directly affect CO2 emissions, we take into account a number

of factors as proxies and consider 22 top oil-producing countries

around the world. Third, from the methodological viewpoint, we

apply the vector error correction model (VECM) that can

captures the long-term and short-term causal associations

between the dependent and independent variables along with

the directional relationship between the variables. In addition, we

also use generalized method of moments (GMM), and fixed effect

models to reveal the significant relationship between the

dependent and independent variables. Finally, we derive some

astute recommendations for developing the sustainability of the

environment in the researched regions based on the study’s

findings.

Using VECM, our empirical findings show that on the one

hand, only long-run Granger causality is running from ALR,

FAR, GDP, PGR, REC, and RPR to CO2 emissions, and on the

other hand, both short- and long-term causal effect are running

from EUE, FDI, and TPR to CO2 emissions. The directional

relationship approach, pairwise Granger causality test, evidences

CO2, TPR, REC, EUE, TPR, and GDP have bidirectional

relationship with FDI, CO2, EUE, TPR, FDI, and TPR

respectively. The GMM and OLS techniques unveil that EUE

and GDP positively and significantly impact the CO2 emissions

in oil-producer countries.

The remaining parts of the paper are ordered as follows: The

previous studies relevant to our paper are represented in Section

2. Section 3 demonstrates the data sources and methodological

details. The empirical findings are displayed and expounded in

Section 4. Finally, Section 5 exhibits the concluding remarks.

2 Literature review

The subject of connection between energy use and

production, economic growth, renewable energy consumption,

export and import, globalization, urbanization, industrialization,

deforestation and carbon dioxide emissions has been well

documented in the existing literature. Different researchers

consider different countries, continents, nations at different

economic organizations in different time frames to investigate

the association of various external and internal factors with the

CO2 emissions. Furthermore, many academics and decision-

makers have recently focused on the connection between climate

change, energy use, and sustainable economic growth (Salari

et al., 2021). In the atmosphere, CO2 emissions are largely

influenced by energy use, economic growth, trade and

urbanization (Kasman & Duman, 2015). The industrial

revolution is marked the beginning of the largest human-

caused impact to climate changes, as burning fossil fuels such

as-gas, coal, and oil boosted atmospheric concentrations of

greenhouse gases (IPCC, 2007). Anser et al. (2020) stated that

for ensuring the balance between economic, environmental, and

social aspects, adapting with atmospheric change is considered as

an important component. However, we properly look out the

past studies associated to CO2 emissions that are demonstrated

in the beneath level.

In order to understand how economic development is

governed by renewable energy and CO2 emissions in Africa’s

oil-producing regions, İnal et al. (2022) looked at the general

relationship between renewable energy consumption,

CO2 emissions, and economic development. They found from

the AGM estimation that CO2 emissions do not boost the

progress of the economy in the overall panel along with an

insignificant relationship of economic growth to renewable

energy consumption. Furthermore, Ebohon & Ikeme (2006)

investigated the decomposition role of CO2 emissions

predominance and the use of energy severity in

CO2 emissions in the sub-Saharan African (SSA) oil- and

non-oil producing nations by Laspeyres decomposition model.

Their major findings implied that switching high carbon acute

energy to low carbon acute energy can diminish the adverse

movement of CO2 emissions. In that same geographical area,

Sarpong & Bein (2020) explored the effect of good corporate

governance on CO2 emissions. Oil-producing regions have good

corporate governance that regimens and lessens the

CO2 emissions (Abid, 2016; Hassan et al., 2020; Sarpong &

Bein, 2020; Sinha & Shahbaz, 2018. Correspondingly, Azam &

Khan (2017); Ibitoye and Akinbami, (1999) emphasized energy

use reduction, developing the governing efficiency of energy,

shifting to the low carbon concentrated fuels, flourishing the

renewable energy consumption, and reducing the gas flare can

change the magnitude of CO2 emissions. The severity of

CO2 emissions, demand for oil, and military potency are

largely connected to each other in China and India over the

long-run period reported by (K. H. Wang et al., 2021). K. H.

Wang et al. (2021) inspected whether the crude oil dependency

and CO2 emissions affect the military expenses in oil-importing

nations. Also, Lindstad & Eskeland (2016); Lindstad et al. (2015),

(2020) interconnected the maritime industry with

CO2 emissions.

Alkathery & Chaudhuri (2021) found the explosive spillover

upshot and co-movement among crude oil price, CO2 emissions,

and worldwide fresh energy production. Subsequently, Krantz

et al. (2022) expressed that low demand for oil-related products

enhances the environmental condition by reducing

CO2 emissions. Specifically, high crude oil demand
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contributes a momentous role in worsening the condition of

CO2 emissions that they have found. Using the MMQR model

along with fixed effects, Ike et al. (2020) evaluated the

interrelatedness between oil production, CO2 emissions,

electricity production, GDP, trade, and democracy in 15 oil-

producer nations over the year 1980–2010. The outcomes

showed that oil and electricity production are liable to

intensify the CO2 emissions whereas trade volume diminishes

environmental pollution. Initially, Antweiler et al. (2001); Cole &

Elliott (2003) investigated the impact of international trade on

environmental degradation. In African OPEC countries, the

interconnectedness between carbon dioxide (CO2), nitrous

oxide, methane with growth of the economy and energy

consumption are evaluated by (Yusuf et al., 2020). Yusuf et al.

(2020) used carbon dioxide (CO2), nitrous oxide, methane as

proxies for greenhouse gas that can degrade the environment.

Gyamfi (2022) conducted a study on consumption-based carbon

emissions in SSA nations that produce oil. A well-adjusted panel

econometrics analysis along with AMG, CCEMG, DK OLS

methods are used in this study where investigation results

demonstrated that rural population growth, FDI, natural

resources, and income positively affect the ecological quality,

namely, the consumption-based CO2 emersions. In the same

direction Hasanov et al. (2018) explored the impact of GDP,

export, and import factors on the CO2 emissions based on

consumptions in oil-exporting countries. The findings

uncovered that GDP and imports enhance the ecological

environment; however, exports play a ruffle role to

contaminate the atmosphere.

Applying VECM and FMOLS Saidi & Omri, (2020) tried to

find out the linkage among CO2 emission, atomic energy, and

renewable energy in 15 OECD regions. The outcomes of this

study explored both atomic energy and renewable energy

consumptions improve the environmental condition by

reducing carbon emissions. In BRICS countries Hassan et al.

(2020a) examined the reliability of atomic energy results on

CO2 emissions and found favorable results. To some extent,

Alataş (2022) explored the association of the transport sector

and environmental technologies with the CO2 emissions in

15 EU countries over the years 1977–2015. The findings

attributed that environmentally friendly technologies have a

positive but insignificant relationship with CO2 emissions from

the viewpoint of transport sector. Furthermore, carbon dioxide

eructation is amplified by burning fossil fuels due to energy

production (Paraschiv & Paraschiv, 2020), CO2 emissions

connectedness with renewable energy shares in energy

production (Albulescu et al., 2020), nexus among

CO2 emissions, growth of the economy, and consumption of

renewable energy (Bilan et al., 2019; Radmehr et al., 2021), the

connection of resource charge, using of renewable-

nonrenewable energy with CO2 emissions (Bekun et al.,

2019), the influence of population on CO2 emissions

(Martínez-Zarzoso et al., 2007), the impact of internet usage

and progression of economy on CO2 emissions (Salahuddin

et al., 2016) are brought to light. Besides that, Mahdi Ziaei

(2015) investigated the impact of stock and credit market

shocks on CO2 emissions, and energy consumption in EU,

East Asian, and Oceanian states. Applying the ARDL approach

along with the VAR model Zubair et al. (2020) inquired about

the effect of various economic factors like GDI, trade

incorporation, inflows of FDI, GDP, and capital on the

CO2 emissions in Nigeria. They reported that

CO2 emissions have a long-term association with the studied

variables where inflows of FDI, fixed capital, and GDP

negatively affect the CO2 emissions, however,

CO2 emissions have a bidirectional relationship with inflows

of FDI along with a unidirectional relationship with capital.

In Addition, Malla (2009) determined the character of the

production of electricity, the structure of electricity generation, and

the intensity of energy for electricity generation on CO2 emissions

in the most electricity generated countries such as- Korea, India,

Australia, United States , Japan, Canada, and China. The author’s

findings demonstrated that electricity production is forecasted to

be the key factor for increasing the CO2 emissions till in 2030,

while the intensity of energy effect in electricity production could

decrease the emissions. However, Sheinbaum et al. (2011) stated

due to the heavy dependability on fossil fuels, the reduction of

energy intensity did not significantly decrease the CO2 emissions

in Argentina, Brazil, Colombia, and Mexico. Using Granger

causality test method, Blanco et al. (2013) investigated the

upshots of FDI from various points of view on CO2 emissions

in 18 Latin American regions and originated a causal relationship

running from the FDI in profanation exhaustive industries to

CO2 emissions.

Tiwari & Mishra (2016) tested the convergence of

CO2 emissions in 18 Asian countries by applying parametric

and non-parametric tests and showed the convergence of

CO2 emissions is significant in the recent decades where per

capita emissions play a vital role in projection of the

CO2 emissions. Employing the STIRPAT model, Khan et al.

(2018) inspected the encouragement of financial enhancement,

unevenness of income, and GDP on emissions of carbon dioxide

in south Asian countries. Their results indicated that income

inequality reduces the CO2 emissions in India and Pakistan but

increases the same in Bangladesh, while financial enhancement

develops the ecological circumstances in these countries. Islam

et al. (2021) studied how the mounting interdependence of the

world economy as globalization, FDI, and use of energy affect the

CO2 emissions in Bangladesh by dynamic ARDL method. They

tried to explore the relation of institutional quality to

CO2 emissions. The outcomes found that globalization, FDI,

and trademark application as innovation enhance the

environmental condition by reducing carbon emissions both

in the short- and long-run, whereas growth of the economy,

percentage of trade volume in terms of GDP, urbanization, and

consumption of energy deteriorate the environment. A similar
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study was conducted in Pakistan by (M. K. Khan et al., 2019),

who found the same results as (Islam et al., 2021) with the

exception that energy consumption affects the CO2 emissions

positively and innovation affects it inversely. Accordingly, in

Malaysia, Philip et al. (2022) observed that renewable energy,

technological innovations, and entrepreneur activities reduce the

CO2 emissions. Furthermore, using both symmetric (DOLS) and

asymmetric (NARDL) methods, Udemba et al. (2022) found the

same findings in Turkey. However, fossil fuels contaminate the

environment significantly in Brazil (Udemba & Tosun, 2022).

In sum, we may draw conclusions regarding the previous

studies on various factors that affect carbon emissions around the

world, and at the same time, we find some potential research

gaps. First of all, researchers unfolded the sensitivity of carbon

emissions considering the particular country, organizational

groups, oil-producing countries in a specific continent, and

selected countries in a definite continent, whereas the current

top oil-producing countries in the world did not consider.

Secondly, the effect of esteem and renewable energy

consumption, electricity generation, globalization, GDP per

capita, FDI, dependence on fossil fuels, economic growth,

innovation, maritime industry, transportation, and corporate

governance on carbon dioxide emissions are revealed in the

above geographical regions. However, the nexus between

forest area ratio, population growth, economic enhancement,

agricultural and rural development, energy use both esteem and

renewable, and CO2 emissions remain unclear in the studied

above geographical regions, and particularly there is no such

evidence in the top oil-producing countries. Finally, evidence

shows that previous studies link short of variables with the

CO2 emissions in a single study, where revealing the clear

picture of CO2 emissions could be developed by adding some

more important variables that have close relationship with

CO2 emissions.

3 Methods and procedures

3.1 Data collection and sample

This study is based on secondary data, we collect raw data for

our research from the world bank database. Besides, for proper

evaluation of the past research and current implications of this

paper, we collect numerous information from various journals,

newspapers, reports, magazines, and websites. Basically, we

consider 22 oil-producing countries among the all oil-

producing countries around the world depending on the top

position and availability of required data in the database file in

the world bank. We eliminate Qatar and Kuwait from our sample

list because of the insufficiency of data, although they are top

position holders as oil producer countries. This study envisages

yearly data that covers the study year from 1990 to 2018. The

main intuition behind this study is to explore the role of climate

change, economic growth, use of energy, agriculture and rural

development on the CO2 emissions in oil-producing countries.

For those instances, carbon dioxide emissions (CO2) is taken as a

dependent variable, and population growth rate (PGR), forest

area ratio (FAR) as proxied for climate change; foreign direct

investment (FDI), trade percentage rate (TPR), gross domestic

product (GDP) as proxied for economic growth; energy use

(EUE), renewable energy consumption (REC) as proxied for

energy use; and agricultural land ratio (ALR), rural population

rate (RPR) as proxied for agriculture and rural development are

considered as independent variables. The theoretical framework

TABLE 1 Theoretical framework.

Proxy variable Variable name Acronym Measurement unit Data source

Dependent variable Carbon dioxide
emissions

CO2 Metric tons per capita World Bank

Independent
variables

Climate change Population growth rate PGR Annual percentage √

Forest area ratio FAR Percentage of total land area √

Economy and growth Foreign direct investment FDI Net inflows (BoP, current USD) percentage
to GDP

√

Gross domestic product GDP Current USD √

Trade percentage rate TPR Percentage of GDP √

Energy and mining Energy use EUE Kilogram of oil equivalent per capita √

Renewable energy
consumption

REC Percentage of total energy consumption √

Agriculture and rural
development

Agricultural land ratio ALR Percentage of total land area √

Rural population rate RPR Percentage of total population √

Notes: Each proxy under the main variables is selected according to the classification given in the world bank website3.
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FIGURE 1
Graphical plots of studied variables. Notes: The horizontal axis of each variable indicates the year, e.g., 1990,1991 . . . . . . 2018. The vertical axis of
each variable denotes the respective raw data, e.g., percentage of total land area in case of agricultural land ratio, metric tons per capita in case of
CO2 emissions, kilogram of oil equivalent per capita in case of energy use, and so on.
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is represented in Table 1 where title variables along with each

variable and its measurement unit are properly demonstrated.

The general state of the analyzed variables during the course

of the study periods is depicted graphically in Figure 1. We see

that FAR and RPR follow the downward trend that implies forest

area in terms of total land area and rural population to total

population rate are drastically falling in every year. However,

ALR, EUE, GDP, and TPR got the upward trend in the recent

periods. In oil producing nations, oil production plays as a role of

driving force behind the change of climate along with enhancing

economic growth, trade, globalization, and searching new place

for agricultural purpose, dwelling place, and infrastructural

development diversifications. Additionally, income increases

lead to boost in demand for manufactured items, which forces

producers to utilize more energy to keep up with the change in

needs in these regions. However, FDI volume decreased in

2017 and 2018 compared to previous few years. According to

the United Nations Conference on Trade and Development, due

to the 22% decrease in the value of cross-border mergers and

acquisitions (M&As), global FDI volume decreased sharply in

2017 and prospects of FDI was still muted in 2018 (UNCTAD,

2018). The CO2 emissions in oil-producing countries increased

at the initial period of the study, then, it followed a downward

trend till 2000, afterwards CO2 emissions gradually increased till

2008. It is surprising to see that after upward movement,

CO2 emissions and PGR are steadily diminishing. We notice

that REC slowly decreased in each year till 2014, after a gap it

follows the same direction and dies off.

3.2 Models and measurement tools

3.2.1 Regression model
For proper evaluation the condition of CO2 emissions in oil-

producing countries, we apply plenty of techniques like, in case of

test the stationarity of data, Levin, Lin & Chu and Breitung unit

root tests are used. For evaluating the presence of long-run and

short-run relationship between the variables Pedroni and Kao

panel cointegration methods are used. Accordingly, by adopting

the VAR type models, namely, VECM, and Granger causality

(Granger, 1969) test, we explore the short-run and long-run

relationship between explanatory variables and dependent

variable, and pairwise Granger causality between the variables

respectively. Finally, we apply OLS type models such as-GMM

(Hansen, 1982) along with fixed-effect model to reveal the

significant relationship between the dependent variable and

independent variables. However, the used statistical models in

this study are thoroughly explained below:

This study considers time-series panel data over the year

from 1990 to 2018. We initially demonstrate our mathematical

model in simple regression form.

CO2it � αi + β1ALRit + β2EUEit + β3FARit + β4FDIit + β5GDPit

+ β6PGRit + β7RECit + β8RPRit + +β9TPRit+εit
(1)

Here, αi is the intercept term, accordingly, CO2it = Carbon

dioxide emissions, ALRit = Agricultural land ratio, EUEit =

Energy use, FARit = Forest area ratio, FDIit = Foreign direct

investment, GDPit = Gross domestic product GDP, PGRit =

Population growth rate, RECit = Renewable energy consumption,

RPRit = Rural population rate, and TPRit = Trade percentage

rate. i, t, βk, and εit indicate the index of oil producing countries,

time periods index, the regression coefficient (k = 1,2,3,4 . . . ),

and the random error term respectively.

We convert the root level data to simple logarithm form thus,

the model will be:

LnCO2 � αi + β1 Ln(ALRit) + β2 Ln(EUEit) + β3 Ln(FARit)
+ β4(LnFDIit) + β5(LnGDPit) + β6 Ln(PGRit)
+ β7 Ln(RECit) + β8 Ln(RPRit) + +β9 Ln(TPRit)+εit

(2)

3.2.2 Unit root test
Unit root test is crucial in determining whether time series or

panel variables are stationary. A variable’s unit root content can

be assessed using the unit root test in statistics. According to the

results of the unit root test, researchers select their research

model to evaluate the time series and panel data, otherwise the

regression results of data explore spurious results (Danish et al.,

2018). According to the rule of thumb, acceptance of null

hypothesis (H0) represents presence of unit root or the

variable is non-stationary, in contrast, acceptance of

alternative hypothesis (H1) indicates absence of unit root or

the selected variable has stationarity. In this study, we apply two

methods to detect whether our panel data are stationary or non-

stationary. Levin, Lin & Chu unit root test (Levin et al., 2002) and

Breitung unit root test (Breitung & Candelon, 2005) are applied

here. These two types of tests are widely used by the researchers

to diagnosis the stationary and non-stationary of the panel data

(Al-mulali, 2012).

3.2.3 Cointegration test
The results of the unit root test demonstrate that the panel

data are non-stationary at level I (0), however, the stationarity

issues in each variable are resolved at the first difference I (1), the

results are shown in Table 3 that directs to explore the presence of

the long- and short-term effect among the variables. According

to Al-mulali (2012), as our data have stationary at first difference,

we can proceed to test the panel cointegration for rummaging the
3 Available at: https://data.worldbank.org/indicator?tab=featured

(Accessed on 23rd April 2022).
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long- and short-run nexus between the dependent and

independent variables. Accordingly, we apply the Pedroni

panel cointegration test (Pedroni, 1999) and Kao panel

cointegration test (Kao, 1999) to explore the entity of long-

term effect within our variables. The rule of Pedroni and Kao

cointegration test demonstrates that if the null hypothesis of

cointegration (H0) is accepted at 5% significance level, the

variables will not be termed as cointegrated, on the other

hand, if null hypothesis of cointegration (H0) is rejected at

the same level, the variables will be considered as

cointegrated. Symbolically;

H0 � α1 � α2� α3 � α4 � α5 � α6 � α7 � α8 � α9

� α10 → Absence of cointegration

H1 � α1 ≠ α2≠ α3 ≠ α4 ≠ α5 ≠ α6 ≠ α7 ≠ α8 ≠ α9

≠ α10 → Existence of cointegration

In Pedroni’s panel cointegration test, seven statistics are

categorized into two different sections such as-group mean

statistics and panel test statistics. Group mean statistics

estimate the average outcomes of individual nation test

statistics, while panel statistics assemblage the statistics

considering the within-dimension. Addressing simple cross-

sectional reliance, these tests can comprise the common time

dummies that are employed by the time disparaging the data for

individual and variables in the manner described below (Neal,

2014):

�zt � 1
N
∑N
i�1
zi,t (3)

Since the test statistics are based on residuals, so these

residuals are gathered from the beneath regressions:

zi,t � αi + β1ix1i,t + β2ix2i,t + β3ix3i,t.. .. .. . . . . .βMixMi,t + ei,t (4)

Δzi,t � ∑M
m�1

βmiΔxmi,t + ψi,t (5)

êi,t � γ̂i êi,t−1 + μ̂i,t (6)

êi,t � γ̂iêi,t−1 +∑K
k�1

γ̂i,kΔêi,t−k + μ̂i,t
* (7)

Where, i = 1, 2, 3, . . . . . . . . .. N indicates the number of countries

in the panel, t = 1, 2, 3, . . . . . .. T denotes the number of periods,

m = 1, 2, 3, . . . . . .., M represents the number of regressions, k = 1,

2, 3, . . . . . . . . . , K assigns the number of lags in the ADF

regressions. In case of user’s route, trend of linear time δit can be

injected into the regression.

The Engle and Granger type tests are essentially used in the

Pedroni and Kao panel cointegration approaches that estimate

whether the calculated error term ei,t is at first difference I (1),

which is, variables are not cointegrated, or at level I (0),

i.e., cointegration (Bakucs & Fertő, 2011).

êi,t � φêit−1 + μit (8)

The distinction between the Pedroni and Kao approaches is

that Pedroni method consents the coefficient slope to differ

diagonally the members of panel, whilst the Kao statistic

invisages homogenous β coefficient slope across the M

countries of the panel (Eq. 9)):

zi,t � αi + δt + β1ix1i,t + β2ix2i,t + β3ix3i,t.. .. .. . . . . .βMixMi,t + jit
′γ

+ ei,t

(9)

3.2.4 Vector error correction model (VECM) for
granger causality

As our panel data’s variables are cointegrated (results shown

in Tables 4, 5), we can use the VECM approach to test the

association of dependent variable with the independent variables

both in short- and long-run period. VECM approach is

compatible at the time of prolonged cointegration between the

variables (Pachiyappan et al., 2021). This model also evaluates the

pairwise Granger causation between the two variables. We

propose the following VECM equation to explore the time

wise and pairwise relationship among the explanatory

variables including the dependent variable. To apply the test,

we propose the following model as the VECM approach.

ΔLnCO2t � α1 + ε1ECTt−1 +∑n
k�1

Ψ1iΔ LnCO2t−k

+∑n
k�1

Ψ1iΔLnALRt−k +∑n
k�1

Ψ1iΔLnEUEt−k

+∑n
k�1

Ψ1iΔLnFARt−k +∑n
k�1

Ψ1iΔLnFDIt−k

+∑n
k�1

Ψ1iΔLnGDPt−k +∑n
k�1

Ψ1iΔLnPGRt−k

+∑n
k�1

Ψ1iLnRECt−k +∑n
k�1

Ψ1iΔLnRPRt−k

+∑n
k�1

Ψ1iΔLnTPRt−k + G(Si; γ, c)⎡⎣ε1ECTt−1

+∑n
k�1

δ1iΔ LnCO2t−k +∑n
k�1

δ1iΔLnALRt−k

+∑n
k�1

δ1iΔLnEUEt−k +∑n
k�1

δ1iΔLnFARt−k

+∑n
k�1

δ1iΔLnFDIt−k +∑n
k�1

δ1iΔLnGDPt−k

+∑n
k�1

δ1iΔLnPGRt−k +∑n
k�1

δ1iLnRECt−k

+∑n
k�1

δ1iΔLnRPRt−k +∑n
k�1

δ1iΔLnTPRt−k⎤⎦ +∅1it

(10)
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Here, α is the vector residual, ECTt−1 is the long-run vector error

correction term, Ψ i and δi indicate the long- and short-term

coefficients respectively, Δ denotes the first difference operator

and optimum lag length criteria, LnCO2 is the dependent

variables, LnALR, LnEUE, LnFAR, LnFDI, LnGDP, LnPGR,

LnREC, LnRPR, LnTPR are the independent variables

respectively, for n = 1,2,3 . . . . . .. t = 1,2,3 . . . . . . . . . where

the cross-sectional and time series magnitudes of the panel data

are represented by n and t, respectively, and ∅it is the

asymptotical standard error expression. To demonstrate the

administrative-shifts both in the short- and long-run, Omay

and Öznur Kan (2010) applied the following logistic transition

function:

G(Sit; γ, c) � ⎡⎢⎢⎣1 + exp
⎧⎨⎩ − γ∏m

j�1
(Sit − cj)⎫⎬⎭⎤⎥⎥⎦−1 (11)

Here, c= (c1 . . . .cm) indicates m-dimensional vector of

location parameters, slope γ represents the smoothness of the

transition between the regimes, Sit is the sensitivity term

associated with change in m value.

It is possible to rewrite the vector error correction model

(VECM) in the manner shown below:

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔLnCO2t
ΔLnALRt

ΔLnEUEt

ΔLnFARt

ΔLnFDIt
ΔLnGDPt

ΔLnPGRt

ΔLnRECt

ΔLnRPRt

ΔLnTPRt

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ϫ1

Ϫ2

Ϫ3

Ϫ4

Ϫ5

Ϫ6

Ϫ7

Ϫ8

Ϫ9

Ϫx

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

+∑p
t�1
Δ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ᵹ11 ᵹ12 ᵹ13 ᵹ14 ᵹ15 ᵹ16 ᵹ17 ᵹ18 ᵹ19 ᵹ1x
ᵹ21 ᵹ22 ᵹ23 ᵹ24 ᵹ25 ᵹ26 ᵹ27 ᵹ28 ᵹ29 ᵹ2x
ᵹ31 ᵹ32 ᵹ33 ᵹ34 ᵹ35 ᵹ36 ᵹ37 ᵹ38 ᵹ39 ᵹ3x
ᵹ41 ᵹ42 ᵹ43 ᵹ44 ᵹ45 ᵹ46 ᵹ47 ᵹ48 ᵹ49 ᵹ4x
ᵹ51 ᵹ52 ᵹ53 ᵹ54 ᵹ55 ᵹ56 ᵹ57 ᵹ58 ᵹ59 ᵹ5x
ᵹ61 ᵹ62 ᵹ63 ᵹ64 ᵹ65 ᵹ66 ᵹ67 ᵹ68 ᵹ69 ᵹ6x
ᵹ71 ᵹ72 ᵹ73 ᵹ74 ᵹ75 ᵹ76 ᵹ77 ᵹ78 ᵹ79 ᵹ7x
ᵹ81 ᵹ82 ᵹ83 ᵹ84 ᵹ85 ᵹ86 ᵹ87 ᵹ88 ᵹ89 ᵹ8x
ᵹ91 ᵹ92 ᵹ93 ᵹ94 ᵹ95 ᵹ96 ᵹ97 ᵹ98 ᵹ99 ᵹ9x
ᵹx1 ᵹx2 ᵹx3 ᵹx4 ᵹx5 ᵹx6 ᵹx7 ᵹx8 ᵹx9 ᵹxx
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×

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ΔLnCO2t−1
ΔLnALRt−1
ΔLnEUEt−1
ΔLnFARt−1
ΔLnFDIt−1
ΔLnGDPt−1
ΔLnPGRt−1
ΔLnRECt−1
ΔLnRPRt−1
ΔLnTPRt−1
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+

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ψ1

ψ2

ψ3

ψ4

ψ5

ψ6

ψ7

ψ8

ψ9

ψx
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ECTt−1 +

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

ε1
ε2
ε3
ε4
ε5
ε6
ε7
ε8
ε9
εx
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(12)

Here, Δ represents operator of first difference, ECTt−1 indicates
the lagged error correction term, ε1, ε2, ε3, ε4, ε5, ε6, ε7, ε8, ε9, εx are

the residual error terms. According to the Wald test, if the lagged

value of respective variables is not equal to zero (0), represents

there is prolonged causation running from independent variables

to dependent variable.

3.3.5 Generalized method of moments (GMM)
model

After detecting the long- and short-run alignment of

explanatory variables with the carbon dioxide emissions, we

also use GMM statistical method to explore the general

significant nexus between independent variables and the

dependent variable. GMM pathway is a semiparametric model

that controls heteroskedasticity sources of data (Le et al., 2016).

GMM model is useful to adjust the problem of maximum

likelihood estimator at cointegration. This statistic also helps

to test the robustness of our VECM based impulse response

function (IRF) outcomes. The GMM model considers an OLS

linear regressionmodel. The GMMmodel equation is specified as

follows:

1
n
∑n
i�1
xiμ̂i �

1
n
∑n
i�1
xi(yi − xiβ̂) � 0 (13)

Here, xi indicates vector of p covariates, μ̂i represents the

exogenous error term, β0 denotes the true value of p in the

unknown parameters β and n is time series indices. In case of

panel data, the moment condition E [∫(xi, θ0)] � 0 translates to

E [xiμi] � E[xi(yi − xiβ̂)] � 0.

4. Results and analysis

4.1 Summary overviews and correlation

Table 2 represents summary overviews of the

macroeconomic conditions and CO2 emissions in oil-

producing countries since 1990 to 2018. We do not present

logarithm data, here the table’s indicated unit is used to organize

the raw data. The average value of CO2 emissions, FDI and GDP

is 7.6112 metric tons per capita, 28.4305 crores and

14.2813 thousand respectively along with high standard

deviation. In contrast, the average value of ALR, EUE, FAR,

PGR, REC, RPR and TPR is 40.37%, 3.1587 thousand, 27.61%,

1.64%, 21.25%, 33.01%and 59.66% respectively with

comparatively lower standard deviation. The variables’ positive

skewness values indicate long right-hand tail, while high kurtosis

values of the variables denote the heavy tails or outliers.

Furthermore, Jarque-Bera statistical results reject H0 at 1%

significance level, indicating the raw data are distributed non-

normally.

In the correlation matrix (panel b of Table 2), we observe that

each variable is significantly correlated to each other except for

ALR association with FDI and REC; FAR linkage with GDP and

RPR; FDI relation with REC and RPR; GDP, RPR and TPR

familiarity with PGR; and RPR association with TPR. In addition,

CO2 emissions have significant positive linkage with EUE, FDI,

GDP and TPR, while a significant negative relationship is found

between CO2 emissions and ALR, FAR, PGR, REC, and RPR

respectively.

4.2 Panel unit root test for stationarity

Table 3 represents the unit root test results where two

methods, namely Levin, Lin & Chu test and Breitung test, are

applied to look into the stationarity of the studied variables. We

apply the unit root tests on converted raw data into simple

logarithm form at first difference. The results indicate that only

EUE, FAR and RPR are stationary at level I (0) in Levin, Lin &
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TABLE 2 Summary overviews and correlation.

Panel A: Summary statistics

ALR CO2 EUE FAR FDI GDP PGR REC RPR TPR

Unit % Metric
ton

Thousand % Crore Thousand % % % %

Mean 0.4037 7.6112 3.1587 0.2761 28.4305 14.2813 0.0164 0.2125 0.3301 0.5966

Median 0.4032 5.2925 2.0125 0.2410 4.6984 5.4769 0.0135 0.0944 0.2656 0.5272

Maximum 0.8227 31.7475 12.1724 0.7046 511.4340 102.9135 0.1518 0.8875 0.7445 2.5255

Minimum 0.0267 0.4811 0.3501 0.0045 -25.0931 0.0301 -0.0206 0.0001 0.1179 0.0002

Std. Dev 0.2376 6.7897 2.7281 0.2141 64.0642 18.8461 0.0157 0.2475 0.1713 0.3373

Skewness 0.0769 1.1311 1.0115 0.2861 3.8093 1.9224 3.8873 1.1225 0.8609 2.0254

Kurtosis 1.8454 3.7534 3.1448 1.7363 19.5629 6.8642 29.1051 3.1471 2.5998 9.1836

Jarque-Bera 36.08*** 151.14*** 109.35*** 51.16*** 8835.61*** 789.89*** 19722.74*** 134.55*** 83.06*** 1452.69***

Observations 638 638 638 638 638 638 638 638 638 638

Panel B: Correlation matrix

Ln (ALR) Ln (CO2) Ln (EUE) Ln (FAR) Ln (FDI) Ln (GDP) Ln (PGR) Ln (REC) Ln (RPR) Ln (TPR)

Ln (ALR) 1

Ln (CO2) -0.2934*** 1

Ln (EUE) -0.3857*** 0.9576*** 1

Ln (FAR) -0.1260*** -0.3184*** -0.2040*** 1

Ln (FDI) 0.0624 0.1180*** 0.1241*** 0.1207*** 1

Ln (GDP) -0.3749*** 0.7157*** 0.7865*** 0.0019 0.1820*** 1

Ln (PGR) -0.0698* -0.1572*** -0.1427*** -0.189*** -0.1419*** -0.0583 1

Ln (REC) -0.0257 -0.5573*** -0.4421*** 0.8454*** 0.0561 -0.201*** -0.2083*** 1

Ln (RPR) 0.3184*** -0.6255*** -0.6528*** -0.0415 -0.0609 -0.754*** 0.0380 0.2613*** 1

Ln (TPR) -0.1328*** 0.1155*** 0.1104*** -0.124*** -0.0747* 0.1277*** 0.0458 -0.1435*** 0.0190 1

Notes: Sta. Dev. Indicates standard deviation. The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels respectively.

TABLE 3 Panel unit root test.

Variables Levin, Lin & Chu test Breitung test

Level I (0) Level I (1) Level I (0) Level I (1)

ΔLn (ALR) -0.9245 (0.1776) -76.3193 (0.0000)*** 1.3133 (0.9055) -4.5579 (0.0000)***

ΔLn (CO2) -0.0090 (0.4964) -16.0799 (0.0000)*** 3.0197 (0.9987) -8.9025 (0.0000)***

ΔLn (EUE) -2.2613 (0.0119)** -19.2169 (0.0000)*** -0.4085 (0.3415) -13.2962 (0.0000)***

ΔLn (FAR) -1.7723 (0.0015)*** -1.7762 (0.0378)** 3.0058 (0.9987) -4.8807 (0.0000)***

ΔLn (FDI) -0.9861 (0.1620) -15.0914 (0.0000)*** 0.8549 (0.8037) -4.5975 (0.0000)***

ΔLn (GDP) -0.0694 (0.4723) -11.8476 (0.0000)*** 0.2565 (0.6012) -5.7495 (0.0000)***

ΔLn (PGR) 3.0364 (0.9988) -7.0413 (0.0000)*** 0.5975 (0.7249) -2.4051 (0.0081)***

ΔLn (REC) -1.0859 (0.1388) -16.1716 (0.0000)*** 2.0676 (0.9807) -9.4515 (0.0000)***

ΔLn (RPR) -1.7625 (0.0390)** -38.7827 (0.0000)*** -0.2756 (0.3914) -8.9173 (0.0000)***

ΔLn (TPR) -1.2422 (0.1071) -21.0441 (0.0000)*** -0.0396 (0.4842) -10.0021 (0.0000)***

Notes: Parentheses () indicate the significance level. The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels respectively.
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Chu test, however, none of the variables are stationary at level I

(0) in Breitung test because of accepting the null hypothesis at 5%

significance level. If we move into the first difference I (1), results

show that all of the variables in both tests achieve stationarity as a

result of the H0 being rejected at the 5% level of significance. The

outcomes from this unit root test statistics guide us to apply the

Pedroni and Kao panel cointegration tests to examine the

appearance of long-run effect among the variables and apply

the VECM approach accordingly.

4.3 Panel cointegration tests and lag
length criteria

Table 4, 5 illustrate the outcomes of Pedroni and Kao panel

cointegration test where we consider seven statistics, namely,

panel v-statistic, panel rho-statistic, panel PP-statistic, panel

ADF-statistic, group rho-statistic, group PP-statistic, and

group ADF-statistic, in case of Pedroni panel cointegration

test, and ADF value in case of Kao panel cointegration test to

explore whether the long-run effect presents among our studied

variables or not. Moreover, prior to running the cointegration

test and creating the VER-based model, it is required to

determine the ideal lag length criteria. There is a standard, if

the optimal lag length is too small, the cointegration model can

explore mis-specified results and accordingly if the optimal lag

length is too high, the cointegration model can produce

parameterized outcome (Wooldridge, 2009). This study looks

at the likelihood ratio (LR), final prediction error (FPE), Akaike’s

information criterion (AIC), Schwarz criterion (SC), and Hanna-

Quinn (HQ) information criterion value. Among the all criteria,

no criterion is preferred over the others although AIC criterion is

preferable (Liew, 2004). The lag length selection criterion results

are displayed in Table 6. The verdicts show that in case of FPE,

AIC criteria optimal lag length is five. However, the ideal lag

length, as determined by the SC and HQ criteria, is two.

According to Liew (2004), the FPE and AIC criterion lead us

to choose a 5 lag as the ideal length. This ideal leg length criterion

guides the cointegration test, VER-based model, and Granger

pairwise causality link between variables.

The Pedroni panel cointegration results in table 4 are

separated in two parts, in the first part panel test statistics are

reported and group mean statistics are documented in the second

stage. There are total 11 outcomes under 7 hypotheses in the two

section including the weighted statistics, among them except the

outcomes of panel v-statistic, panel rho-statistic, and group rho-

statistic, the six outcomes under the remaining four statistics find

rejecting the null hypothesis (H0) at 5% significance level,

meaning that there is a cointegration among the variables.

Furthermore, the ADF value of Kao panel cointegration test

in table 5 has also been rejected at 5% significance level,

suggesting the appearance of long-run relationship among the

variables. Therefore, applying the VECM is important4 to

investigate the short- and long-run relationships running

among the variables because all of the variables in our panel

data series are stationary at first difference and have a

cointegration equation.

4.4 VECM short-run and long-run
causality estimations

Table 7 represents the VECM outcomes that exhibit the time-

varying connections between dependent and explanatory

variables. The negative coefficient value of ECT at

0.0004 significant level alludes rejecting the null hypothesis

that refers there is a long-term causation running from the

nine independent variables, namely ALR, EUE, FAR, FDI,

GDP, PGR, REC, RPR and TPR, to the dependent variable

CO2 emissions. It means that all independent variables have a

prolonged impact on the CO2 emissions. To put it another way,

TABLE 4 Pedroni panel cointegration test.

Statistic Sig** Weighted

Statistic Sig**

Panel A: Alternative hypothesis: common AR coefficients. (Within-dimension)

Panel v-Statistic -0.3582 0.6399 -0.6617 0.7459

Panel rho-Statistic 1.5674 0.9415 2.0810 0.9813

Panel PP-Statistic -3.3608 0.0004*** -2.5173 0.0059***

Panel ADF-Statistic -4.1115 0.0000*** -3.7360 0.0001***

Panel B: Alternative hypothesis: individual AR coefficients. (Between-dimension)

Group rho-Statistic 3.8727 0.9999

Group PP-Statistic -2.3460 0.0095

Group ADF-Statistic -3.8179 0.0001

Notes: The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels

respectively. Individual intercept is selected as deterministic trend specification.

TABLE 5 Kao panel cointegration test.

ADF t-Statistic Sig**

-3.6445 0.0001***

Residual variance 0.0025

HAC variance 0.0023

Notes: The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels

respectively. Individual intercept is selected as deterministic trend specification.

4 Please see: Available at http://cruncheconometrix.blogspot.com/
2018/03/time-series-analysis-lecture-4-part-1.html#:~:text=If%
20there%20is%20cointegration%3A,(in%20the%20long%20run
(Accessed on third May 2022).
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from the independent variables to the dependent variable, there is

existence of long-term causation. In order to find out the short-

run causality between the dependent and independent variable,

we convert the value of VECM results at different lagged values of

the variables into the single value format by using Wald statistics

(Wolfowitz, 1952). The rule of thumb of Wald statistics

demonstrates that if the lag variable values are equal to zero

representing as accepting the null hypothesis, referring there is

no short-run causation running between the respective

explanatory variable to the dependent variable (King and Goh,

2002; Yee, 2021). TheWald test statistic results show that there is

short-run causal relationship running from the EUE, FDI and

TPR to the CO2 emissions as rejecting the H0 at 5% level. In

contrast, there is absence of short-run causality moving from the

ALR, FAR, GDP, PGR, REC and RPR to CO2 emissions for

accepting the H0 at 5% level. The whole results evidence that

ALR, FAR, GDP, PGR, REC and RPR have only long-run

influence on the CO2 emissions in oil-producing nations,

while EUE, FDI, and TPR have both short- and long-run

alliances to the CO2 emissions in the same part of the world.

TABLE 6 Results of lag length selection criteria.

Lag LogL LR FPE AIC SC HQ

0 -4257.4920 NA 0.0000 18.4740 18.5635 18.5092

1 6615.3930 21228.0100 0.0000 -28.1619 -27.1772 -27.7742

2 7714.7430 2098.7590 0.0000 -32.4881 -30.6083* -31.7480*

3 7853.0030 257.9653 0.0000 -32.6537 -29.8788 -31.5612

4 7960.4030 195.7377 0.0000 -32.6857 -29.0156 -31.2408

5 8137.4570 315.0189 0.0000* -33.0193* -28.4541 -31.2219

6 8220.8360 144.7392 0.0000 -32.9473 -27.4870 -30.7976

7 8309.7610 150.5184 0.0000 -32.8994 -26.5439 -30.3972

8 8391.2510 134.4058* 0.0000 -32.8193 -25.5686 -29.9646

TABLE 7 VECM short-run and long-run interconnection.

Long-run causality

Variables Coefficient Std. error t-statistic Significant level

ECT -0.0269 0.0076 -3.5441 0.0004***

C -0.0037 0.0027 -1.3847 0.1668

Short-run causality (Wald Test)

Variables Lag consideration X2 (Chi-square) DF Significant level

ΔLn (ALR) C (7) to C (11) 0.2170 4 0.9945

ΔLn (EUE) C (12) to C (16) 27.6114 4 0.0000***

ΔLn (FAR) C (17) to C (21) 3.3759 4 0.4970

ΔLn (FDI) C (22) to C (26) 14.3911 4 0.0061***

ΔLn (GDP) C (27) to C (31) 1.9189 4 0.7507

ΔLn (PGR) C (32) to C (36) 6.8782 4 0.1425

ΔLn (REC) C (37) to C (41) 7.6842 4 0.1039

ΔLn (RPR) C (42) to C (46) 5.4848 4 0.2411

ΔLn (TPR) C (47) to C (51) 20.2266 4 0.0005***

Diagnosis result

Function Value

R2 0.5360

Adjusted R2 0.4813

Durbin-Watson test 2.0366

F-statistic 9.7867***

Notes: The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels respectively.
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Moreover, it is vital to diagnosis the validity of the VECM

model. Generally, the reliability of the model depends on the

normality of the residual, residual autocorrelation,

heteroskedasticity, and stability tests. Accordingly, we apply

Jarque-Bera statistic for normality test, Breusch-Godfrey

Lagrange multiplier (LM) test (Breusch, 1978) for detecting

autocorrelation, Breusch-Pagan-Godfrey test (also called LM

test) (Godfrey, 1978; Breusch & Pagan, 1979) for

heteroskedasticity test, and roots of the characteristic

polynomial for stability diagnosis. VECM model of our study

passes all the residual diagnosis tests, suggesting validity of our

model and hence, can be used for analysis5. Additionally, Durbin-

Watson test indicates robustness of absence of autocorrelation

problem in the model6.

4.5 Pairwise Granger causality test

Pairwise Granger causality findings are presented in

Table 8. The Granger causality analysis supports in viewing

the true path of causation among the studied variables

(Gyamfi, 2022). We notice absence of Granger causality

between CO2-ALR, EUE-ALR, FDI-ALR, GDP-ALR, RPR-

ALR, TPR-ALR, FAR-CO2, GDP-CO2, RPR-CO2, FAR-EUE,

PGR-EUE, RPR-EUE, FDI-FAR, RPR-FAR, TPR-FAR, PGR-

GDP, REC-GDP, RPR-GDP, REC-PGR, RPR-PGR, TPR-

PGR, RPR-REC, TPR-RPR variables as p values for both

cases are adequately high to accept both null hypotheses.

Alvarado et al. (2018); Dyrstad et al. (2019); Awodumi &

Adewuyi (2020) also found no pairwise relationship between

GDP to CO2 in 151 countries, 27 OECD countries, and

5 African countries respectively. However, unidirectional

Granger causal relationships are observed between the

ALR-REC, EUE-CO2, FDI-EUE, FAR-ALR, GDP-FAR,

REC-FAR, GDP-FDI, REC-FDI, RPR-FDI, EUE-GDP,

ALR-PGR, CO2-PGR, FAR-PGR, FDI-PGR, CO2-REC,

REC-TPR variables. The unidirectional relationship

TABLE 8 Pairwise Granger causality test.

Dependent Variables Independent All

ΔLn
(ALR)

ΔLn
(CO2)

ΔLn
(EUE)

ΔLn
(FAR)

ΔLn
(FDI)

ΔLn
(GDP)

ΔLn
(PGR)

ΔLn
(REC)

ΔLn
(RPR)

ΔLn
(TPR)

ΔLn (ALR) 4.495 2.746 5.955 3.864 2.874 6.737 21.607 9.861 2.437 69.148

0.481 0.739 0.311 0.569 0.719 0.241 0.001*** 0.079* 0.786 0.012**

ΔLn (CO2) 0.454 32.646 3.393 16.434 3.438 7.305 9.202 5.569 26.065 130.819

0.994 0.000*** 0.640 0.006*** 0.633 0.199 0.101 0.350 0.000*** 0.000***

ΔLn (EUE) 5.715 5.563 1.656 12.734 5.255 4.727 23.378 5.369 36.262 143.074

0.335 0.351 0.894 0.026** 0.386 0.450 0.000*** 0.373 0.000*** 0.000***

ΔLn (FAR) 14.178 5.417 8.056 10.020 11.542 1.792 12.361 5.712 4.060 52.788

0.015** 0.367 0.153 0.075* 0.042** 0.877 0.030** 0.335 0.541 0.198

ΔLn (FDI) 4.433 25.137 10.298 1.432 24.588 6.046 20.052 54.100 30.366 123.762

0.489 0.000*** 0.067* 0.921 0.000*** 0.302 0.001*** 0.000*** 0.000*** 0.000***

ΔLn (GDP) 9.169 4.393 16.635 6.259 7.162 5.028 2.427 4.048 57.971 121.912

0.103 0.494 0.005*** 0.282 0.209 0.413 0.788 0.543 0.000*** 0.000***

ΔLn (PGR) 11.767 17.248 9.951 40.195 210.309 9.104 4.294 7.931 4.846 293.302

0.038** 0.004*** 0.077* 0.000*** 0.000*** 0.105 0.508 0.160 0.435 0.000***

ΔLn (REC) 5.451 13.921 16.700 1.002 1.502 5.301 4.646 2.529 7.164 76.767

0.363 0.016** 0.005*** 0.962 0.913 0.380 0.461 0.772 0.209 0.002***

ΔLn (RPR) 3.424 0.248 2.543 0.311 0.562 5.453 0.660 0.898 3.578 17.684

0.635 0.999 0.770 0.997 0.990 0.363 0.985 0.970 0.612 .999

ΔLn (TPR) 10.046 29.080 54.433 4.115 121.323 146.796 2.254 81.861 3.020 461.249

0.074* 0.000*** 0.000*** 0.533 0.000*** 0.000*** 0.813 0.000*** 0.697 000***

Notes: The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels respectively. The significance at up to 5% level refers rejecting the null hypothesis, indicating Granger cause

between the independent and dependent variables.

5 Due to the brevity, explicit results are not demonstrated here. All test
outcomes are available upon legitimate solicitation.

6 Field (2009) denoted that the Durbin-Watson test value between one
and three is not of the concern for autocorrelation.
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between EUE to GDP; EUE to CO2, and CO2 to REC is

associated with the previous studies (Mbarek et al., 2018;

Bekun et al., 2019); (Bekun et al., 2019; Chen et al., 2019;

Mahmood et al., 2019); and (Sulaiman et al., 2013; Bölük &

Mert, 2014; Bilgili et al., 2016; Ito, 2017; Bélaïd & Youssef,

2017; Balsalobre-Lorente et al., 2018; Hanif, 2018)

respectively. Furthermore, results manifest that there are

bidirectional causation running from the variables CO2,

TPR, REC, EUE, TPR, and GDP to FDI, CO2, EUE, TPR,

FDI, and TPR respectively, suggesting that each pair has both

an owning and an inverse side. Evidence from the joint

Granger causality represents except FAR and RPR,

remaining variables ALR, CO2, EUE, FDI, GDP, PGR,

REC, and TPR have unidirectional joint causal relationship

to the studied variables.

4.6 Impulse response functions (IRFs)

Figure 2 represents the Cholesky one standard deviation

novelties impulse response functions (IRFs) adjusted by

degree of freedom between the dependent variable

CO2 emissions and independent variables ALR, EUE, FAR,

FDI, GDP, PGR, REC, RPR, and TPR. The IRF is suitable for

being able to elucidate the sign of the association and how long

these upshots necessitate to take place. However, we exclude

pairwise impulse response functions between independent

variables due to the brevity. For demonstrating the findings,

Figure 2A displays the response of ALR to CO2 that suggests ALR

responds positively after the lag period 2 (1 lag = 1 year). The

curve follows an upward trend till lag 15 and then it dies off.

Figure 2B shows the positive response of EUE to CO2 from the

FIGURE 2
Impulse response to Cholesky one standard deviation (DOF adjusted) novelties. Notes: The horizontal axis of each impulse response function
represents the sequence or observation of times, namely 1990 = 1, 1991 = 2, 1992 = 3, and so on. The vertical axis of each impulse response function
expresses the impulse response.
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beginning period although between the lag six and 7 it follows a

downward trend, however after lag 9, it is flatter. Figure 2C

exhibits negative response function of FAR to CO2 at most of the

lag periods, but positive response is observed till 10th lag. The

response function of FDI to CO2 emissions is represented in

Figure 2D where we notice the curve follows upward-downward

movement between the lag one to lag 15, after that it slowly

follows the straight-line movement. Figure 2E unveils a positive

and significant response function running from GDP to

CO2 throughout the study periods. Figure 2F presents the

response function of PGR to CO2 where positive upward-

downward trends is detected till lag 16 and then it gets

moved out almost in the same direction.

Figures 2G,H show the negative impulse response function of

REC and RPR to CO2 emissions. REC responds negatively to

CO2 from the rudimentary lag period, however, RPR responds

negatively to CO2 from break-even level. Surprisingly, both REC

and RPR die off after following a static movement. Figure 2I

denotes the response function of TPR to CO2 that indicates

positive flatter trend after lag 12, moreover, negative response

function is experimented after lag two to lag 6.

4.7 GMM, and fixed-effect estimations

Generalized method of moments (GMM) estimators and

fixed-effect regression results are exhibited in Table 9. We apply

two kinds of GMM techniques, namely, GMM at difference, and

orthogonal deviation GMM, along with fixed-effect OLS

regression model to explore the significant relationship

between the dependent and independent variables. We select

fixed-effect OLS model among the pooled, fixed and random

models according to F-test and Hausman test statistics. For

depicting the results, we notice in model 1,2, and three that

TABLE 9 GMM and fixed-effect estimations.

Variable Model 1 Model 2 Model 3

GMM (difference) GMM (orthogonal deviation) Fixed effect (OLS)

Coefficient Coefficient Coefficient

ΔLn (CO2) (-1) -0.0496 -0.0561

(0.4163) (0.2934)

ΔLn (ALR) 0.3006 0.1150 -0.0240

(0.6530) (0.8909) (0.7384)

ΔLn (EUE) 0.6841 0.7780 0.6770

(0.0000)*** (0.0000)*** (0.0000)***

ΔLn (FAR) 3.7892 5.8274 -0.3884

(0.5620) (0.3207) (0.2368)

ΔLn (FDI) 0.1417 0.1427 0.0000

(0.2787) (0.3641) (0.9824)

ΔLn (GDP) 0.0946 0.1007 0.0565

(0.0518)** (0.0968)* (0.0000)***

ΔLn (PGR) 0.1156 0.1400 0.0430

(0.4115) (0.6026) (0.1788)

ΔLn (REC) -0.0371 -0.0813 -0.0068

(0.6968) (0.1468) (0.5936)

ΔLn (RPR) -6.2846 -7.1979 0.0521

(0.3640) (0.2536) (0.8990)

ΔLn (TPR) 0.0140 0.0032 0.0080

(0.1332) (0.7933) (0.1398)

Constant -0.0002

(0.9631)

Adjusted R-square 0.4581

J-sta. (GMM)/F-sta. (OLS) 9.5475 8.1738 18.3297

(0.6556) (0.7714) (0.0000)***

Durbin 2.0235

Notes: The asterisks ***, **, * designate significance at the 1%, 5% and 10% levels respectively.
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FDI, PGR, TPR have positive insignificant association with

CO2 emissions, implying there are not much influences of

FDI, PGR, TPR to the environmental condition in the oil-

producing countries. These results infer that investment from

outsiders, population growth, and trade integration not be seen

as a chance to deploy as tools to reduce CO2 emissions in oil-

producing countries. Feridun et al. (2006) also found

insignificant positive linkage of trade integration with the

CO2 emissions. However, it is observed that EUE and GDP

affect the CO2 emissions positively and significantly in the both

models, suggesting that more the energy use and gross domestic

product (GDP), more the carbon dioxide emits. In oil-producing

countries, using energy and higher GDP volume degrade the

environmental pollution by increasing CO2 in the atmosphere,

indicating that as income rises, preferences for manufactured

goods are increased, as a result, producers must use more energy

to keep up with the shift in demand, which results in the emission

of CO2. This finding is associated with the studies of (Acaravci &

Ozturk, 2010; Hanif, 2018a; Hanif et al., 2019) who found

significant positive alliance between energy use and

CO2 emissions in East Asia and the Pacific countries, Europe

continent, and 25 developing Asian countries respectively. In EU

region, countries are reluctant to control the adverse effect of

CO2 emissions due to the higher dependent on the income level

by emphasizing on economic development, energy use, bilateral

trade, however, use of renewable energy is playing role as a

safeguard against the brutal effect of increasing the

CO2 emissions (Radmehr et al., 2021). Philip et al. (2022)

documented that renewable energy mitigates the

CO2 emissions Malaysia. Furthermore, a negative insignificant

relationship is detected between REC and CO2 emissions in all

the models, while the same linkage is found between RPR and

CO2 emissions in model one and 2. It is surprising to see that

energy use has a positive influence on CO2 emissions, while using

renewable energy has a negative impact, indicating that switching

to renewable energy from non-renewable energy could develop

the environmental condition in oil-producing countries.

In diagnosis test results, adjusted R-square and Durbin-

Watson test values indicate that the fixed-effect model is

perfectly fit and there is absence of autocorrelation problem7.

Furthermore, J-statistic values both coefficient and probability

suggest appropriate GMM, model estimation.

5 Conclusion

The biggest threat of the current world is climate changes.

The health of the world, mankind, species, and ecosystems are in

grave jeopardy as a result of these atmospheric changes. In these

instances, controlling the carbon dioxide (CO2) emissions is the

main challenge to ensure a sustainable world environment. A

plenty of macroeconomic factors both geographical and non-

geographical are regularly contaminating the environmental

conditions. Studies show that the amount of carbon emissions

rises as the global economic growth accelerates. In the present

literature, the sensitivity of CO2 emissions to changes in

macroeconomic factors is well documented, but the effect of

different factors on CO2 emissions in oil-producing countries is

still undisclosed. So, this study’s principal goal is to look into the

impact of population growth rate, forest area ratio, foreign direct

investment, gross domestic product, trade percentage rate,

energy use, renewable energy consumption, agricultural land

ratio, and rural population rate on CO2 emissions in oil-

producing nations in the world. The sample period of the

datasets commences from 1990 to 2018, and based on the

availability, the yearly datasets restrict the sample period,

starting date, and ending date.

This paper applies several methods that provide perceptive

evidence accordingly throughout the study. The Pedroni and Kao

cointegration analysis tools demonstrate the presence of a long-

run effect between the dependent variable- CO2 emissions and

independent variable- ALR, EUE, FAR, FDI, GDP, PGR, REC,

RPR, and TPR. To explore the short-run and long-run causation,

the VECM approach unveils that long-run causality is running

from the independent variables to the dependent variable. More

particularly, EUE, FDI, TPR have both short- and long-run

causal influence on the CO2 emissions, while only long-run

Granger causality is moving from ALR, FAR, GDP, PGR, REC

and RPR to CO2 emissions. The pairwise Granger causality

evidences that CO2, TPR, REC, EUE, TPR, and GDP have

bidirectional relationship with FDI, CO2, EUE, TPR, FDI, and

TPR respectively, however, most of the pair experiences

unidirectional and absence of causal linkages. Furthermore,

the impulse response functions (IRFs) robust the findings of

VECM long-run and short-run casual relationships.

The results of OLS based regressions indicate that EUE and

GDP positively and significantly affect the CO2 emissions in oil-

producing countries, suggesting high energy use and more gross

domestic products deteriorate the environment by increasing

CO2 emissions. However, other independent variables, namely,

ALR, FAR, FDI, PGR, REC, RPR, and TPR have insignificant

association with the CO2 emissions.

As the long-run consequences are found between climate

change, economic growth, energy use, agriculture and rural

development and CO2 emissions in oil-producing countries, the

authority of the government and general public should be conscious

about the above-mentioned factors to ensure the sustainable

environment. Specifically, energy use should be minimized as

much as possible or alternated by some other renewable energy

sources that are environmentally friendly. Furthermore,

emphasizing on controlling the population growth rate may help

to enhance the favorable environmental condition over the short-
7 Field (2009) denoted that the Durbin-Watson test value between one

and three is not of the concern for autocorrelation.
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run and long-run period. The producers should concentrate more

on the long-run green products production rather than

conventional products production in the short-run.

Moreover, our study has some limitations that guide future

research. The more sophisticated methodology like, moments

quantile regression and considering more oil-producing

countries in the sample size with more variables may exhibit a

better clear picture of CO2 emissions sensitivity.
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