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Evaluating the quality of groundwater in a specific aquifer could be a costly and time-
consuming procedure. An attempt was made in this research to predict various
parameters of water quality called Fe, Cl, SO4, pH and total hardness (as CaCQOs) by
measuring properties of total dissolved solids (TDSs) and electrical conductivity (EC). This
was reached by establishing relations between groundwater quality parameters, TDS and
EC, using various machine learning (ML) models, such as linear regression (LR), tree
regression (TR), Gaussian process regression (GPR), support vector machine (SVM), and
ensembles of regression trees (ER). Data for these variables were gathered from five
unrelated groundwater quality studies. The findings showed that the TR, GPR, and ER
models have satisfactory performance compared to that of LR and SVM with respect to
different assessment criteria. The ER model attained higher accuracy in terms of R? in TDS
0.92, Fe 0.89, C10.86, CaCO45 0.87, SO4 0.87, and pH 0.86, while the GPR model attained
an EC 0.98 compared to all developed models. Moreover, comparisons among the
different developed models were performed using accuracy improvement (Al),
improvement in RMSE (PRMSE), and improvement in PMAE to determine a higher
accuracy model for predicting target properties. Generally, the comparison of several
data-driven regression methods indicated that the boosted ensemble of the regression
tree model offered better accuracy in predicting water quality parameters. Sensitivity
analysis of each parameter illustrates that CaCOg3 is most influential in determining TDS and
EC. These results could have a significant impact on the future of groundwater quality
assessments.
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INTRODUCTION

The rising need for clean drinking water draws awareness for the
management of groundwater quality. The alteration in
groundwater quality because of natural substances in addition
to anthropogenic activities in the surrounding soil could indicate
repercussions on public health if left without treatment (Basim
et al., 2018). An awareness of factors that influence groundwater
quality is vital to assessing the potability of water in a specific area.
Nevertheless, the quality of a specific groundwater resource is
connected to it as a natural constituent, for example, the several
microorganisms, sediments, and chemical compounds that exist
in it. Chemicals in groundwater could originate from various
resources, including precipitation, runoff, and the material of the
surrounding rock. The significance that water-rock interactions
play in the chemical composition of groundwater is examined in
detail by Lloyd and Heathcote, (1985). Human health is mostly
affected from pathogens and chemicals in the water source
(Schmoll et al, 2006) The World Health Organization has
been publishing and updating the guidelines and standards for
all chemicals or metals, which may be of concern for groundwater
quality valuations (World Health Organization, 1993). Most of
the parameters in water, which are not inclined to cause health
issues, even in higher concentrations, are fine for consumption,
whereas others could be dangerous at insignificant
concentrations. Chloride (Cl), for example, may lead to
changes in savor; nonetheless, it is not poisonous to humans.
Moreover, it might cause corrosion of metals in the well and pipe
if it occurs at concentrations higher than 250 mg/L. Iron (Fe) has
the same effect, in which it affects the groundwater quality,
mostly esthetically, changing its savor and appearances. In
several examples, the existence of iron is more of an advantage
than a disadvantage due to its importance in human nurture.
Sulfate (SO,) concentration may be highly dangerous to human
health among the studied ions. Concentrations of
1,000-1,200 mg/L display a laxative impact when consumed.
Therefore, the WHO recommends that health authorities be
alerted at concentrations greater than 500 mg/L. The total
hardness of groundwater could be eroded at concentrations
less than 100 mg/L of CaCO; and drive an increase in
sedimentation at concentrations exceeding 200, dependent on
pH. However, some investigations have demonstrated a probable
reverse relation between hardness and cardiovascular infection.
Like domestic water supplies, chemicals in agricultural systems
could bring about benign, esthetic impacts or more toxic,
destructive impacts. Evaluating groundwater quality could be
an engaging process. Reliant on the size of a specific resource and
the site of wells, several samples may be required to establish a
representative quality evaluation. After the sampling process is
completed, there is frequent requirement for off-site laboratory
analysis to determine the concentration of several ions. In
contrast, measures of water quality, such as pH, total dissolved
solids (TDSs), and electrical conductivity (EC), could be simply
measured on-site using digital meters.

Techniques for evaluating groundwater quality vary
depending on the quantity of interest. Chemical and physical
characteristics such as EC, pH, and TDS can often be measured
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on-site with digital meters. Concentrations of most dissolved
anions and cations need to be analyzed off-site in laboratory
settings using flame atomic absorption spectrophotometric
methods. Concentrations of relevant anions such as fluoride,
chloride, nitrate, nitrite, and sulfate can be measured similarly to
ion chromatographs. These instruments can be costly and time-
intensive. Consequently, considering that adopting an alternative
method for quick, on-site analysis is necessary, machine learning
models allow us to develop software solutions for all these
problems and are much cheaper than this off-site laboratory.
Therefore, it will examine which of the machine learning methods
of calculating groundwater quality produces more reliable and
consistent final models. Observing this research gap, this study
presents the solution of the following research questions:

a) Can machine learning models predict TDS and EC, Fe, CI,
SO, CaCO; and pH? In addition, the most efficient
techniques of groundwater quality prediction are provided
to help make decisions toward better water resource planning
and management.

b) What results will comparison of various machine learning

models yield in the prediction of TDS and EC, Fe, Cl, SOy,

CaCQOs, and pH?

What is the sensitivity of the developed models to different

input groundwater quality parameters in the prediction of

TDS and EC?

C

~

Consequently, this study proposed that the time and effort
needed for off-site analysis can be reduced if a functional relation
is established between these simply measured parameters and
concentrations of ions in groundwater. In the current study, five
machine learning techniques, linear regression (LR), tree
regression (TR), Gaussian process regression (GPR), support
vector machine (SVM), and ensembles of regression trees
(ER), were developed to predict the concentrations of Fe, Cl,
SOy, pH, and CaCOj; from measurements of TDS and EC as well
as predict TDS and EC from measurements of Fe, Cl, SOy,
CaCOs, and pH parameters.

LITERATURE REVIEW

For groundwater modeling, machine learning (ML) methods are
being acceptable and robust when applying different machine
learning models to predict the groundwater level (Rajace et al.,
2019). Regarding water quality forecasting, some studies have
used ML methods, as reviewed by TiyashaTung et al.,, (2020). In
the study by Lu and Ma, (2020), an extreme gradient boosting
model and random forest (RF) model were used to forecast six
water quality statistics in the Tualatin River. Castrillo and Garcia,
(2020) applied linear and RF models to estimate a highly regular
nutrient concentration in river Thames. Importantly, physical
parameters, such as EC, pH, and temperature, which could be
measured via sensor technologies as predictors, could improve
ML efficiency, as in the study by Ayadi et al., (2019); Chowdury
et al,, (2019). Thus, decision makers can be encouraged to apply
ML techniques for planning and management of water quality.
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However, it is important to examine the ML methods for
predicting groundwater quality parameters using only a
physical parameter as the input variable without depending on
decreasing model performance by applying a past dataset. The
applications of ML models have been used for prediction and
evaluated irrigation of the water quality index (WQI) of aquifer
systems applying physical parameters as features as in the study
by El Bilali et al., (2021); they developed and evaluated Artificial
Neural Network (ANN), RF, Adaptive Boosting (Adaboost), and
SVM methods using 520 samples of the data set related to 14
parameters of groundwater quality in Morocco. In general, the
outcomes showed that the predictive performance of the adaptive
boosting and random forest methods was better than that of the
other models. However, adaptive boosting also has a few
drawbacks. For instance, it is from experimental evidence and
is especially vulnerable to uniform noise. Weak classifiers that are
too weak could lead to low margins and overfitting. Shadrin et al.,
(2021) proposed a method to build a weight WQI and the spatial
predicting map of the WQI in the testing zone. The WQI was
computed using the dimensionality decrease method, and a
spatial map of the WQI was built applying GPR. Thus, WQI
estimation was used to build a spatial distribution model, and the
GPR-BIC method was compared with universal kriging (UK),
with exponential, ordinary kriging (OK), Gaussian kernel,
polynomial kernel, and periodic kernel. The performance of
each model was evaluated, and the findings showed that the
BIC-GPR model offered superior performance compared with
other models. This study (Knoll et al., 2017) composes spatial
predictors with respective monitoring sites and utilizes various
designs of contribution zones. Their impacts on the performance
of many statistical models were examined. They compared
multiple linear regression (MLR), classification and regression
tree (CART), RF, and ER in terms of the prediction performance
of every model with respect to several objective functions, and the
outcomes indicated that the RF model outperformed the other
models. In the study by Khalil et al., (2005) some models were
used to predict contaminant levels in groundwater relevance
vector machines (RVMs), ANNs, SVMs, and local weight
projecting regression (LWPR), and their findings demonstrated
the capability of ML to build accurate models with robust
predictive abilities. Thus, this motivates us to further
investigate the application of GPR, SVMs, RF, and MLR
models in this study. Vijay and Kamaraj, (2019) address the
physicochemical characteristics of groundwater quality in Vellore
district. The bore wells from which samples were gathered are
widely utilized for drinking purposes. Water quality variables,
such as pH, TDS, EC, Cl, SOy, nitrate, carbonate, bicarbonate,
metal jons, and trace elements, have been predicted (Ighalo et al.,
2021). They emphasized predicting water quality by using the ML
classifier algorithm C5.0, naive Bayes, and RF as leaners for water
quality prediction with high precision and effectiveness. Singha
et al., (2021) used a deep learning (DL)-based model to predict
ground water quality and compared it with various machine
learning approaches, such as RF, ANN, and eXtreme gradient
boosting (XGBoost). A total of 226 ground water sets were
collected from an agriculturally intensive zone in India, and
their findings indicated that the DL method provided a better
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prediction with high accuracy in predicting groundwater quality.
However, the DL technique has the disadvantage of requiring a
very large amount of data to perform more accurately than other
approaches. Although ensemble models in hydrological
prediction often outperform ordinary ML techniques, their
performance in ground water quality modeling has not been
investigated. In this study, our effort is to contribute to
overcoming the limitations of traditional methods by using
ML models to predict groundwater quality.

MATERIALS AND METHOD

Description of the Data

The datasets used in the current study are available online
(Calvert, 2020) and were gathered from five unrelated
groundwater quality studies. A collective set of 206 samples of
the groundwater quality dataset was collected (datasets I-V).
Numerous samples were excluded from the evaluation because of
the existence of a statistical outlier in one or various parameters.
The iron dataset, highly remarkably, included a sum of 39
samples that were lower than the finding limit and were
verified = 0. These samples were ignored in cases where iron
was utilized for evaluation, bringing the size of the applied dataset
in those cases to 158 samples. Datasets that did not measure
overall hardness (III and IV) were computed from calcium and
magnesium concentrations utilizing the equation (Crittenden
et al., 2012) below.

Hardness, 1 = 2[Ca* ] + 2[Mg?] . (1)

I
For the complete, unabridged dataset, Table 1 provides a
simple statistic of each parameter.

Machine Learning Models

Linear regression models (LR): This is a systematic technique for
adding and removing terms from linear or generalizing linear
models based on their statistical importance in describing a target
variable. At every step, the technique search for terms to add or
remove from the model depends on the value of the criterion
argument. Generally, linear regression models can be defined as
follows:

}/,‘ = ﬁ() + Zﬂmfm(Xil,Xiz, "',X,‘P) + &, i= 1, e, n, (2)
m=1

where y; represents ith target, 3, is mth coefficient, ", is a
constant term in model”, Xj; refer to ith observations on jth
predictor variable (j = 1,-+,p), and ¢; is ith noise term for arbitrary
errors, whereas f represents the scalar value function of
independent variable Xj, that may be in any form involving
nonlinear function or polynomial (Kutner et al., 2005; Garcia
et al,, 2015). Four various kinds of LR models (linear, robust
linear, interaction linear, and stepwise) will be investigated to
verify which model generates the greatest outcome with the
dataset. A linear term will be selected for the linear and robust
models and an interaction term for the interaction linear model.
According to the stepwise model, the linear interactions and
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TABLE 1 | Summary of simple statistics of data.

Simple statistic TDS EC Fe
Mean 463.91 636.49 2.71
Standard error 156.85 22.64 0.35
Median 453.75 678.5 0.28
Mode 601.2 930 0
Standard deviation 219.63 313.75 4.87
Sample variance 48,236.68 98,437.56 23.7
Kurtosis -0.34 -0.46 9.88
Skewness 0.27 -0.01 2.93
Range 1,039.5 1,370 30.2
Minimum 28.5 40 0
Maximum 1,068 1,410 30.2
Sum 89,070.6 122,205.9 520.45
Count 192 192 192

1,000 for the primary term, upper bound on the term, and highest
number of steps will be set, respectively.

Tree regression models (TRs): TRs are a nonparametric
supervised learning algorithm with short memory use, and
the standard classification and regression tree (CART)
algorithm is applied by defaulting. To prevent overfitting, a
smaller tree with fewer larger leaves could be tried initially,
and later, a larger tree will be considered. Three various kinds of
regression trees model “fine, medium, and coarse” trees within
various lowest leaf sizes. Generally, the fine tree model with small
leaves indicates better accuracy on a trained dataset; however, it
may reveal equivalent accuracy on the independent testing
sample. On the other hand, coarse trees with large leaves do
not deliver high precision to the training dataset; however,
training accuracy could be used for the representative testing
dataset. The regression trees that we will use in the current study
are binary, and every step in prediction included examining the
value of one predictor parameter. The lowest leaf size will be 4,
12, and 36 for fine trees, medium trees, and coarse trees,
respectively (Kim et al., 2020).

Gaussian process regression (GPR) models: these models are
nonparametric kernel-based probabilistic models. Consider a
training sample {(x;, y4); a = 1,2,..,n}, where x, €Rk and y,
€R, derived from the undetermined distribution. The GPR
technique addresses the question of prediction values of the
target variable y,.,, provides a new input vector X, and
trains the dataset. The linear regression model is defined as follows:

y=xTB+e. (3)

Here, ¢ ~ N(0,02). Error variance 02 and coefficient
represent estimates from the dataset. The GPR approach

TABLE 2 | Inputs and outputs of each modeling case.

Model Input combination Output
1 Fe, Cl, CaCOg, SO4, and pH TDS

2 Fe, Cl, CaCOg3, SOy, and pH EC

3 TDS and EC Fe

4 TDS and EC Cl

5 TDS and EC CaCOg
6 TDS and EC SO,

7 TDS and EC pH

Predicting Groundwater Quality Parameters

Cl SO, CaCO3 pH
34.99 138.69 242.51 7.35
2.49 18.34 13.68 0.04
20.15 24.65 203.38 7.4
14 4 273 7.5
34.45 25414 189.58 0.62
1,186.65 64,585.65 35,941.73 0.38
1.60 4.54 1.03 1.29
1.43 2.31 1.24 -0.74
179.7 1,099.4 824.74 3.6
0.2 0.6 25.26 5
179.90 1,100.00 850 8.6
6,718.57 26,628.93 46,5662.12 1,411.27
192 192 192 192

describes the target by presenting a latent wvariable,
f(x4),a=1,2,.,n, from the GP and explicating the basis
function h. The covariance functions of the latent variable
capture the flatness of a target, and the basis function projects
input x to a p-dimensional feature space. If { f (x), x € Rk} is the
GP, n observations are later delivered x1, x2, .., x#; the combined
distribution of a random variable is Gaussian. The Gaussian
processes are specified via the mean m(x) and covariance
functions, d(x,x"). That is, when {f (x),x € Rk} is the GP,
E(f(x))=m(x) and Cov[f(x),f(x")] =E[{f(x)-m(x)}

{f (x") =m(x")}] = k(x,x"). Now considering a next model:
h(x)TB + f (x). (4)

Here, f(x) ~GP(0,d(x,x')), which is f(x) from 0 means
Gaussian Process with covariance functions, d (x,x'). h(x) are
the sets of basis function which transform an initial feature vector
x in R¥ into a new feature vector h(x) in R?. B is the p-by-1 vector
of basis function coefficients. The example of target y could be
modeling by

P(ya|f (xa),%a) ~ N(ya|h(xa)TB+ f (x2),0%).  (5)

Then, there is a latent variable f(x,) presented for all
observations x, that makes GPR models nonparametric. In the
vector form, that model is equal to

P(y|f.X) ~ N(y|HB + f,0°). (6)
Here,
xT, V1 hxT, J ()
e xTZ e y.z CHe hx.T2 e f('xz)
o, » T, ()
(7)

The combined distribution of the latent variable
f(x1), f(x2), ..., f(x,)in a GPR method is as follows:

P(f|X) ~ N(f]0,K (X, X)). (8)

Close to a linear regression model, where K(X,X) looks as
following:
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FIGURE 1 | Flow diagram of the research study.
K (xe1s x1)k (%2, %) -k (%605 X1) r
> > > . i T
K (31, %)k (X2, %)k (3 X2) Exponentlalk(xi,xj|6) = oexp o)
K(X,X) = ) ) . ) 9)
. . . . T
: : : : 1 (xix;) (xix;
k(x1, %)k (%2, x,)k (%5 X,) SquaredExponentialk(xi,xj|9) = U?exp -3 w
0
The covariance function can be identified via different kernel
i i i i \5r  5r? \/5r
functions, VthCh can be parameterlzeq in terms. of kernel Matern 5,2 k(x,v,leﬁ) _ 0} 14+ + 2 Yexp( - .
parameters in vector 0; hence, a covariance function can be o 30 0

expressed as k(x;, x;]0) (Kim et al., 2019). In the current study,
we will perform the prediction by applying these four kernel
functions: rational quadratic; exponential; squared exponential;
and matern 5/2. The details about these kernels are as follows.

. . 2\
Rational Quadratic k(xi,x,-|6) = 0}(1 + TO?) .

Support vector machines (SVMs): This represents the machine
learning technique wherever prediction errors and model
complexities are instantaneously reduced. The mean idea
behind the SVM is to map the input space to the feature
space using kernels. This is known as the kernel trick and
enables SVMs to perform nonlinear mapping in the feature
space with high dimensions. In general, the SVM outcome in
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TABLE 3 | Performance metrics of different types of LR models.

Predicting Groundwater Quality Parameters

Model Performance during training and testing
RMSE R Lioyd MSE MAE R Training time
and Heathcote (sec)
(1985)
TDS
linear 176.19 0.35 31,043 143.11 0.591608 1.6846
interactions 168.22 0.48 25,035 124.43 0.69282 2.2367
robust 176.46 0.35 31,139 142.62 0.591608 2.0748
stepwise 161.41 0.46 26,053 128.71 0.678233 3.7735
EC
linear 234.3 0.44 54,896 201.02 0.663325 4.1004
interactions 208.06 0.56 43,287 170.82 0.748331 19.211
robust 234.45 0.44 54,967 199.97 0.663325 18.525
stepwise 215.06 0.53 46,253 177.78 0.728011 17.947
Fe
linear 45128 0.14 20.365 2.6589 0.374166 9.4811
interactions 4.5086 0.14 20.328 2.6594 0.374166 10.341
robust 4.7587 0.04 22.646 2.3949 0.2 9.9521
stepwise 4.5128 0.14 20.365 2.6589 0.374166 9.5014
Cl
linear 28.521 0.31 813.45 21.277 0.556776 1.4545
interactions 28.054 0.33 787.05 20.377 0.574456 1.1464
robust 28.983 0.29 840.02 21.033 0.538516 1.0426
stepwise 28.521 0.31 813.45 21.277 0.556776 0.93836
CaCOg
linear 163.57 0.25 26,754 107.75 0.5 1.589
interactions 161.77 0.27 26,170 107.05 0.519615 1.0694
robust 167.82 0.21 28,163 101.3 0.458258 0.91313
stepwise 161.77 0.27 26,170 107.05 0.519615 2.0594
SO,
linear 219.81 0.25 48,317 143.52 0.5 4.9208
interactions 217.06 0.27 47,113 138.59 0.519615 16.504
robust 270.48 -0.14 73,157 121.62 0 15.839
stepwise 217.06 0.27 47,113 138.59 0.519615 15.143
pH
linear 0.5859 0.09 0.34328 0.43983 0.3 1.4138
interactions 0.55666 0.18 0.30987 0.42522 0.424264 0.93519
robust 0.59441 0.07 0.35332 0.4319 0.264575 0.80947
stepwise 0.55666 0.18 0.30987 0.42522 0.424264 0.67831

the functions estimating equation analog to the following
form:

)= Mw, x B(x) +w, (10)

The functions {J, (x) };:1 are feature space representations of
input inquiries x, M referring to the number of patterns that
contain all the information needed to resolve a given training
mission M << i, hereinafter referred to as support vectors, and
w= {w,,w... wy} are SVM weights. The mapping of x via
¢ (x) in the higher dimension feature spaces is selected in advance
by choosing the appropriate kernel functions that satisfy Mercer’s
conditions.

Risk minimization is a highly attractive benefit of SVMs (Sain,
1996; Kecman, 2001), particularly once data lack is the limitation
of using process-based models in groundwater quality modeling.
In line with structure risk minimization, the purpose of SVMs is
to minimize the following:

B@) = Lhaly = flmul el ap

where w? represents term regularizations. Sain, (1996), used
e-insensitive loss functions, |y, — f(x, wl|, at a variance
between estimation response, f(x,w), and observed
response, y,, remains in a range of + ¢ and does not
contribute to response errors. The e-insensitive loss function
is described as follows:

|e|6{0 if|e|<s. (12)

le| —¢ ifle|> ¢

Vapnik (Sain, 1996) demonstrated that Equation 11 corresponds
to the next dual formulation:

y=f(xa, o) =Z;:1(oc:— o< ,) K(X, X) + . (13)

Here, a Lagrange multiplier oc, and oc, must be larger than 0
forn =1,..., i,and K (X,, X) is the kernel function described as
an internal product in a feature space, K(X,,X) =
z;:l(p(X,,).gb(X). Usually, an optimum parameter of Equation
13 is noticed by resolving it in dual form:
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TABLE 4 | Performances of the tree regression models.

Predicting Groundwater Quality Parameters

Model Performance during training and testing
RMSE R Lloyd and Heathcote (1985) MSE MAE R Training time (sec)

TDS

Fine tree 96.458 0.81 9,304.1 67.14 0.9 1.8162

Medium tree 112.99 0.68 15,373 88.916 0.824621 2.0838

Coarse tree 172.14 0.38 29,633 1,135.55 0.616441 8.6978
EC

Fine tree 112.54 0.87 12,666 78.791 0.932738 17.322

Medium tree 161.49 0.73 26,079 117.3 0.8544 16.779

Coarse tree 234.78 0.44 55,123 179.88 0.663325 15.853
Fe

Fine tree 3.1359 0.58 9.8341 1.585 0.761577 4.5304

Medium tree 4.0604 0.3 16.487 2.3123 0.547723 4.0025

Coarse tree 4.4896 0.15 20.157 2.8485 0.387298 3.7526
Cl

Fine tree 22.035 0.59 485.54 14.281 0.768115 0.79049

Medium tree 25.542 0.45 652.41 18.079 0.67082 0.65807

Coarse tree 28.555 0.31 815.37 20.076 0.556776 0.51209
CaCOg

Fine tree 110.8 0.66 12,278 68.501 0.812404 3.9202

Medium tree 151.05 0.36 22,815 101.94 0.6 3.1468

Coarse tree 163.49 0.25 26,728 113.95 0.5 2.9235
SO,

Fine tree 126.54 0.75 16,012 59.309 0.866025 2.1656

Medium tree 184.34 0.47 33,980 99.066 0.685565 2.6742

Coarse tree 207.18 0.33 42,922 121.74 0.574456 2.2704
pH

Fine tree 0.30466 0.75 0.092821 0.22748 0.812404 3.2536

Medium tree 0.46774 0.42 0.21878 0.35701 0.648074 0.38605

Coarse tree 0.54169 0.22 0.29342 0.41882 0.469042 3.1534

Mingr o Ja (0™ = oc) :Zyn(oc:— ocn)—sz (och—ocn)
n=1 n=1

i

A5 (o) K (- )

n=1 j=1

Such that Z (xn—a)=0

n=1

(14)

L o<, —ael0,cl,Vn

Parameter c is a user-defined constant that represents a trade-off
between model complexity and approximating
Consequently, input vectors corresponding to nonzero
Lagrangian multipliers, oc, and «, are considered support
vectors. SVMs depend on kernel functions, and three various
kernel functions, for example, linear, Gaussian, and polynomial
functions, are considered in the current study. The details of the
kernel functions are shown below.

€rrors.

Linear G(xj,xk) = XX
Gaussian G(xj,xk) = exp(—xj - xi)
Polynomial G(xp x1) = (1 + xf0,)"

where gisin theset {2,3,_ _ _}

It will perform a prediction with various models, which are linear,
quadratic, cubic, fine Gaussian, medium Gaussian, and coarse

Gaussian SVMs, to observe the performance of every model.
More details describe SVMs, which could be found in the study by
Asefa et al., 2004; Khalil et al., (2005).

Ensembles of regression trees (ER): It is a multilearning
algorithm method that complements individual MLAs, and
bagging and boosting trees are typical (Breiman, 1996; Hastie
etal., 2009). The ensembles used to model groundwater quality
in this study are described as follows: boosted regression tree:
the boosted tree reinforces training as a totality by altering the
weights of weak learning (Mohamed et al., 2017; Kim et al,,
2019). The model is an ensemble technique that depends on
both the strength of the regression tree (models that use a
recessive dual split to answer their predictors) and the boosting
algorithm (a grouping of various models for adjusting the
prediction of performance). Some parameters that have a key
role in boosted regression tree fit involve the rate of learning,
lowest number of observations at end nodes, rate of bagging,
number of trees, and complexity of trees. By comparing with
further predictive models, the boosted tree model has some
benefits, for instance, 1) manages several types of predictor
variables, 2) improves missing data, 3) did not require to
convert or delete the outlier dataset, and 4) controls and fits
the complex nonlinear interaction between variables (Elith
et al.,, 2008). Extra information about the boosted regression
tree model (Freund and Schapire, 1996). The bagged
regression trees make the decision by creating a tree by
learning a variable that comprised randomly extracting the
same size from an independent variable. RF is a developing
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TABLE 5 | Performances of the Gaussian process regression models.

Predicting Groundwater Quality Parameters

Model Performance during training and testing
RMSE R Lloyd and Heathcote (1985) MSE MAE R Training time (sec)
TDS
Rational quadratic GPR 100.76 0.79 10,154 69.152 0.888819 2.7785
Squared exponential GPR 103.52 0.78 10,717 71.935 0.883176 1.1622
Matern 5.2 GPR 101.58 0.78 10,319 70.054 0.883176 0.93625
Exponential GPR 76.104 0.88 5,791.8 52.065 0.938083 1.3808
EC
Rational quadratic GPR 82.916 0.93 6,875 59.759 0.964365 2.2905
Squared exponential GPR 106.35 0.88 11,311 74.916 0.938083 21.723
Matern 5.2 GPR 104 0.89 10,985 74.074 0.943398 20.519
Exponential GPR 46.126 0.98 2,127.6 32.83 0.989949 2.5623
Fe
Rational quadratic GPR 4.0647 0.3 16.522 2.3893 0.547723 4.3666
Squared exponential GPR 4.0647 0.3 16.522 2.3893 0.547723 3.9045
Matern 5.2 GPR 4.0477 0.31 16.384 2.3783 0.556776 3.7128
Exponential GPR 3.9207 0.35 15.372 2.3094 0.591608 4.644
Cl
Rational quadratic GPR 26.011 0.43 676.59 18.418 0.655744 1.7864
Squared exponential GPR 26.011 0.43 676.59 18.418 0.655744 1.9186
Matern 5.2 GPR 25.74 0.44 662.56 18.276 0.663325 1.7889
Exponential GPR 24.073 0.51 579.51 17.028 0.714143 8.0542
CaCO4
Rational quadratic GPR 162.2 0.26 26,310 107.46 0.509902 0.89313
Squared exponential GPR 161.86 0.27 26,197 107.18 0.519615 41012
Matern 5.2 GPR 161.42 0.27 26,057 107.87 0.519615 1.7395
Exponential GPR 166.77 0.31 24,578 104.92 0.556776 2.8309
SO,
Rational quadratic GPR 196.36 0.4 38,556 115.46 0.632456 15.145
Squared exponential GPR 203.46 0.36 41,398 124.55 0.6 18.659
Matern 5.2 GPR 203.42 0.36 41,380 124.46 0.6 17.263
Exponential GPR 186.16 0.46 34,656 109.15 0.678233 2.8136
pH
Rational quadratic GPR 0.45109 0.46 0.20348 0.33627 0.678233 3.1764
Squared exponential GPR 0.45109 0.46 0.20348 0.33627 0.678233 3.8503
Matern 5.2 GPR 0.44838 0.47 0.20105 0.33355 0.685565 3.6212
Exponential GPR 0.42484 0.52 0.18049 0.31513 0.72111 3.5057

technique of a new decision tree that merges some signal
algorithms using the rules. RF as a nonparametric model
comprises clusters of regression trees. The explanation of
this model is based on the set of tree structures and is
presented as follows:

(h(x,00), k=1,...}, (15)

where 0 represents the independent identically distributed
random vector, whereas all trees cast the unit vote for the most
common class at the input x. The numbers of both trees and
predictors are the major parameters in RF, corresponding to
decision trees growing to the largest probable size with no
prunin. To construct a growth tree, the RF uses the greatest
variables or divides up points in variable subgroups that were
arbitrarily chosen; thus, it decreases the general errors of the
model (Breiman, 2001). Additional description of the model is
in the study by Breiman, (2001); Mosavi et al., (2020).
Generally, we assumed that the given error term is assumed
to be normally distributed at zero mean value and constant
variance (Elahi et al., 2020; Elahi et al., 2021a; Elahi et al.,
2021b).

Input Design

Table 2 shows the selection of the input combinations to predict
target groundwater quality parameter concentrations. Hence, we
will compare the accuracy of using various machine learning
models in the prediction of output groundwater quality
parameters to select the best model for predicting certain
parameters.

Metrics Evaluation Models

Error values between calculated and observed data in this study
are assessed via root mean square error (RMSE), mean absolute
error (MAE), mean square error (MSE), coefficient of
determination (R?) (Ighalo et al, 2021), and correlation
coefficient (R) (Shabani et al., 2020):

Z:‘zl (G (obs)i — G(obs))(G (pre)i — G(pre))
\/(G(abs>i = Glob9) Tit1 (Giaby = G’

R= (16)

n 2
RZ -1- zi:1<G(obs)i - G(pre)i) (17)
Yis1 (Geobsi = Geang)”
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TABLE 6 | Performances of the support vector machine models.

Predicting Groundwater Quality Parameters

Model Performance during training and testing
RMSE R Lloyd and Heathcote (1985) MSE MAE R Training time (sec)
TDS
Linear 180.01 0.32 32,404 140.93 0.565685 9.6226
Quadratic 162.24 0.52 23,178 101.92 0.72111 3.0592
Cubic 117.47 0.71 13,798 72.533 0.842615 0.97072
Fine Gaussian SVM 91.565 0.83 8,384.1 50.364 0.911043 0.62504
Medium Gaussian SVM 120.44 0.70 14,506 76.521 0.83666 1.0597
Coarse Gaussian SVM 166.57 0.42 27,746 130.89 0.648074 0.91239
EC
Linear 240.81 0.41 57,991 196.77 0.640312 15.11
Quadratic 202.24 0.58 40,902 136.15 0.761577 14.437
Cubic 153.87 0.76 23,675 92.469 0.87178 12.867
Fine Gaussian SVM 100.52 0.9 10,104 61.03 0.948683 11.004
Medium Gaussian SVM 147.23 0.78 21,677 96.067 0.883176 9.9744
Coarse Gaussian SVM 220.23 0.5 48,502 181.39 0.707107 8.8959
Fe
Linear 4.7086 0.06 22171 2.3932 0.244949 2.1025
Quadratic 4.8608 -0.01 23.628 2.3054 0 2.2167
Cubic 4.6012 0.1 21171 2.1697 0.316228 4.481
Fine Gaussian SVM 4.365 0.19 19.053 1.9523 0.43589 2.0487
Medium Gaussian SVM 4.6659 0.08 21.771 2.2231 0.282843 8.56512
Coarse Gaussian SVM 4.9967 -0.06 24.967 2.4476 0 8.3015
Cl
Linear 29.22 0.28 853.79 20.949 0.52915 1.401
Quadratic 29.805 0.25 888.35 19,166 0.5 1.3085
Cubic 26.596 0.4 707.33 17.253 0.632456 3.0535
Fine Gaussian SVM 25.349 0.46 642.55 14.78 0.678233 1.1556
Medium Gaussian SVM 27.019 0.35 730.02 17.074 0.591608 1.844
Coarse Gaussian SVM 28.58 0.31 816.8 19.945 0.556776 1.4705
CaCOg
Linear 166.74 0.22 27,802 100.99 0.469042 1.4872
Quadratic 165.47 0.23 27,379 99.969 0.479583 2.8771
Cubic 165.57 0.23 27,413 98.462 0.479583 13.544
Fine Gaussian SVM 157.83 0.3 24,909 90.445 0.547723 3.7882
Medium Gaussian SVM 166.21 0.23 27,626 99.221 0.479583 3.1045
Coarse Gaussian SVM 169.09 0.2 28,593 101.44 0.447214 1.1142
SO,
Linear 254.46 -0.01 64,750 117.54 0 12.999
Quadratic 222.69 0.23 49,589 109.2 0.479583 7.0664
Cubic 215.98 0.27 46,649 101.07 0.519615 11.694
Fine Gaussian SVM 235.1 0.14 55,273 102.22 0.374166 11.232
Medium Gaussian SVM 245.36 0.06 60,200 112.29 0.244949 10.292
Coarse Gaussian SVM 263.36 -0.08 69,359 118.92 0 9.2175
pH
Linear 0.59457 0.07 0.35352 0.43033 0.264575 1.2759
Quadratic 0.53796 0.24 0.28911 0.40051 0.489898 1.1402
Cubic 0.50211 0.33 0.25211 0.36479 0.574456 7.2329
Fine Gaussian SVM 0.42663 0.52 0.18201 0.28639 0.72111 1.1439
Medium Gaussian SVM 0.50762 0.32 0.25768 0.37601 0.565685 0.96215
Coarse Gaussian SVM 0.58568 0.09 0.34303 0.42844 0.3 0.78282

1 2
RMSE = \/HZ izl(G@bs)i - G(P,e)i> , (18)

G (obs)i and G (preyi are the observed and predicted, respectively,
in the current original data (i), and n is the number of samples.
Figure 1 shows the method used in this study.

Yie1|Gobsi = G (pre)i
MAE = | (pre)il. (19)
n

1 2
MSE = =32 (Gl = G () » (20)

where Gps) and Gpre) represent the mean values of the
groundwater quality observed and predicted, respectively,

RESULTS AND DISCUSSION

Machine Learning Model Performance

Linear regression models: In this section, training was conducted
to estimate different kinds of multivariate LR models in the
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TABLE 7 | Performances of the ensemble regression models.

Predicting Groundwater Quality Parameters

Model Performance during training and testing
RMSE R Lloyd and Heathcote (1985) MSE MAE R Training time (sec)

TDS

Boosted tree 60.888 0.92 3,707.4 45.226 0.959166 3.3979

Bagged tree 102.37 0.78 10,480 74.834 0.883176 2.147
EC

Boosted tree 66.118 0.96 4,371.6 47.937 0.979796 3.3434

Bagged tree 124.93 0.84 15,606 87.426 0.916515 4.1652
Fe

Boosted tree 1.6103 0.89 2.5929 0.91111 0.943398 1.4953

Bagged tree 3.117 0.59 9.7155 1.7194 0.768115 1.9125
Cl

Boosted tree 12.792 0.86 163.63 7.9425 0.927362 3.4372

Bagged tree 19.112 0.69 365.28 13.12 0.830662 2.1294
CaCO3

Boosted tree 68.612 0.87 4,707.6 41.729 0.932738 3.0684

Bagged tree 103.87 0.7 10,788 66.985 0.83666 2.649
SO,

Boosted tree 91.289 0.87 8,333.7 39.675 0.932738 2.3676

Bagged tree 140.77 0.69 19,816 75.495 0.830662 2.7069
pH

Boosted tree 0.23215 0.86 0.053896 0.16549 0.927362 4.7237

Bagged tree 0.320583 0.73 0.10274 0.2414 0.8544 3.7637

prediction of TDS, EC, Fe, Cl, SO4, CaCO3, and pH. To assess the
performance of these models, R, R, RMSE, MAE, and MSE were
calculated as displayed in Table 3. For developing the models,
there is a need to split the collected data into training and testing
data in order to create the optimal model architecture during
training and examine model performance during testing. In order
to split the collected data for training, validation, and testing, it is
necessary to apply the trail-and-error procedure to search for the
best splitting ration, which is long time-consuming to develop the
model. Therefore, to avoid such a process, the data splitting built-
in function has been utilized in order to automatically search for
the optimal data splitting for training and testing data. In
addition, for the validation data, the training data have been
split automatically to training and validation data using the same
function. So, the highest values of correlation coefficients are
highlighted in bold font. Multivariate LR models were applied in
the current study to predict the concentrations of Fe, Cl, SOy, and
CaCO; from measurements of TDS and EC. Various types of LR
models (standard linear, stepwise, interactions, and robust
regression) were used. Table 3 illustrates that the interaction
regression model performs better than other models, such as
standard linear, robust, and stepwise models, in predicting TDS,
EC, Fe, Cl, CaCOs3, SOy, and pH in terms of RMSE, with the
lowest values of 158.22, 208.06, 4.5086, 28.467, 161.77, 217.06,
and 0.55666, respectively. However, the MAE in the robust
regression model was less than that in the interaction model
in predicting Fe, CaCO3, and SO, concentrations. From Table 3,
all values of the coefficient of determination were better in the
interaction regression model than in the other models, as shown
in the bolded font. In addition, R?, RMSE, MSE, and MAE are
significant performance measurements, and consuming time in
training is considered a significant metric to validate the quality of
the model. Any model has less duration for training, and learning

the parameters is considered better than others. In Table 3, in
seven prediction models, standard linear regression models have
the lowest time consumption in training compared to other
models that have longer training times, except prediction of Cl
and pH, and the stepwise regression model shows less time in
training. However, the performance of multivariate linear
regression for predicting only TDS and EC concentrations
shows a moderate level of accuracy with R values of 0.6 and
0.7, respectively, while other groundwater parameter predictions
demonstrate unacceptable performance.

Tree Regression Models: For the TR learner model, fine,
medium, and coarse trees were evaluated and compared in the
training and tested phases, as demonstrated in Table 4, to predict
parameters Fe, Cl, SO, pH, and CaCOj; from measurements of
TDS and EC. The hyperparameters of those models were tuned to
optimize the models to provide better results. In Table 4, fine tree
was capable of providing the best metrics in all input
combinations compared to medium tree and coarse tree which
were lesser precise in predicting all parameters of groundwater as
highlighted in the bold font. The training speeds of the models are
also compared in the last columns of the table. As is clear from
Table 4, the fine tree performs superior to the others in all input
combinations in terms of R more than 0.76, while the coarse tree
provides the worst performance with R less than moderate
accuracy. The best values of MAE and MSE were obtained
from the fine tree model compared with the medium and
coarse tree models. As expected, the fine tree also had the
lowest RMSE values for TDS, EC, Fe, Cl, CaCOs;, SO, and pH
at 96.458, 112.54, 3.1359, 22.035, 110.8, 126.54, and 0.30466,
respectively. Coarse trees generally have the lowest training time,
while fine trees may need a long duration for training (e.g.,
17.332 s for predicting EC). It can be said that the increasing
number of learners improves the model accuracy and that
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FIGURE 2 | Scatter plot for observations and predictions using the boosted ensemble regression tree model to predict each groundwater quality parameter.
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FIGURE 4 | Accuracy improvement for the ER model over other models
in terms of RMSE.

predicting EC generally produces the best accuracy. Generally,
acceptable precision of the tree regression model performance is
achieved by using a fine tree type. Additionally, among all
groundwater prediction parameters, EC prediction achieved
better performance, with the highest R* value of 0.87
compared with the other parameters predicted.

Gaussian Process Regression Models: A comparison of
different methods, such as squared exponential GPR, matern
5/2 GPR, rational quadratic GPR, and exponential GPR, clearly
indicates that the exponential GPR model is superior to the other
models. The best values of R are highlighted in bold font in
Table 5, which summarizes the performances of all models of the
group GPR,, The exponential GPR in all predictions of TDS, EC,
Fe, Cl, CaCOs;, SOy, and pH had lower RMSE values and the
highest R? values with (76.104, 0.938083), (46.126, 0.989949),
(3.9207, 0.591608), (24.073, 0.714143), (156.77, 0.556776), and
(186.16, 0.678233) (0.42484, 0.72111), respectively. In addition,
better values of MAE are provided by exponential GPR,
compared with squared exponential GPR, matern 5/2 GPR,
and rational quadratic GPR. On the other hand, the squared
exponential GPR offered the worst accuracy with the worst values
of MSE and MAE. Better accuracy of prediction gets for
predicting EC, followed by TDS, with R more than 0.9; at the
same time, outcomes of other predictions achieve acceptable
range of accuracy with R more than 0.5. The rational

Predicting Groundwater Quality Parameters

quadratic GPR with most predictions can be considered good
because it has lower training duration, while in prediction of SO,
the exponential GPR has much lower training time with
(2.8136 s) than rational quadratic GPR, squared exponential
GPR, and matern 5/2 GPR with training time (15.145, 18.659,
17.263s, which is considered another good alternative for
exponential GPR. Overall, the GPR models show good
performance in all groundwater parameters, with R starting
from more than moderate (0.5) to more than 0.9 using
various GPR methods.

Support vector regression models: In SVM models, different
kernel functions were appraised for computation. These kernels
are linear kernels, quadratic kernels, cubic kernels, and Gaussian
or radial basis function (RBF) kernels that include three forms:
fine, medium, and coarse. Among all kernels, fine kernel was able
to give highest correlation coefficients in all prediction, except
prediction of SO4 concentration of groundwater, the cubic kernel
showed better performance and achieved satisfactory accuracy
with R more than 0.5. Additionally, the fine kernel produced
better RMSE and MAE in predicting six out of seven parameters
of groundwater TDS, EC, Fe, Cl, CaCO; and pH with values of
(91.565, 50.364), (100.52, 61.03), (4.365, 1.9523), (25.349, 14.78),
(157.83, 90.445), and (0.4266, 0.28639), respectively. In contrast,
the cubic kernel gives the lowest RMSE and MAE in only the
predicted SO, concentration, which has the best RMSE and MAE
of 215.98 and 101.07, respectively, compared to the other kernels.
Regarding training duration, it can be noticed from Table 6 that
the best model fine Gaussian SVM displays less time training than
linear, cubic, and quadratic medium and coarse at prediction of
each of TDS, Fe, Cl concentrations with (0.62504, 2.0487, and
1.1556 s), respectively. Comparing between the results produced
from prediction of each parameter of groundwater with others for
best kernel that was selected, it can be said that better
performance of the SVM model was attained in EC followed
by TDS and pH concentrations in term coefficient of
determination of 0.9, 0.83, and 0.52, respectively, while some
predictions cannot achieve satisfactory range of accuracy, such as
predict Fe concentration.

Ensemble Regression Models: As given in Table 7, the
statistics of ensemble regression models are reported and
compared in predicting groundwater concentrations for the
training and testing stages. The models were optimized by
tuning the hyperparameters to give the best results by
adjusting each of the minimum leaf size, number of learners,
and number of components. The superiority of the boosted tree
ensemble over the bagged tree ensemble is apparent for all seven
groundwater concentration predictions, as shown in bold font in
Table 7. According to the boosted regression tree model, among
all cases, the predicted EC had the highest coefficient of
determination (0.96). The accuracy difference between the
boosted tree and bagged tree shows positive influence of the
boosted inputs in predicting groundwater concentrations; for
example, in prediction of Cl, the improvement in MSE of the
boosted tree is from (365.28-163.63) and in MAE from
(13.12-7.94). Additionally, it could be concluded that both
types of ensemble regression models provide good results in
almost all predictions of groundwater parameters by reaching

Frontiers in Environmental Science | www.frontiersin.org

12

February 2022 | Volume 10 | Article 828251


https://www.frontiersin.org/journals/environmental-science
www.frontiersin.org
https://www.frontiersin.org/journals/environmental-science#articles

Hanoon et al.

80%

60%

40%
20% I
o
Fe cl

TDS E CaCOo3

PMAE %

So4 pH

HMERvsLR HWERvsTR MERvsGPR HMERvVSSVM

-20%
-40%

-60%

FIGURE 5 | Accuracy improvement for the ER model over other models
in terms of MAE.

R greater than 0.8. With respect to time training, the Fe
concentration prediction shows less time duration for boosted
trees and bagged trees than other groundwater concentration
prediction (1.4953 and 1.9125) seconds. For clarity, scatter plots
will illustrate the prediction of the best model used in the
prediction of every groundwater parameter, which is the
boosted tree model, as in Figure 2.

Predictive Models Comparison
A comparison of five regression models, including the interaction
linear regression model (LR), fine tree regression model (TR),
exponential Gaussian process regression (GPR), fine Gaussian
support vector regression model (SVM), and boosted ensemble
regression tree model (ER), is shown in Figure 3, Figure 4, and
Figure 5 in terms of R, RMSE, and MAE, respectively. The first
comparison was performed for seven groundwater parameters,
including TDS, EC, Fe, Cl, CaCO3, SOy, and pH, using accuracy
improvement (AI) from the equation below. Table 8 summarizes
the best values of correlation coefficients for each group of models
that were selected earlier, and the highest R is highlighted by bold
font for each groundwater parameter.

ar= 2= R g0 1)

Rer

where Rgg denotes the correlation coefficient of the model ER,
whereas Ry, denotes a correlation coefficient for other models
(LR, TR, GPR, and SVM). Figure 3 shows the model ranking
based on Al in terms of R. The ensemble boosted tree model

Predicting Groundwater Quality Parameters

reveals excellent performance in six prediction parameters with
remarkable positive accuracy improvement over TR 28% in TDS,
24% in EC, 60% in Fe, 40% in Cl, 44% in CaCOs3, 44% in SOy, and
54% in pH. Additionally, it is clear that ER is more acceptable
than TR, with significant improvements noted in prediction every
case, which range from 5% to 19%. Predictive accuracy was
significantly improved after presenting ER over GPR for six
cases. Only in the case of EC did GPR demonstrate more
satisfactory performance than ER, with slight improvement
observed in AI with a negative value. Moreover, the findings
show that ER not only displayed improved accuracy for certain
parameters over LR, TR, and GPR but also this model has the
capability to capture temporal patterns in groundwater
parameters over SVM in all cases with meaningful
improvements in predicting TDS, EC, Fe, Cl, CaCO;, SO,, and
pH with 5%, 3%, 54%, 27%, 41%, 44%, and 22%, respectively.
Generally, it can be concluded that the model ER exhibits high
precision in all cases in terms of the correlation coefficients.

Another analysis was performed to compare the models in
predicting groundwater parameters. The improvement
percentage of root mean squared errors (PRMSE) (MiweiLiu
et al.,, 2017; Mi et al., 2019) RMSE must be reduced to obtain a
robust model. Figure 4 illustrates the models ranking over the
best model ER based on PRMSE. In prediction of TDS, the
PRMSE for the boosted tree model over all models obtains a
positive value, and GPR ranks as the second-best model in
predicting the TDS parameter with a lesser percentage of 20%.
On the other hand, in predicting the EC parameter, the ER model
obtained a negative value over GPR of 43%, while over the other
models, positive values were obtained. In such cases (Fe, Cl,
CaCO;, SOy, and pH), the fine tree regression model TR ranked
as the second-best model with the lowest PRMSE (49%, 42%,
38%, 28%, and 24%) compared with GPR and SVM.
Furthermore, the LR model displays the worst outcomes with
the highest PRMSE in all predictions of groundwater parameters,
with 62% in TDS, 68% in EC, 64% in Fe, 54% in Cl, and 58% in
CaCO;, SOy, and pH.

To compare the models in terms of MAE, the improvement
percentage of mean absolute errors (PMAE) (MiweiLiu et al.,
2017; Mi et al., 2019) was executed. Figure 5 shows that the
highest PMAE was obtained for ER over LR in all cases, with 64%
in TDS, 72% in EC, 66% in Fe, 71% in SOy, and 61% in Cl, CaCOs,
and pH. It could be noticed in predicting TDS parameter that
SVM ranked as a second-best model after boosted tree model

TABLE 8 | Summary of correlation coefficients for the best five models.

Correlation coefficients (R)

Parameter ER LR

TDS 0.959166 0.69282
EC 0.979796 0.748331
Fe 0.943398 0.374166
Cl 0.927362 0.574456
CaCO4 0.932738 0.519615
SO, 0.932738 0.519615
pH 0.927362 0.424264

TR GPR SVM

0.9 0.938083 0.911043
0.932738 0.989949 0.948683
0.761577 0.591608 0.43589
0.768115 0.714143 0.678233
0.812404 0.556776 0.547723
0.866025 0.678233 0.519615
0.812404 0.72111 0.72111
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with lesser PMAE: 10% compared with LR, TR, and GPR over the
model ER, while in prediction of EC, the GPR shows higher
performance over all models, including ER, which was had
negative value with 46%. However, in the remaining
predictions, the TR model ranked as the second-best model
after the boosted tree model. Generally, it could be concluded
that the boosted ensemble regression tree model exhibits high
precision over all (LR, TR, GPR, and SVM) models with
remarkable improvements in performance in terms of R,
RMSE, and MAE.

The last comparison between models is in terms of duration
consumed in training, and Figure 6 shows models ranked based
on time consumed in training for seven groundwater quality
parameters. One of the major benefits of ML models is that they
consume little time in training. In cases of CaCO; and pH, the
LR model was capable of decreasing the time of training
compared with the GPR, ER, and SVM models, which took
longer to train. On the other hand, the TR model takes less time
of training in prediction of Cl and SO, with 0.79049 and
2.1656 s, respectively, than the LR model, which took the
longest time in training. According to the GPR model, only
one case shows less training time than the other models, which
predicts EC within 2.5623 s. In general, the LR, TR, SVM, and
GPR models have long training times in some cases, which can
exceed 19, 17, 11, and 8 s in some cases, respectively, while the
ensemble regression model (ER) was found to achieve such
balance and performed better than the rest of the models in
terms of training time and prediction error obtained via
investigative attained R>. The ER model revealed less
training time in case of Fe, and the range of training time
for the ER model in all cases was more reasonable than that of
the rest of the models, which gives another advantage of the
ER model.

TABLE 9 | Impact of removing input groundwater parameters on ER model performance for TDS and EC prediction.

Performance indicators

Parameter
RMSE

TDS 60.888
EC 66.118
Removing Fe

TDS 60.66

EC 66.118
Removing ClI

TDS 57.053

EC 66.949
Removing SO,

TDS 55.434

EC 65.505
Removing CaCOg

TDS 74.446

EC 89.971
Removing pH

TDS 60.66

EC 66.118

R Lloyd and Heathcote

(1985)

All
0.92
0.96

0.92
0.96

0.93
0.95

0.94
0.96

0.88
0.92

0.92
0.96

MSE MAE R
3,707.4 45.226 0.959166
4,371.6 47.937 0.979796
3,679.6 45.016 0.959166
4,371.6 47.937 0.979796
3,255.1 41.882 0.964365
4,482 .1 48.661 0.974679
3,072.9 40.777 0.969536

4,291 50.054 0.979796
5,542.2 56.262 0.938083
8,094.7 69.112 0.959166
3,679.6 45.016 0.959166
4,371.6 47.937 0.979796
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Sensitivity Analysis

With careful observation of the attained outcomes from the
best model ER by considering the values of each performance
indicator to assess model performance, additional outcomes
can be elaborated. These analyses and elaboration may add
a new direction for evaluating the performance of the
selected model. To verify the potential prediction skill of
the boosted tree model, the effect of each input parameter
on the model’s performance against all parameters should
be determined using performance indicators. From Table 9,
it could be observed that in the case of removing pH and
Fe parameters, there was no influence on boosted tree
model performance, while in the prediction of TDS, the
accuracies of the boosted tree model increased if any of
the Cl or SO, parameters were eliminated with R* values of
0.93 and 0.94, respectively. Furthermore, the performance
model has been influenced in improving the estimation
efficiency by removing the CaCO; parameter because it
caused a decrease in the R? values in both the predicted
TDS and EC, so eliminating this groundwater parameter
has the most significant impact on the performance of the
boosted tree model.

At the end, it is worth mentioning that the comparison
between the results of the current study and the results in
study 20 in which same data were used shows that ensemble
boosted regression tree model outperformed on artificial neural
network (ANN) model. Figure 7 demonstrates the values of
coefficient of determination for best models concluded from both
studies, and it could be noticed that the R* values of the ER model
ranged from 0.86 to 0.96, whereas for the ANN model, it ranged
between 0.52 and 0.82 in prediction of each groundwater quality
parameter.

CONCLUSION

In this study, various regression models with different
architectures were developed by using hyperparameter
optimization algorithms and compared to examine the
application of groundwater concentration prediction.
Evaluation metrics (R?>, RMSE, MSE, and MAE) were
performed on all developed models to evaluate their
performance. The outcomes of this study can be
summarized as follows: In terms of accuracy, which is
represented via R%, each TR, GPR, and ER has satisfactory
performance. The ER model attained superior accuracy in
terms of R* in TDS 0.92, Fe 0.89, Cl 0.86, CaCO5 0.87, SO4
0.87, and pH 0.86 compared to all developed models.
Moreover, relatively low training time was accomplished by
the ER model. Comparisons between the developed models
were performed using AI, PRMSE, and PMAE to measure the
significance of the ER model over other developed models at
each groundwater parameter. The findings showed that the ER

Predicting Groundwater Quality Parameters

model outperforms other machine learning models in
predicting six parameters with remarkable percentages of Al,
PRMSE, and PMAE. However, only electrical conductivity
predictions with negative values were obtained for Al,
PRMSE, and PMAE over the GPR model. Sensitivity analysis
was conducted to determine the impact of the most significant
variable on the prediction of TDS and EC using the best model
selected. The results indicate that the total hardness parameter
has the most influence on the accuracy of TDS and EC
concentration predictions. In summary, ensemble regression
models were found to balance high prediction accuracy in terms
of R?, low training time, and low errors in terms of RMSE and
MAE. The limitation of this study is that the field of prediction
of groundwater quality has been rapidly developed due to the
fact that it provides obvious and compelling benefits for the
management of water resources and environmental activities.
Although the used datasets were comprehensive enough to
accomplish the objectives of this study, but it could include
collecting a bigger dataset from different hydrogeological
settings for future research. Additionally, to analyze more
data, research can also be performed with more ions and
groundwater contaminants. For forthcoming studies, after
obtaining additional datasets, recent deep learning models,
such as 1D convolutional networks and long short-term
memory, which were found to provide extraordinary
performance in several applications, could be discovered in
such applications of groundwater concentration prediction to
be learning more hidden patterns that might contribute to
increasing prediction precision.
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