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Rapid water level decreases due to hydropeaking are known to negatively affect

riverine biota, mainly due to the stranding of organisms in the river bank area

that becomes regularly dewatered. Even though studies of the last decades

have focused on salmonid fish, also cyprinidsmay be affected. However, limited

knowledge is available of this fish family. Therefore, we conducted mesocosm

experiments under semi-natural conditions, simulating single hydropeaking

events at two different lateral bank slopes (2% and 5%) with varying down-

ramping rates (0.7–3.0 cmmin−1) during day and night. As a response

parameter, we quantified stranding rates of different larval stages (III-IV and

V) of common nase (Chondrostoma nasus L.). The experiments revealed that

lower sloped banks exhibited distinctly higher stranding rates than steeper ones.

Daytime revealed a similar pattern, with more fish becoming stranded at night

than during the day, and this was consistent for all down-ramping rates. The

data also indicate increased stranding with higher down-ramping rates,

particularly at low sloped riverbanks, and interaction effects between the

tested parameters. Overall, this study, for the first time, quantifies the

consequences of flow down-ramping on nase larvae, also revealing

differences between larval stages. The gained information will, therefore,

advance the ongoing discussion on hydropeaking mitigation by providing a

deeper understanding of the effects of artificial sub-daily flow fluctuations on

the early life stages of cyprinid fish. Our results can inform management and

policy to sharpen existing mitigation concepts and fine-tune hydropower

operations to reduce negative effects on riverine ecosystems.
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1 Introduction

Hydropower is the leading form of renewable energy,

representing around 17% of the world’s total electricity

generation (REN21, 2021). Although decades of research

indicate that hydropower generation is accompanied by

diverse consequences for riverine ecosystems (Cushman, 1985;

Dynesius and Nilsson, 1994; Dudgeon et al., 2006; Hayes et al.,

2018; Schmutz and Sendzimir, 2018), it is commonly considered

to be a clean, sustainable and environmentally friendly energy

source (Bejarano et al., 2018; Alfredsen et al., 2022; IHA, 2022).

Due to the increase in global energy demand (Bejarano et al.,

2018; van Ruijven et al., 2019) and the envisaged promotion for

renewable energy sources (e.g., EU Renewable Energy Directive

2018/2001), hydropower production is expected to expand (Zarfl

et al., 2019).

As a critical element of the power system, hydropower—in

particular, peak-operating hydropower plants—serves as a load-

balancing power source, e.g., for grid fluctuations caused by other

renewable energies, as it allows to store and generate energy on

demand (Harby et al., 2015; Greimel et al., 2016; Hayes et al.,

2022). This mode of hydropower operation, referred to as

“hydropeaking”, coincides with energy demand and stock

market prices (Harby et al., 2015), and is characterized by

frequent daily or sub-daily artificial flow fluctuations in the

downstream water body (Greimel et al., 2016; Hayes et al., 2022).

Hydropeaking has been identified as one of the key stressors

in mountainous rivers (Schmutz et al., 2015), as it alters the

natural flow regime (Carolli et al., 2015; Greimel et al., 2016; Li

and Pasternack, 2021) and hydraulic factors such as water level,

flow velocity and bed shear stress (Shen & Diplas, 2010), river

morphology (Tuhtan et al., 2012; Hauer et al., 2014, 2017; Vanzo

et al., 2016b) and water temperature (Zolezzi et al., 2011; Vanzo

et al., 2016a). Further, the related re-suspension of fine sediments

increases turbidity and clogging risk of sediments (Hauer et al.,

2019).

As a consequence, hydropeaking operation may lead to a

reduction of physical habitat availability and habitat persistence

(Freeman et al., 2001) and may affect connectivity of species and

life-stage specific habitats (Person, 2013). These changes of

habitat quality and quantity lead to biomass reduction (Hayes

et al., 2021; Smokorowski, 2022) as a consequence of downstream

displacement and drift of aquatic organisms (Auer et al., 2017;

Schülting et al., 2019), lowered growth rate of fish in a long term

(Puffer et al., 2015), reduced spawning and rearing success

(Grabowski and Isely, 2007; Casas-Mulet et al., 2015), as well

as stranding and trapping in dewatered areas (Perry and Perry,

1986; Nagrodski et al., 2012).

Regarding fish, multiple studies have highlighted that

stranding affects riverine biota (Hamilton and Buell, 1976;

Bauersfeld, 1978; Cushman, 1985; Hunter, 1992; Hauer et al.,

2014; Auer et al., 2017) and depends on a wide range of biotic and

abiotic factors (Larrieu et al., 2021). During flow increases, fish

shift laterally towards the shoreline to avoid unsuitable hydraulic

conditions (Greimel et al., 2018). However, in hydropeaked

rivers, exactly this shoreline zone puts fish at risk of stranding

at dewatering due to flow down-ramping (Young et al., 2011;

Nagrodski et al., 2012; Harby and Noack, 2013; Auer et al., 2017).

Particularly early life stages are highly sensitive to down-ramping

events (Hunter, 1992; Harby and Noack, 2013; Hayes et al.,

2019). Postemergence larvae and early juveniles exhibit relatively

low swimming capacities (Heggenes and Traaen, 1988); thereby,

they rely on shallow shore habitats of low flow velocity (Moore

and Gregory, 1988; Baras and Nindaba, 1999).

Specifically, the stranding risk depends on the physical

conditions of the riverbanks, including morphological

characteristics (Young et al., 2011; Hauer et al., 2014; Auer

et al., 2017), substrate grain size (Hunter, 1992; Hauer et al.,

2014), bank slope with increased stranding risk at lower gradients

(Bauersfeld, 1978; Hunter, 1992; Bell et al., 2008), season and

daytime with contrasting direction of effects (Bradford et al.,

1995; Saltveit et al., 2001; Puffer et al., 2015; Auer et al., 2017),

peak amplitude and down-ramping rate with a significant

decrease in the stranding risk with reduced down-ramping

rates (Bradford et al., 1995; Halleraker et al., 2003; Auer et al.,

2017).

Studies on fish stranding have so far focused on salmonid

species (Nagrodski et al., 2012), since hydropeaking operations

are predominant in high-elevation topographies, mostly

impacting rivers in the trout and grayling fish regions

(Schmutz et al., 2015; Hayes et al., 2021). However,

hydropeaking may also be caused by run-off-the-river power

plants (Greimel et al., 2016; Hayes et al., 2022), leading to lower-

intensity but high-frequency hydropeaking, so-called hydro-

fibrillation (Greimel et al., 2016); in Austria, this phenomenon

is frequently found in regulated rivers, including rivers inhabited

by cyprinids.

Recent studies underline the knowledge gap regarding non-

salmonid fish species also affected by hydropeaking (Costa et al.,

2018; Moreira et al., 2019); to date, however, the species-rich

cyprinid fish family has hardly been considered in hydropeaking

research (Moreira et al., 2019), despite such works being needed

for mitigation efforts in non-salmonid rivers (Godinho et al.,

2022). The common nase (Chondrostoma nasus L.), for example,

is a cyprinid indicator species widespread throughout Europe

and home to grayling and barbel zone of rivers (Schiemer et al.,

2002). Considering that the nase is sensitive to hydroengineering

activities (Peňáz, 1996), it is a suitable target species to quantify

cyprinid fish stranding following hydropeaking down-ramping

events, particularly regarding early life stages. Larvae and juvenile

nase inhabit littoral habitats (Keckeis et al., 1997) of mainly

medium to large rivers (Schiemer and Spindler, 1989; Copp et al.,

1991; Kainz and Gollmann, 1999). Nase larvae inhabit shallow

(0–30 cm) and slow-flowing (<10 cm s−1) shoreline habitats

(Keckeis et al., 1997; Ovidio and Philippart, 2008;

Schludermann et al., 2009) along gravel bars, as well as bay
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structures with fine sediments (Hofer and Kirchhofer, 1996;

Keckeis et al., 1997; Baras and Nindaba, 1999).

To fill the knowledge gaps on cyprinid fish affected by

hydropeaking, we quantified, for the first time, the stranding

of nase larvae in response to down-ramping events. Specifically,

we used semi-natural mesocosms, mimicking suitable larval

habitats, to test the single and combined effects of 1) varying

down-ramping rates at 2) two different lateral bank slopes, 3)

each during day and night on stranding of 4) different larval

stages of nase. We hypothesized that stranding is positively

linked to increasing down-ramping rates and that a lower-

sloped bank may exacerbate these effects. Moreover, we

expected higher stranding during night experiments compared

to daytime and higher sensitivity of earlier larval stages.

2 Material and methods

We performed the ethohydraulic experiments from 19 May

to 16 June 2021 at the “Hydromorphological and Temperature

Experimental Channels” (HyTEC) in Lunz am See, Lower

Austria (47°51′ 22.5″ N, 15°02′12.0″ E; https://hydropeaking.

boku.ac.at). The HyTEC facility comprises (a) two parallel

arranged and symmetrically designed outdoor experimental

channels, (b) a control unit (Siemens Simetic S7-300)

connected with ultrasonic sensors (Rittmeyer RISONIC 2000;

Sensor Typ A) and pipe gate valves allowing to program, monitor

and record discharge rates individually for both channels, and (c)

fish rearing tanks. Nutrient-poor water is abstracted with up to

600 L s−1 from Lake Lunz via two pipes (DN 400) at two different

depths (−0.75 and −10 m below the mean lake water level). The

water temperature can be adjusted by controlled mixing of the

water from both pipes in two separate basins (6 m × 4 m) before

being discharged to each channel. Similarly, the inflow rate and

water temperature for the fish rearing tanks can be individually

adjusted via ball valves.

2.1 Study organisms

Nase larvae originated from wild fish stocks. Spawners were

retrieved from the Schwechat River, Lower Austria, and eggs and

sperm were stripped off manually. After hatching, individuals

were reared in three circular flow-through tanks at the HyTEC

facility (approx. 0.7 m³ each). Both, inflow magnitude (0.5 L s−1

per tank) and water mixing ratio of surface and deep water

remained constant. Fish larvae were fed with zooplankton

obtained daily from the lake water according to their natural

feeding needs (Reckendorfer et al., 2001; Schiemer et al., 2002).

Additionally, brine shrimp (Artemia sp.) prey was cultured and

fed alive several times a day. Feedings were done randomly

throughout the day to minimize habituation effects. Rearing

tanks were partially covered to provide shade and shelter, and

small stones were used as structural elements to provide cover

and different flow patterns. After the trials, larvae were kept in

separate tanks and later transferred to a rearing pond where they

continued to grow before being released at the end of all

experimental runs.

We examined the increasing body size of larvae by measuring

the total fish length (TL ± 0.1 mm) of randomly selected larvae

(30 ind. per measurement) out of the rearing tanks using the

image-analysis tool ImageJ (Schneider et al., 2012). In the

experimental period, the length of larvae ranged from

11.0 mm to 19.2 mm (mean TL: 14.1 mm ± 1.0 SD), with a

mean growth rate of 0.13 mm per day. In addition, larval

development stages were classified according to Peňáz (1974),

with larvae in the third (III) to fifth (V) larval stage (Figure 1B).

2.2 Experimental setup

Due to the vulnerability of the small-sized study organisms

(see Section 2.1), experiments were conducted in four customized

mesocosms (2.25 m × 2 m) embedded in the shore area of the

channels (Figure 1). The transition between the channel bed and

the mesocosms were gently ramped with the substrate to

homogenize the flow within the mesocosms. The mesocosms

consisted of 1) a platform made of a steel frame and formwork

panels on top and 2) a small aluminum channel (width: 25 cm,

depth: 7.5 cm) mounted to the platform representing the deepest

part allowing easy clearing of fish at low flow conditions (further

named “low flow channel”). 3) Frames made of thin-walled

structural profiles covered with fine nets (mesh size: 0.75 mm)

were bolted to the outer edge of the platform. The construction

was mounted laterally rotatabe 4) on an outer base framemade of

profiles, allowing a precise adjustment of the bank slope (for a

detailed illustration, see the Supplementary Material).

The flat gravel bank area (the ramping zone) of each

mesocosm was filled with sediments (height of layer approx.

1.5 cm), dominated by sand and fine gravel (dmax<10 mm; d10 =

0.6 mm; d50 = 2.2 mm; d90 = 6.0 mm). The substrate remained

the same for all mesocosms and replicates. To ensure constant

experimental conditions over time, the sediments were smoothed

and the nets were checked and cleaned before each

experimental run.

The discharge rate during the experiments was 80 L s−1 at

high flow and 10 L s−1 at low flow for each channel (Figure 2). In

each of the two mesocosms per experimental channel, two

different lateral bank slopes were tested: 1) 2% and 2) 5%

(Figure 1A). These values were based on previous experiments

(Auer et al., 2014) and represent typical shoreline habitats

inhabited by early fish life stages (e.g., Bauersfeld, 1978;

Pander et al., 2017). All mesocosms had a longitudinal slope

of 0.5%, identical to the slope of the two facilities’ channels. At

high flow conditions, the water depth at the shoreline was 4 cm

for all mesocosms. The water depth in the low flow channel was
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17 cm in the 2% sloped mesocosms and 23 cm in the 5% sloped

during high flow. The water depth was around 10 cm at the low

flow channel for both bank slope setups during low flow

conditions. The dewatering width—which corresponds to the

zone of potential stranding during down-ramping (i.e., the

ramping zone)—was 1.75 m in all mesocosms (Figure 2). Flow

velocity and water depths were measured in all mesocosms using

a 2-D ADV flow meter (SonTek FlowTracker 2) and a micro

propeller (Höntzsch FT25GFE-MN20/100/P6). Flow velocity

close to the shoreline at high flow was <0.075 m s−1

(Figure 2). Overall, the hydraulic setting in the mesocosms

provided preferred habitats for nase larvae, deeming the

FIGURE 1
(A) Side view of both experimental channels with the four embeddedmesocosms: two each with a bank slope I of 2% and 5%, respectively; blue
shadings indicate the wetted area at low flows and high flows during the experiments (B) Larvae stages used in the experiments; top: stage III-IV with
TL = 15.0 mm, bottom: stage V with TL = 19.2 mm. For details, see Peňáz (1974); (C) Larval nase (Chondrostoma nasus L.) stranded by rapid down-
ramping during the experiments.

FIGURE 2
Cross-sectional plot of flow velocity distribution in the mesocosms at high flow rate of 80 L s−1 (top) and low flow rate at 10 L s−1 (bottom) for
the 2% (left) and 5% bank slope (right) setups.
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mesocosms suitable for hydropeaking down-ramping

experiments for this species and life stage (e.g., Hofer and

Kirchhofer, 1996; Keckeis et al., 1997; Flore and Keckeis,

1998; Flore et al., 2001; Keckeis and Schiemer, 2002; Zens

et al., 2017).

2.3 Experimental design

In total, we tested 22 experimental scenarios to analyze the

effects of 1) varying down-ramping rates, 2) two different lateral

bank slopes, 3) daytime, and 4) different larval stages of nase

(Table 1). To assess the effects of varying vertical down-ramping

rates, we tested five down-ramping rates: 0.7 cmmin−1,

1.1 cmmin−1, 1.5 cmmin−1, 2.0 cmmin−1, and 3.0 cmmin−1.

Down-ramping rates were programmed using the facilities’

control unit and verified with pressure probes (Aquitronic

ATP05; resolution 5 s) for each mesocosm separately. There

was no interdependence between the two mesocosms within a

channel (5% setup upstream; 2% setup downstream; see

Figure 1A), as evidenced by flow measurements (see Figure 2).

Considering that the experiments were performed simultaneously

in the mesocosms (see Figure 1A), the down-ramping rates of

1.1 cmmin−1, 1.5 cmmin−1, and 2.0 cmmin−1 were achieved for

both tested bank slope setups (2%; 5%). The lowest down-ramping

rate (0.7 cmmin−1), however, was achieved only at the

downstream mesocosms (2% bank slope setup), while the

highest (3.0 cmmin−1) was achieved only at the upstream

mesocosms (5% bank slope setup). This is due to the channels’

retention effect, lowering the programmed down-ramping rate for

the downstreammesocosms. In later experiments, more developed

larval stages were tested with rather high down-ramping rates.

Here, down-ramping rates of 1.1 cmmin−1 and 1.5 cmmin−1 were

tested only during the day and with only a few replicates.

The majority of experiments were performed during the day

(i.e., under daylight conditions, 10:00–18:30) and at night

(i.e., after sunset, 22:15–02:00) to assess the influence of

daytime (i.e., the photoperiod). At night, meticulous care was

TABLE 1 Overview of the experimental scenarios with the number of independent replicates (n) used for statistical analysis dependent on tested
parameters: daytime, bank slope, down-ramping rate, and larval stage.

Experimental
scenario

Day-
time

Bank
slope
(%)

Down-
ramping rate
(cm.min-1)

Larval stage
(sensu
Peňáz,
1974)

Rep.
(n)

Experimental
period

Mean water
temperature ±SD
(°C)

Mean fish
length
TL ±SD
(mm)

D | 2 | 0.7 | 1 D 2 0.7 III-IV 8 22.5.–30.5.2021 9.6 ± 0.7 13.9 ± 0.4

D | 2 | 1.1 | 1 D 2 1.1 III-IV 6 23.5.–29.5.2021 9.8 ± 0.8 13.9 ± 0.4

D | 2 | 1.5 | 1 D 2 1.5 III-IV 8 20.5.–30.5.2021 9.8 ± 0.6 13.9 ± 0.5

D | 5 | 1.1 | 1 D 5 1.1 III-IV 8 22.5.–30.5.2021 9.6 ± 0.7 13.9 ± 0.4

D | 5 | 1.5 | 1 D 5 1.5 III-IV 6 23.5.–29.5.2021 9.8 ± 0.8 13.9 ± 0.4

D | 5 | 2.0 | 1 D 5 2.0 III-IV 7 20.5.–30.5.2021 9.6 ± 0.6 13.8 ± 0.5

N | 2 | 0.7 | 1 N 2 0.7 III-IV 4 20.5.–29.5.2021 9 ± 0.7 13.6 ± 0.7

N | 2 | 1.1 | 1 N 2 1.1 III-IV 4 23.5.–27.5.2021 9.1 ± 0.6 13.7 ± 0.3

N | 2 | 1.5 | 1 N 2 1.5 III-IV 5 19.5.–28.5.2021 9.6 ± 0.7 13.5 ± 0.5

N | 5 | 1.1 | 1 N 5 1.1 III-IV 4 20.5.–29.5.2021 9 ± 0.6 13.6 ± 0.7

N | 5 | 1.5 | 1 N 5 1.5 III-IV 4 23.5.–27.5.2021 9.1 ± 0.6 13.7 ± 0.3

N | 5 | 2.0 | 1 N 5 2 III-IV 5 19.5.–28.5.2021 9.6 ± 0.7 13.5 ± 0.5

D | 2 | 1.1 | 2 D 2 1.1 V 2 4.6.–4.6.2021 10.6 ± 0 15 ± 0

D | 2 | 1.5 | 2 D 2 1.5 V 5 3.6.–8.6.2021 9.8 ± 1 15.1 ± 0.3

D | 2 | 2.0 | 2 D 2 2.0 V 8 7.6.–16.6.2021 10.6 ± 1.2 15.8 ± 0.5

D | 5 | 1.5 | 2 D 5 1.5 V 2 4.6.–4.6.2021 10.6 ± 0 15 ± 0

D | 5 | 2.0 | 2 D 5 2.0 V 5 3.6.–8.6.2021 9.8 ± 1 15.1 ± 0.3

D | 5 | 3.0 | 2 D 5 3.0 V 11 6.6.–16.6.2021 10.4 ± 1 15.6 ± 0.5

N | 2 | 1.5 | 2 N 2 1.5 V 4 4.6.–8.6.2021 10.1 ± 0.5 15.2 ± 0.3

N | 2 | 2.0 | 2 N 2 2.0 V 7 7.6.–15.6.2021 10.5 ± 0.7 16 ± 0.5

N | 5 | 2.0 | 2 N 5 2.0 V 4 4.6.–8.6.2021 10.1 ± 0.5 15.2 ± 0.3

N | 5 | 3.0 | 2 N 5 3.0 V 9 6.6.–15.6.2021 10.5 ± 0.6 15.8 ± 0.5

126 19.5.–16.6.2021 9.9 ± 0.8 14.6 ± 1

Daytime: D, day; N, night; In the “experimental scenario” the larval stage is coded as follows: 1, III-IV; 2, V. This coding is also used in Figure 5.
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taken to avoid shadowing and light pollution. Therefore, e.g., we

used headlamps with red lights at low levels for counting and

stocking fish.

Down-ramping experiments were performed according to a

repeatable design to quantify the stranding rate of early life stages

of nase: 1) Immediately before being stocked into the mesocosms,

100 individuals were separated from the rearing tanks using a 1 L

bucket. 2) Larvae were stocked at highflow (80 L s−1) in the upper part

of the mesocosms around 20 cm from the shore, offering suitable

larvae habitats (Figure 2). The water temperature was kept constant

between the rearing tanks and mesocosms. To avoid a flight response

of larvae, stocking was done gently inclined against the flow, waiting

until all larvae had left the stocking bucket. To prevent stocking-

related responses during the down-ramping experiment, 3) a period of

15min with unchanged flowwas specified as acclimation time (based

on preliminary experiments). 4) Subsequently, the high flow was

automatically reduced (down-ramping) by the control unit of

HyTEC-facility to the low flow rate of 10 L s−1. To quantify

stranded individuals after the down-ramping, 5) the mesocosms

were surveyed according to a defined scheme: First, larvae

stranded on the dewatered substrate (see Figure 1C) were

quantified and removed immediately. Secondly, larvae found

close to the downstream net (≤1 cm) were counted together with

larvae retrieved from the nets. These specimens were excluded from

stranding calculations in a later step, as observations revealed that

most of them were displaced into the net before down-ramping and

were therefore not available for possible stranding (Heggenes and

Traaen, 1988). Thirdly, larvae that remained in the low flow channel

at the end of an experiment were cleared using small dip nets.

Finally, sediments were re-flushed by increasing the flow to 60 L s−1,

and the nets and sediments were examined for larvae once again. If it

could not be clearly assigned whether such a larva was stranded or

flushed from the nets, it was classified as non-stranded. Each step

was performed according to the four-eyes principle. To ensure a high

recapture rate and avoid that larvae remained in the mesocosms,

sediments were also re-flushed and cleared from single remaining

specimens before each experimental run. Overall, this elaborate

assessment allowed a mean recapture rate of 99.1% ± 1 SD. Each

larva participated in only one experiment.

As water temperature affects metabolism, growth, and tissue

differentiation (Seikai et al., 1986; Pepin, 1991) and influences the

behavior of fish (Volkoff and Rønnestad, 2020) the water temperature

was recorded separately for each channel and all rearing tanks by the

HyTEC’s control unit and HOBO Pendant Temperature/Light 64K

Data Logger (UA-002-64). Water temperature remained constant

within each experimental run (i.e., no thermopeaking) but varied

within the experimental scenarios due to natural fluctuations of the

lake water. Water temperatures were consistent with seasonal

temperatures in typical habitats of nase, ranging from 8.5°C to

11.4°C (Figure 3).

The first set of stranding experiments, conducted from 19th May

to 30th May, focused on very early developmental stages of nase

classified as larval stage III-IV sensu Peňáz (1974) (see Table 1). Larval

stages III and IV were pooled due to their similar morphological

characteristics and associated challenges in classification and timing

the experiments. For both stages, in contrast to larval stage V, the

differentiation of the finfold is still not very advanced. As for

swimming ability, the dorsal, caudal, ventral and anal fins are

distinctly less developed compared to larval stage V. The second

set of experiments focused on larval stage V. Trials with selected

down-ramping rates were performed from 3rd June to 16th June (see

Table 1). For readability, larval stage III-IV is coded “1” and larval

stage V is coded “2” in Table 1 (see column “Experimental scenario”)

and Figure 5.

2.4 Calculation of stranding

For each trial, the frequency of stranded larvae (Strcalc) was

calculated as follows:

FIGURE 3
Overview of experimental replicates (n = 126) regarding the history of the water temperature grouped by larval stage (senu Peňáz, 1974) and
daytime (D = day; N = night).
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Strcalc [ind.] � 100 − (N +N′ + C) (1)

whereby N is the count of larvae retrieved from the nets, N′ those
found on the substrate close to the downstream net (≤1 cm), and

C is the number of larvae cleared from the low flow channel.

Missing individuals were assumed to be stranded, but hidden in

the substrate and were therefore included for stranding

quantifications.

The frequency of stranded larvae was standardized (Strrate) as

follows:

Strrate [ − ] � Strcalc
Strcalc + C

(2)

2.5 Statistical analyses

This study assesses the variability in stranding of larval nase

(target variable) in the context of different experimental

conditions (independent variables: 1) varying down-ramping

rates, 2) two bank slopes, 3) day and night, 4) different larval

stages). In detail, this work aims to answer if differences in

stranding rate can be detected and, if so, by which effect sizes

(main and interaction effects) these differences can be explained.

Such questions are commonly answered with general linear

models. These, however, pose minimum requirements, such as

multidimensional normal distribution or homogeneity of

variance, which are not fully met.

Therefore, we used odds and odds ratios (OR) to identify

variation in nase stranding. Odds and OR are widely used to

analyze binary data in epidemiology (Schmidt and Kohlmann,

2008) and neuroscience (Sandercock, 1989) and are statistically

appropriate approaches for the present data (see also Morris

and Gardner, 1988; Sachs and Hedderich, 2006). Odds were

calculated by stranded (Strcalc) and non-stranded (C) fish for

each scenario [see also (1)]. Based on these, OR were calculated

for pairs of experimental scenarios (A vs. B). Each experimental

scenario consisted of an assortment of four parameters:

daytime, bank slope, down-ramping rate, larval stage (see

Table 1).

Yule (1912) was used to standardize OR to −1 to +1. Negative

values are based on a lower ratio of stranded to non-stranded fish

in scenario A, while positive values are based on a lower ratio of

stranded to non-stranded individuals in scenario B. For Yule’s Q,

we assumed the equivalence of the compared scenarios

between −0.08 and 0.07. This equivalence assumption is

common in medicine, but may vary between disciplines. To

provide a proxy for the presence of statistical significance, with a

significance level α of 0.05, we calculated the confidence interval

(CI) of Yule’s Q using the logit method (see Woolf, 1955; Bewick

et al., 2004). If the CI of a scenario combination does not overlap

with the equivalence assumption, the treatment pairs can be

regarded as different (Sandercock, 1989). To additionally express

significance by the widely used p-values, the

Cochran–Mantel–Haenszel test (CMH; Cochran, 1954; Mantel

and Haenszel, 1959) and the power coefficient Phi were

calculated. The significance level α was assumed to be 0.05.

To relate stranding rate to fish length, Spearman’s rank

correlation coefficients were determined separately by bank

slope and daytime, although the assumptions, e.g., normal

distribution and homogeneity of variance were not met. The

effect size was described according to Cohen (1988).

To explore the hierarchical structure of the independent

variables (i.e., down-ramping rate, lateral bank slope, daytime,

larval stage), we applied a decision tree-based model using the

RPART-routine (CART-algorithm using Gini Index; see

Therneau and Atkinson, 2022) with the dichotomized

stranding rate as the target variable.

3 Results

In total, 126 trials from 22 experimental scenarios were

conducted with larval nase (Table 1). The number of

replicates varied by scenario (Figure 4) for several reasons,

including limited experimental period due to larval growth or

less time at night due to longer daylight hours. Also, some

replicates had to be excluded due to external factors such as

heavy rain showers or other unintentional disturbances during

trials.

There was no evidence of a difference in stranding risk

between both experimental channels (Q: −0.01; CI:

−0.07–0.06; p = 0.799). Combining all trials, the median

stranding rate was 0.05, ranging from 0.0 to 0.62 (see also

Figures 4, 7). Figure 4 shows that the stranding rate varies

depending on bank slope, daytime, larval stage and down-

ramping rate. Therefore, we conducted pairwise odds ratio

(OR) analysis of all experimental scenarios (one scenario

consists of an assortment of these four parameters) to test for

differences between them (Figure 5).

3.1 Bank slope

Stranding risk differed significantly comparing both bank

slopes (Q: 0.52; CI: 0.47–0.58; p = 0) (see Figure 4). For the 2%

bank slope (n = 61), the median stranding rate was 0.11, almost

four times higher than the median stranding rate of 0.03 at the

5% bank slope (n = 65) (Figures 4, 7).

3.2 Daytime

We found significantly higher stranding rates at night

compared to day across all scenarios (Q: −0.48; CI: −0.54

to −0.43; p = 0) (Figure 4), with about three times higher
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stranding rates during trials at day (median = 0.036; n = 76) than

during night experiments (median = 0.10; n = 50).When splitting

the data by bank slope, larval stage and down-ramping rate,

differences between stranding rates at day and night was

significant for all comparisons (p = 0 for all scenarios at larval

stage III-IV; p < 0.01 for scenarios at larval stage V), except for

the scenario comparing day and night at the 5% bank slope with

larval stage V and a down-ramping rate of 2.0 cm min−1 (Q:

−0.30; CI: −0.74–0.15; p = 0.210) (see Figures 4D, 5).

Overall, larval stage III-IV exhibited stronger stranding

differences between day and night (Q: −0.56; CI:

−0.61 to −0.51; p = 0) than larval stage V (Q: −0.36; CI:

−0.48 to −0.24; p < 0.001). Daytime trials with larval stage III-

IV resulted in a median stranding rate of 0.05 (n = 43), while

night experiments showed a median stranding rate of 0.24 (n =

26). For larval stage V, this was 0.02 (n = 33) and 0.06 (n = 24),

respectively.

The strongest differences between day and night stranding

(Δ = 0.24) were detected for larval stage III-IV when aggregating

all down-ramping rates at 2% bank slope (Q: −0.52; CI:

−0.59 to −0.45; p = 0), showing a median stranding rate of

0.16 during daytime trials (n = 22) compared to 0.40 at night

experiments (n = 13) (see Figures 4A, 7).

The difference between day and night stranding was also

comparably high at 5% bank slope and larval stage III-IV at

the highest down-ramping rate of 2 cm min−1 (Δ = 0.19; see

Figure 4B). When aggregating all down-ramping rates at 5%

bank slope for larval stage III-IV, the median stranding rate

was 0.04 during daytime trials (n = 21) compared to 0.17 at

night experiments (n = 13) (see Figures 4B, 7), and this

difference was statistically significant (Q: −0.7; CI:

−0.78 to −0.62; p = 0). Although the stranding rates were

generally low at 5% bank slope and larval stage V (Figure 4D),

the difference between day and night stranding was significant

for the higher down-ramping rate of 3 cm min−1 (Q: −0.35; CI:

−0.57 to −0.13; p = 0.004), with stranding at night being more

than 3-fold higher compared to day.

3.3 Larval stage

We found significantly higher stranding rates for larval stage

III-IV compared to larval stage V (Q: 0.58; CI: 0.53–0.63; p = 0)

(see Figure 4), with stranding rates about four times higher for

trials with larval stage III-IV (median = 0.13; n = 69) compared to

experiments with larval stage V (median = 0.03; n = 57). The

FIGURE 4
Stranding rate for the 22 experimental scenarios depending on the down-ramping rate (0.7 cm min−1; 1.1 cm min−1; 1.5 cm min−1; 2.0 cm min−1;
3.0 cm min−1) with number of replicates (n). Experiments were performed with with larval stages III-IV (A,B) and V (C,D) at 2% (A,C) and 5% (B,D) bank
slope, both during the day (D) and during the night (N). The boxplots with the associated bold lines and whiskers refer to median values and
interquartile ranges. White squares indicate the mean value. The gray dots represent individual trials.
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differences in stranding rate between both larval stages were

significant at 2% bank slope (Q: 0.59; CI: 0.53–0.65; p = 0) and at

5% bank slope (Q: 0.58; CI: 0.49–0.68; p = 0).

When splitting the data by bank slope, daytime, and down-

ramping rate, the difference between both larval stages was

significant for all feasible comparisons (p < 0.001 for all scenarios

except for day experiments at 5% bank slope and a down-ramping

rate of 2.0 cmmin−1 with p < 0.05) (see Figures 4, 5). During the day

at 2% bank slope and a down-ramping rate of 1.5 cmmin−1, the

median stranding rate was 0.19 for trials with larval stage III-IV (n =

8) and 0,02 for trials with larval stage V (n = 5), which is about nine

times lower (Q: 0.84; CI: 0.75–0.94) (see Figures 4A,C, 5). During the

night at 2% bank slope and a down-ramping rate of 1.5 cmmin−1,

the median stranding rate was 0.48 for trials with larval stage III-IV

(n = 5) and 0.06 for trials with larval stage V (n = 4), which is eight

times lower (Q: 0.86; CI: 0.79–0.92) (see Figures 4A,C, 5).

During the day at 5% bank slope and a down-ramping rate of

2.0 cm min−1, the median stranding rate was 0.012 for trials with

larval stage III-IV (n = 7) and 0,01 for trials with larval stage V

(n = 5) (Q: 0.42; CI: 0.07–0.78) (see Figures 4B,C, 5). During the

night at 5% bank slope and a down-ramping rate of 2.0 cm min−1,

the median stranding rate was 0.21 for trials with larval stage III-

IV (n = 5) and 0.03 for trials with larval stage V (n = 4), which is

about seven times higher at trials with larval stage III-IV

compared to larval stage V (Q: 0.81; CI: 0.7–0.930) (see

Figures 4B,C, 5).

3.4 Down-ramping rate

We found differences between individual down-ramping

rates, with the strongest differences at 2% bank slope and

larval stage III-IV (Figure 4). At a down-ramping rate of

0.7 cm min−1, the median stranding rate was 0.11 (n = 12)

compared to 0.17 at a down-ramping rate of 1.1 cm min−1

(n = 10) and 0.33 at a down-ramping rate of 1.5 cm min−1

FIGURE 5
Pairwise comparisons of the experimental scenarios (for coding explanation, see Table 1): Yule’s Q and confidence interval (CI); complementary
with Cochran–Mantel–Haenszel (CMH) test and power coefficient (Phi); sorted by Yule’s Q.
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(n = 13); which was significant for all comparisons (p <
0.001).

When splitting the data at the 2% bank slope by daytime, the

median stranding rate during day trials at a down-ramping rate

of 0.7 cm min−1 was 0.06 (n = 8) compared to 0.16 at a down-

ramping rate of 1.1 cm min−1 (n = 6) and 0.19 at a down-ramping

rate of 1.5 cm min−1 (n = 8). During night experiments, the

median stranding rate at a down-ramping rate of 0.7 cm min−1

was 0.24 (n = 4) compared to 0.43 at a down-ramping rate of

1.1 cm min−1 (n = 4) and 0.48 at a down-ramping rate of

1.5 cm min−1 (n = 5) (Figure 4A).

All comparisons between individual down-ramping rates

were significant at 2% bank slope and larval stage III-IV

during the day and at night (p < 0.001 for the comparison

between the down-ramping rates of 0.7 cm min−1 and

1.5 cm min−1 during day and between down-ramping rates of

0.7 cm min−1 and 1.5 cm min−1 as well as 1.1 cm min−1 and

1.5 cm min−1, both during night; p < 0.01 for the comparison

between the down-ramping rates of 0.7 cm min−1 and

1.1 cm min−1 during day as well at night; see Figure 5), except

for the comparison of the down-ramping rates of 1.1 cm min−1

and 1.5 cm min−1 during day trials (Q: −0.16; CI: −0.33–0; p =

0.054) (see Figure 4A, 5). At 5% bank slope and larval stage III-

IV, the comparisons between individual down-ramping rates

were significant at night between the down-ramping rates of

1.1 cm min−1 and 2.0 cm min−1 (Q: −0.32; CI: −0.5 to −0.14; p =

0.001) as well as 1.5 cm min−1 and 2.0 cm min−1 (Q: −0.2; CI:

−0.39 to −0.02; p = 0.033) (see Figure 4B, 5). For larval stage V,

differences between individual down-ramping rates during day

and night were evident only at 2% bank slope (p = 0.001 for the

comparison between the down-ramping rates of 1.5 cm min−1

and 2.0 cm min−1 during day (Q: −0.6; CI: −0.82 to −0.39); p <
0.01 for the comparison between the down-ramping rates of

1.5 cm min−1 and 2.0 cm min−1 during night (Q: −0.33; CI:

−0.55 to −0.11) (see Figure 4C, 5).

3.5 Fish length

When the fish length is considered instead of the larval stage

and plotted against the stranding rate, a decrease in stranding

incidences is evident for both bank slopes during day and night

(Figure 6); and this is statistically significant (p < 0.05). The day

experiments revealed a medium effect (|ρ|>0.30; Figures 6A,B),
and the night experiments a strong effect (|ρ|>0.50; Figures
6C,D). In general, the effect of bank slope and daytime on the

stranding rate diminishes with increasing fish length.

3.6 Main effects and interaction effects

The decision tree model selected bank slope in the first level

as main effect (Figure 7). For the 2% bank slope, the stranding

rate is almost four times as high (median = 0.11) than at the 5%

bank slope (median = 0.03). The second level decision rule is split

by daytime for both bank slopes. Trials conducted at night

(median = 0.23 for the 2% bank slope; median = 0.07 for the

5% bank slope) led to median stranding rates around three times

higher as compared to day experiments (median = 0.07 for the

2% bank slope; median = 0.02 for the 5% bank slope). In the third

stage, the decision tree split day trials into the larval stage at both

bank slopes, with higher stranding rates at larval stage III-IV. At

FIGURE 6
Stranding rate depending on mean fish length for 2% (A,C) and 5% (B,D) bank slope, both during day (A,B) and during night (C,D) with the
number of replicates (n) per setup combination. The red dots represent trials with larval stage III-IV, the gray dots represent trials with larval stage V.
Trends in stranding rate are indicated by the black polynomial lines with the gray shading marking the confidence interval (95% CI).
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the 2% bank slope, the stranding rate of larval stage III-IV is

about five times higher (median = 0.16) than those of

experiments with larval stage V (median = 0.03). At the 5%

bank slope, the stranding rate of larval stage III-IV (median =

0.04) is four times higher than at experiments with larval stage V

(median = 0.01). Across all effect variables, the tree shows the

lowest ranked rule for the down-ramping rates, with consistently

higher stranding rates at higher down-ramping rates (Figure 7).

4 Discussion

This study aimed to assess the single and combined effects

of 1) varying down-ramping rates, ranging from 0.7 to

3.0 cm min−1 at 2) two different lateral bank slopes (2%

and 5%), 3) each during day and night on stranding of 4)

different larval stages of common nase. This paper, therefore,

establishes a solid baseline for ecologically-based

management of peak-operating hydropower plants in rivers

inhabited by cyprinid fish (Moreira et al., 2019; Godinho et al.,

2022).

Our results demonstrate that, similar to salmonid fish

(Young et al., 2011; Auer et al., 2017; Hayes et al., 2019),

bank dewatering due to artificial flow reduction causes larval

nase to strand. Thereby, this study is the first to quantify

stranding for nase as a cyprinid indicator species. In detail,

the data showed that bank slope is a major determinant for

the stranding risk of nase, with more stranding being

documented on lower sloped banks. Also, time of day and

larval developmental stages were decisive parameters.

Generally, more fish became stranded during the night than

during the day, particularly during earlier life cycle stages. The

down-ramping rate was of subordinate importance to the

parameters mentioned above, but showed interaction effects

with the other parameters.

The tested bank slopes are common in shoreline habitats

inhabited by early fish life stages (e.g., Bauersfeld, 1978; Pander

et al., 2017). The data showed four times higher stranding rates at

2% sloped banks compared to 5% sloped banks. Indeed, this

result is in line with the findings of several other studies, showing

higher fish stranding on gently sloped banks than on steeper

sloped banks (Beck and associates, 1989; Monk, 1989; Hunter,

1992; Bradford et al., 1995). Even though steeper banks may

cause less stranding, we emphasize that steep shorelines (>10%)

do not necessarily constitute suitable larval and juvenile habitats

of cyprinid fishes (see also Pander et al., 2017). Instead, post-

emergence larvae and early juveniles rely on shallow habitats

with low flow velocities (Moore and Gregory, 1988; Baras and

Nindaba, 1999), which are at risk of becoming dewatered over

vast areas in hydropeaked rivers. Therefore, to ensure self-

sustaining fish populations in such rivers, fish stranding in

these key habitats must be prevented.

Our results revealed that time of day significantly affected fish

stranding across all scenarios and are in line with several studies,

underlining the effect of photophase on fish stranding (Heggenes

et al., 1993; Bradford et al., 1995; Bradford, 1997; Saltveit et al.,

2001; Puffer et al., 2015; Auer et al., 2017). Nighttime trials lead to

almost three times higher stranding than daytime experiments.

FIGURE 7
Decision tree model including bank slope, daytime, larval stage and down-ramping rate as effect variables to disentangle the target variable
stranding rate of nase larvae. Values in the boxes represent the median of the stranding rate.
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According to the literature, we expected higher stranding rates

during night experiments. Unsurprisingly, the highest stranding

rate of over 60% was observed at night. During the day, however,

the highest observed stranding was half as high as at the night. In

this regard, our study underlines that dewatering of larval

habitats during the night will significantly increase stranding.

This pattern can be explained by behavioral observations

conducted during the experiments. We observed that nase

larvae tended to remain in shallow habitats near the shoreline

at night. However, during the daytime, fish used deeper parts of

the mesocosmsmore quickly. Therefore, during nighttime down-

ramping, larvae must conduct longer lateral shifts to avoid

stranding compared to daytime down-ramping. This is likely

the cause of increased night stranding, especially in combination

with reduced visual cues and high down-ramping rates. In any

case, nocturnal stranding risk seems more pronounced for early

larval stages.

Anyhow, diurnal patterns may vary depending on the season,

seasonal temperature, and species, and contrasting directions of

effects have been reported in the literature (see also Bradford,

1997). For example, Bradford (1997) reported lower stranding

rates during the night for chinook fry (Oncorhynchus

tshawytscha) on a gravel bar (6°C). Similarly, Halleraker et al.

(2003) found lower stranding rates at night than during day for

0+ and 1+ brown trout (Salmo trutta) at warmer water

temperatures in summer (>10°C). Both studies linked the

lower nighttime stranding to increased fish activity during

night. However, for 1+ Atlantic salmon (Salmo salar) and 0+

brown trout in autumn (>9°C) almost no difference in stranding

between day and night could be detected (Saltveit et al., 2001).

Also, winter conditions (<4.5°C) did not reveal diurnal

differences for brown trout. This was in contrast to 1+

Atlantic salmon with distinctively lower stranding at night

compared to the day (Δ of about 30%) during winter

conditions (<4.5°C). Also here, the authors linked this pattern

to the prevalence of nocturnal behavior (Saltveit et al., 2001).

Contrasting diurnal effects have also been found by Auer

et al. (2014, 2017), who conducted flume experiments during

spring and summer. In these cases, the authors reported higher

stranding during the night for larvae (4°C–10°C) and juveniles

(11°C–15°C) of grayling (Thymallus thymallus) and brown trout.

Similarly, Bradford (1997) found higher stranding for juveniles of

Coho salmon (Oncorhynchus kisutch) during night in a trapping

experiment (10°C), and this diurnal pattern was consistent for

three tested down-ramping rates (0.1–1.0 cm min−1). Overall,

these contrasting results from the literature indicate that

environmental factors such as water temperature can influence

behavior and thus the frequency of stranding at different times of

the day. Therefore, we propose to conduct further experiments

addressing seasonal patterns and varying water temperatures (see

below).

Previous studies pointed out that early life stages are

particularly sensitive to flow fluctuations (Hunter, 1992;

Harby and Noack, 2013; Hayes et al., 2019). This conclusion

is reasonable, as the critical swimming speed positively correlats

to developmental stage and body size (Flore and Keckeis 1998;

Flore et al., 2001; Kopf et al., 2014). Accordingly, we assumed,

that earlier nase larval stages with incompletely developed fins

are more sensitive to stranding than later stages. The experiments

confirmed this assumption, as we documented a clear difference

in stranding between larval stages III-IV and V. In detail, the

smaller larval stage (range of mean length: 12.9–14.3 mm)

showed about four times higher stranding rates than the

larger one (range of mean length: 14.8–16.5 mm). This is also

evident as stranding rates decrease with increasing fish length,

which is consistent with other studies (Stoll and Beeck, 2011;

Harby et al., 2015). We suggest conducting further experiments

on earlier stages (e.g., I-II). In addition, under different

conditions than tested in this study, stranding may be higher

at stage V and beyond. Lower bank slope, coarser substrate,

structured riverbanks, higher downramping rates, and multiple

peaking events (see below) may cause increased stranding of

larger nase, and should be subject to future studies.

Nevertheless, as water temperature affects tissue

differentiation and growth (Seikai et al., 1986; Pepin, 1991),

fish growth and life stage development may not always be

synchronous. For example, Peňáz (1974) reported a fish

length of 15.6–18.0 mm for the fourth larval stage, while

Lechner et al. (2018) noted a mean fish length of 12.7 mm ±

1.8 SD in 2011 and 14.3 mm ± 0.9 SD in 2012 for the same larval

stage. This has significant implications for defining mitigation

measures for early life stages and can be applied, for example, to

define the so-called “emergence window”, a mitigation concept

suggested by Hayes et al. (2019). The authors propose two

approaches to determine this ecologically-sensitive period

where stricter flow thresholds should be enforced. The first

calculates this period based on the water temperature. The

second is based on in-situ observations to determine river

(reach)-specific emergence periods and stranding patterns.

Based on the present results, we suggest complementing field

observations by measuring the larval length and determining

larval stage to minimize the risk of incorrect timing and duration

of the emergence window mitigation approach. In addition,

restrictions regarding, e.g., down-ramping to prevent

stranding, could be based on the actual larval stages occurring

(more on down-ramping, see below).

Fish stranding is a major issue for individual fish and their

populations (Hamilton & Buell, 1976; Cushman, 1985; Hauer

et al., 2014; Auer et al., 2017) and has been observed for several

species and life stages to decrease with reduced down-ramping

rates (Bauersfeld, 1978; Hunter, 1992; Bradford et al., 1995;

Zeiringer et al., 2014; Schmutz et al., 2015; Greimel et al.,

2018). Our experiments emphasize the relationship between

stranding risk and down-ramping rate for the tested larval

stages during both, day and night, however, only at the lower

sloped bank. Whereas at the 2% bank slope and larval stage III-
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IV, the median stranding rate was three times higher at the

highest down-ramping rate (1.5 cmmin−1) compared to the lowest

down-ramping rate (0.7 cmmin−1). In contrast, almost no difference

in stranding could be observed between the down-ramping rates at

the 5% bank slope, neither during the day nor at night. These results

are surprising, since the tested down-ramping rates are considered

high regarding the fish size and larval stages. For example, at a down-

ramping rate of 3.0 cmmin−1, we observed during day and night

stranding rates of larval stage V (TL < 20 mm) comparable to

stranding experiments with juvenile grayling (TL ≈ 50 mm),

testing the same down-ramping rate and lateral bank slope (Auer

et al., 2014). Similar stranding rates were also observed for juvenile

brown trout (TL almost 70 mm) (Auer et al., 2014). This indicates

that nase, in contrast to salmonids, can avoid stranding at high down-

ramping rates at a comparatively early stage. This is also consistent

with our observations during down-ramping. Larval nase were able

to avoid stranding during the day. Interestingly, they shifted back and

forth laterally close to the shoreline with the receding flow. This is

remarkable, since we assumed that such behavior would significantly

increase the vulnerability for stranding. The experiments further

supported the diminishing effect of down-ramping rates at the

steeper bank (5% bank slope), as larvae exhibited stranding rates

at a similar level regardless of the tested down-ramping rates.

In conclusion, our experiments shed light on distinct

interaction effects between daytime and the other parameters,

whereby the effects were generally amplified at night (see

Figure 4). For example, the differences between the lower and

steeper sloped banks were strongest during night experiments.

Clear differences in stranding at different down-ramping rates

were only evident at the lower sloped bank, especially for

experiments at night and with larval stage III-IV. Although

the down-ramping was a parameter subordinated to bank

slope, time of day, and larval stage regarding fish stranding

(see Figure 7), it will nonetheless be crucial for mitigation

frameworks to restrict ramping rates at times of the day or

year (Hayes et al., 2019), such as after emergence and during the

night. Overall, the results of the present study emphasize the need

to understand combined effects to improve management actions.

4.1 Methodological approach:
Transferringmesocosm results to the river

Experiments provide the opportunity to quantify the effect of

individual factors under controlled conditions and can, therefore,

directly elucidate causal mechanisms (Melcher et al., 2017).

However, even in semi-natural mesocosms, using small-sized

fish (here: TL < 20 mm) may pose difficulties retrieving all

stocked fish and determining stranded or non-stranded fish.

However, this was not the case in our setups, as we achieved

a mean post-trial fish recapture rate of 99.1% ± 1 SD.

The mesocosms mimicked typical nase larvae habitats,

enabling transferability of the results to real-world conditions

(Tran et al., 2015; Gelwick and McIntyre, 2017). For example, the

flow velocities in the shoreline habitats stocked during high flow

(Figure 2) were comparable to those reported in the field (e.g.,

Hofer and Kirchhofer, 1996; Keckeis et al., 1997; Flore and

Keckeis, 1998; Flore et al., 2001; Keckeis and Schiemer, 2002).

Also, sediments in the mesocosms, dominated by sand and fine

gravel, were loose and not fixed (e.g., by the use of glue, grout

wash, or foil), allowing not only lateral dewatering but also

vertical water drainage during down-ramping, as it can be

observed in natural conditions. Nevertheless, sediments

consisted of homogeneous grain sizes to ensure standardized

experimental conditions and were smoothed before each

experimental run. In the field, however, sediment composition

and grain size could vary in larval habitats depending, e.g., on

river region and water level. Hence, stranding rates are likely to

be even higher in hydropeaked rivers than quantified in the

experimental channels, as fish may also conceal themselves in the

interstitial of a river’s substrate (e.g., Bradford et al., 1995).

Moreover, a coarser substrate generally leads to increased

trapping during bank dewatering (Hunter, 1992; Young et al.,

2011; Hauer et al., 2014). Similar effects with exacerbated

stranding rates compared to flat gravel bars as tested in our

experiments have been reported for morphologically diverse

bank structures, such as potholes or ditches, which are known

to trap juvenile fish (Bradford, 1997; Auer et al., 2017).

It is worth noting that the number of repetitions varies and is

rather low for some scenarios. These uncertainties should be

considered when interpreting the results. Further, we quantified

larvae according to the location where they were found after

down-ramping: 1) stranded on the dewatered substrate, 2)

stranded, but found close to the downstream net, 3) stuck to

the nets, and 4) swimming in the low flow channel. We excluded

groups 2–3 from the calculation of stranded individuals (see Eq.

2). This is based firstly on the observation that many fish found in

the nets were displaced before the onset of down-ramping and

were therefore unavailable for possible stranding. Secondly, we

observed individual larvae dropping from the downstream net

onto the dewatered substrate. Therefore, we classified larvae

found on the substrate close to the nets (≤1 cm) as non-

stranded. However, we also observed real stranding in this

area. Hence, this conservative approach of not counting fish

close to the net as stranded may have led to an underestimation

of true stranding rates. Further, we assumed that all larvae from

the nets (group 2–3) and the low flow channel (group 4) were

retrieved after the completion of each experiment. Therefore,

missing larvae (e.g., those concealed in the substrate) were

considered stranded. However, this potential uncertainty in the

stranding calculation seems negligible, as it may lead to an

overestimation of only 1% on average compared to the observed

stranding.

This study determined stranding rates based on single down-

ramping events. However, in hydropeaked rivers, artificial flow

fluctuations often occur multiple times a day (Greimel et al., 2018).
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According to Bauersfeld (1978), who estimated a loss of 1.5% of

salmon fry in each down-ramping and a total loss of 59% of all

salmon fry within a season, even a small percentage of stranded

fish in a single event can accumulate to a substantial loss affecting

the entire fish population (Young et al., 2011). Therefore, we

believe that studies on consecutive hydropeaks are highly relevant

to further investigate hydropeaking effects on the population level.

4.2 Implications for management and
policy

Hydropeaking causes changes in the hydrological regime, and

the ecological effects are associated with the river’s morphological

features (Hauer et al., 2014; Schmutz et al., 2015). Different direct

and indirect measures have been proposed to mitigate the negative

effects of hydropeaking on river ecosystems (e.g., Greimel et al.,

2018; Hayes et al., 2022). These measures include changes in

hydropower plant’s operation mode, the construction of peak

retention basins, or reducing hydropeaking effects by adapting

river morphology, to name the most prominent ones.

Our results may feed into defining specific mitigation criteria

for cyprinid species. Specifically, bank slope was identified as a

major factor determining the stranding rate of larval nase,

underlining the notion of focusing on critical habitats to

define overall restoration approaches (Moreira et al., 2020).

This could be done on a river-specific basis by assessing the

downstream development of hydropeaking waves (Greimel et al.,

2022) and linking peak intensity parameters to habitat locations.

The strong diurnal differences in stranding indicate that under

certain conditions (e.g., after emergence and during the following

period when larvae inhabit shallow nursery habitat at the

shoreline), temporal restrictions during the night may be

necessary to reduce stranding. Most existing management

recommendations emphasize the reduction of down-ramping

rates to prevent the stranding of salmonids (Moreira et al., 2019),

which have been extensively studied in the last decades. Although

hydropower management can easily manipulate flow rates

(Nagrodski et al., 2012), operational restrictions (e.g.,

limitations on the maximum turbine flow or drawdown

range) may cause high costs (Person et al., 2014). Therefore,

in practice, such measures are considered on a river-specific cost-

benefit basis to achieve the most substantial improvements by

combining various mitigation measures, including retention

basins and power plant outflow diversions (Greimel et al.,

2018). Implementing flow thresholds, particularly during

sensitive life cycle phases (Hayes et al., 2019) is a more cost-

effective approach than year-round limitations, and may

constitute a critical step in rehabilitating and conserving fish

populations in hydropeaked rivers. For non-salmonid fish

families, e.g., cyprinids including the nase, information on

mitigation targets or flow thresholds is yet non-existent

(Moreira et al., 2019), but urgently needed as cyprinids

inhabit many hydropeaked rivers.

When establishing flow thresholds, also water temperature

should be considered as particularly thermopeaking (i.e., sudden

alterations of water temperatures in the downstream stretch

related to hydropeaking) (Zolezzi et al., 2011) can affect fish

stranding (Auer et al., submitted). Critical water temperatures

can induce adverse physiological and behavioral responses,

including reduced swimming ability, delayed/accelerated

development and growth, and lower activity (Seikai et al.,

1986; Pepin, 1991; Muir et al., 1994; Bradford, 1997; Robinson

and Childs, 2001; Smith and Hubert, 2003), potentially

encouraging increased fish stranding. Therefore, stranding

experiments addressing critical water temperatures are needed

to better understand the ecological implications of this

phenomenon.

Our data showed that the larval stage is a key component in

influencing stranding rates, with younger fish being more

susceptible to flow down-ramping than older ones. We

assume that larvae are even more sensitive directly after

emerging (larval stage I-II) from the interstitial due to the

small size and limited mobility. Therefore, we recommend that

the reduction of down-ramping rates should focus on early life

stages up to larval stage IV. In connection with the effects of

varying down-ramping rates, a similar approach as the

proposed “emergence window” concept (Hayes et al.,

2019), targeting a restricted period to mitigate stranding

of sensitive life stages, may be useful to reduce

hydropeaking-induced effects on cyprinids, too. For nase,

this time frame could likely be shorter compared to

salmonids due to the fast growth in spring. In any case,

strict ramping thresholds should be enforced within the first

weeks after gravel emergence, especially at night. However,

as spawning is mainly triggered by water temperature that

varies over the years, case-specific monitoring or longer

emergence windows are required to make mitigation

measures effective.

Finally, ecological thresholds, such as limiting down-

ramping rates during sensitive life stages, should be

implemented in hydropeaking mitigation programs (Greimel

et al., 2021). The efficiency of experimentally developed

thresholds for hydropeaking mitigation should be monitored

and analyzed to learn more about their effectiveness in re-

establishing fish populations in hydropeaked rivers.
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