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Due to globalization, environment, social, and governance (ESG) issues have gained importance over the last few decades. ESG is a worldwide issue, which clarifies that organizations throughout the world are lacking in contribution to the environment, society, and corporate governance characteristics for sustainable development. The problem of ESG spread over all stakeholders needs to be addressed. In this regard, rating agencies also have a close eye on ESG issues and have developed the methodology of score that aims to provide disclosure on ESG metrics which, in return, help investors and asset managers better differentiate between responsible and irresponsible companies. The ESG score has become an important tool among asset managers but is highly questioned in terms of reliability. The study objective was to develop machine learning algorithms to assess how balance sheet and income statement data impact the Thomson Reuters ESG score for non-financial public companies of USA, UK, and Germany from 2008 to 2020. In addition, the study also has an objective to assess which machine learning (ML) algorithm better predicts the ESG score using structural data, that is, return on assets (ROA), return on equity (ROE), earning per share (EPS), earnings before interest and taxes (EBIT), dividend yield, and net sales. The results concluded that balance sheet and income statement data are critical in explaining the ESG score, and the ANN algorithm outperforms with minimum RMSE and MAE values. All in all, the results of the study, based on the concept of artificial intelligence, bring suggestion for improvement to regulatory bodies, researchers, academia, practitioners, publicly listed companies around the globe, and last but not the least to the US, UK, and Germany markets. Moreover, it also provides suggestions for up-to-date compliance of ESG-relevant activities for boosting the firm performance.
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INTRODUCTION
Over the last two decades, ESG has significantly influenced businesses, stakeholders, and shareholders around the world and caused damage, including a decline in the worldwide reputations of companies, auditors, security analysts, regulators, and financial markets based on ESG compliance (Ball, 2009). Despite the effort made for minimizing the issue of ESG, they have not stopped (Vladu & Cuzdriorean, 2013). Moreover, due to lack of overall compliance with ESG issues, corporate frauds have been on the increase across the world in the form of false ESG reporting, environmental ignorance, and social embezzlement (MingChia, 2012). Ultimately, these accounting frauds and violations have created ripples in the corporate world. As a result, investors and other stakeholders have lost their trust and confidence in the ESG reporting processes and management teams (Hamid, Hashim, & Salleh, 2012). The previously discussed ESG issues have led to the global collapse of many high-profile businesses (Moncarz, Moncarz, Cabello, & Moncarz, 2006). In this regard, researchers used machine learning techniques to predict the firm performance and success based on ESG scores (Ahmed & Hamdan, 2015), which involves the automatic deduction of patterns in data. It is described as a program that learns to automatically accomplish a task rather than programmed explicitly. It has the ability to process a vast volume of data and extract meaningful information through different programming techniques. They are widely used nowadays for predicting or forecasting the stock market, commodity market, and foreign exchange market. The digital transformation journey is at the heart of the fourth industrial revolution, and analysts and decision-makers aim to make daily processes simpler and more efficient. The process of data gathering, analysis, planning, implementation, tracking and automation, and reporting can be overwhelming. Artificial intelligence is a major technological breakthrough that everyone is talking about its exciting potential. Artificial intelligence is described as a machine’s ability to make intellectual human-like decisions and continue to improve. John McCarthy came up with the term “artificial intelligence” in 1956. Deep learning, natural language processing (NLP), machine learning, image recognition, sound recognition, cognitive computing, and enhanced intelligence are all terms used to explain artificial intelligence (Yaninen, 2017). Machine learning comprises the creation of models, especially statistical models that can be developed and predict outcomes. According to a recent Bank of America Corporation study, ESG investments based in the United States will grow the size of the US stock market over the next two to three decades. Data are becoming more readily available and of higher quality, which provide useful tools for analyzing sustainable investing. Artificial intelligence can swiftly reveal hidden risks and possibilities that traditional analysis may oversee. In a comparison of conventional techniques that are quickly becoming obsolete, artificial intelligence techniques may offer significant benefits to the world of finance, by automating certain tasks and boosting analytical capability. Artificial intelligence is a critical part of modern finance because it makes it cheaper, quicker, bigger, more available, profitable, and competitive in a variety of ways.
The benefit of this research is that the non-linearity and complexity of historical data require adoption of new technologies which better analyze the data because traditional statistical methodologies have various flaws that might put financial organizations at risk and negatively impact their performance (Chen Y. et al., 2021). The benefit of this research is that the ML technique predicts the future, while the old regression techniques estimate the data rather than predicting it.
On the other hand, the benefit of this research will contribute to minimizing the bad practices of ESG. As it is reported by the previous authors that sometimes ESG reports are unethical and executed to mislead the stakeholders and investors. Thus, it can be added that current research will for sure improve the services committed by companies to the stakeholders and will also improve the overall treatment and process based on the stakeholder’s theory concept, which in turn will help in future research, thus developing the smart system. This research will for sure help in developing a new and latest idea with certain data diagnosis, treatments, and processes that could eventually help one in industry, academia, and scholar in the future.
This study will fill the exhibited gap of these variables (ESG and FFP), in the limited and incongruent literature on ESG and FFP by extending the previous conventional model to the novel artificial intelligence model. The problem statement and literature review sections, respectively, identify the literature gaps of the study. Moreover, as discussed previously in the problem statement, the ESG score and FFP in developing and emerging economies are in their infancy stage and have no exception for developed countries, that is, why working on the ESG score for development became very important. Although many previous academic researchers have contributed to knowledge of the ESG and FFP, however, through traditional methodology but in this study, we worked on ESG based on the latest novel methodology, that is, artificial intelligence based on machine learning techniques. The aim of the study was to sum up the gaps in the study depicted on the basis of the inclusive–exclusive theory with a wide range of different datasets for the latent period based on the machine learning technique for the ignored non-financial sectors. Therefore, the previously discussed gaps create a problem in understanding that rationalizes the need to continue research using the latest data available in concerned company's annual reports.
ENVIRONMENT, SOCIAL, AND GOVERNANCE (ESG)
Environmental, social, and governance (ESG) are three key aspects in determining a company’s long-term viability and ethical influence (Zheng et al., 2021a; Zheng et al., 2021b; Zheng et al., 2021c). An ESG score has become a popular phrase used by investors and in capital markets to assess a firm’s behavior and determine a company’s financial performance. ESG is an umbrella concept for firms and businesses that aim to generate favorable returns while simultaneously having a long-term influence on society, the environment, and the company’s governance referred to as “sustainable investing” (Lei et al., 2021; He et al., 2022; Yao et al., 2022). It is based on the growing belief that environmental and social factors are increasingly impacting the financial performance of organizations. In other words, so-called “non-financial” risk becomes financial risk (Antoncic, 2020). Following the guidelines for responsible investments (PRI) in 2006, a collection of principles for incorporating sustainability aspects, ESG investing has formally entered mainstream investment discourse (Cantele et al., 2020). A variety of causes may be attributed to the increase in ESG investments. The business sector is growing more aware of social, labor, and human rights issues as supply chains become more complicated. The ESG score is determined by considering several factors for an environmental pillar, social pillar, and governance pillar (Choi et al., 2021; Yang et al., 2022; Zhao and Wang 2022). Greenhouse gas emissions, deforestation, waste material and pollution, climate change, and resource depletion are all factors that impact a company’s environmental pillar. Equal treatment of all corporate employees, including gender concerns, health and safety, job security, and human rights is a prevalent topic related to the social side of sustainability (Cardillo and Longo, 2020). Tax planning, executive remuneration, board diversity, political donations, corruption, lobbying, and bribery are among the topics that focus on the governance side of sustainability. The fundamental question is whether AI technology can tell the difference between responsible and irresponsible businesses. For the years 2008–2020, the study observed the role of structural variables including balance sheet and income statement data as predictors of ESG scores of public corporations in the United Kingdom, the United States, and Germany using machine learning techniques. KNN, polynomial regression, naive Bayes, random forest, decision tree, support vector machine (linear), support vector machine (Rbf), and artificial neural networks are examples of supervised machine learning techniques used in the study. These algorithms were created using Thomson Reuters Refinitiv ESG scores to forecast the ESG score. A total of 300 non-financial enterprises from the technology and communication, chemical, fertilizer, pharmaceutical, power generation and distribution, textile, and cement industries were chosen for the study. After the initial data preprocessing stage, the dataset was partitioned into two subsets: a training set (3,120) for training the models and a testing set (780) for testing the models, totaling 3,900 rows. Testing data are used to evaluate the training algorithm progress. Although investing in environmental, social, and governance (ESG)-driven portfolios account for a sizable and rising share of global assets under management, quantitative methodologies for improving and standardizing ESG rating and portfolio creation remain neglected (Sokolov et al., 2021). Internal approaches and practices are currently being used to incorporate ESG concerns into institutions’ business strategy, procedures, and risk management. Inconsistency and data scarcity, described as “a scarcity of relevant, comparable, reliable, and user-friendly data,” threaten the validity of ESG risk measurements (EBA, 2020a). The major risk-based approaches depend on historical data and are analyzed with traditional statistical techniques. According to the EBA (2020b), traditional models do not integrate ESG aspects, and the majority of ESG risks are non-linear. The non-linearity and complexity of historical data require adoption of new technologies which better analyze the data. Traditional statistical methodologies have various flaws that might put financial organizations at risk and negatively impact their performance (Chen Y. et al., 2021).
METHODOLOGY OF THE STUDY
Theory, sample, and data
The study used the computational learning theory, with the purpose to identify that which machine learning technique best predicts the ESG score. The computational learning theory refers to a formal mathematical framework that aims to quantify learning tasks and algorithms. It is also called “statistical learning theory.” The basic purpose of the computational learning theory is to learn the machine learning algorithm and determine what is understandable. It will help us to know the required data sufficient for the training of a specific algorithm. This theory is related to the design and analysis of machine learning algorithms (association for computational learning). Thus, the study's overall concept is based on the computational learning theory, which is an area of theoretical computing that discusses the design of computer programs and their ability to learn, as well as the identification of computing limitations with machines (Chen et al., 2021a; Lei et al., 2021; Wu and Zhu 2021). The computational learning theory aids in posing and answering concerns about the performance of learning algorithms. Data were collected for non-financial public companies of USA, UK, and Germany for the period of 13 years from 2008 to 2020. Data were collected from Thomson Reuter’s data stream. The population for the research study includes all non-financial companies listed on the New York Stock Exchange (NYSE), London Stock Exchange (LSE), and Frankfurt Stock Exchange. Moreover, we used a sample of 300 companies (100 from each country) from the non-financial sector in the United States, the United Kingdom, and Germany to establish the accuracy of ESG score prediction.
Variables used
Following accounting, market and sales performance was used for the prediction of the ESG pillar score:
ML technique and algorithms used
In this study, we used the supervised machine learning techniques like K-nearest neighbor (KNN), polynomial regression, naïve Bayes, random forest, artificial neural networks (ANNs), support vector machine (linear), and support vector machine (Rbf) algorithms to predict ESG score for non-financial companies of UK, USA, and Germany. The dataset for all six predictor features as shown in Table 1 were divided into train set and a test set for processing into the algorithm. The training set for the training model and a testing set for testing models has a ratio of 80:20, respectively. The whole dataset consisted of 3,900 rows, of which 3,120 rows (80%) were used for training and 780 rows (20%) were used for testing. Moreover, Python version 3.9.2 was used to assess values for ESG score prediction. Based on these prediction results, the criteria for selection of algorithms are based on the value of error terms; the less the error term, the higher the accuracy of the algorithm. Figure 1 depicts the proposed approach employed in the study as a block diagram (Arora and Kaur, 2020).
TABLE 1 | Variables used as predictor features for the ESG score.
[image: Table 1][image: Figure 1]FIGURE 1 | Proposed approach employed in the study as a block diagram (Arora and Kaur, 2020).
Performance evaluation of ML techniques
The performance of different supervised technique models used in this study was examined using two evaluation metrics, that is, root mean square error (RMSE) and mean absolute error. These measurements demonstrate how accurate our projections are and how much they differ from the actual data.
Root mean square error
RMSE is used for measuring the error rate of the regression models. It is an effective metric to compare the forecasting errors and is calculated as follows:
[image: image]
where n is the number of test samples, yi is the true target value of the ith sample, and yi_cap is the forecasted value by the regressor.
Mean absolute error
MAE is a performance metric used to evaluate the performance of a regressor. It is calculated as follows:
[image: image]
where n is the number of test samples, yi is the true target value of the ith sample and xi is the forecasted value by the regressor and |.| represents the absolute value.
ANALYSIS AND RESULTS: ESG PILLAR SCORE
Model evaluation based on RMSE and MAE using artificial intelligence models
Table 2 reports the results of different artificial intelligence models like KNN, naive Bayes, SVM linear, and SVM RBF that are based on the final evaluation of RMSE and MAE for selecting the best model. The relationship is built on the basis of the computational learning theory, which states that which machine learning technique best predicts the ESG score. Thus, we used four different techniques of machine learning as cited in Table 2. We run RMSE and MAE measurements on all the four models in order to select the best model out of these four based on the figures of error measurement for the variable ESG pillar score. The objective of the analysis was to select one of these four techniques, which will be the best and most accurate predictor of the ESG pillar score with less error value. We applied two types of SVM kernel functions for the prediction of the ESG pillar score. Considering the aforementioned phenomena, the result in Table 2 indicates that the values of RMSE are less in SVM RBF which is 0.1247 than SVM linear which is 0.4589, while the value of MAE is also less in SVM RBF, that is, 0.01882 than SVM linear which is 0.0598. If the prediction is based on RMSE and MAE, we can say that SVM RBF performs better than SVM linear. Similarly, subject to Table 2, the result obtained from the naive Bayes technique shows the value of 0.25266 for RMSE and the value of 0.7913 for MAE. In line with previous results, if we compare these results with SVM techniques, we can see that naïve Bayes is better than SVM linear based on less error values for RMSE; however, if we compare the values of naïve Bayes with SVM RBF, we can conclude that SVM RBF outperforms the naïve Bayes, and if the prediction is performed on MAE value, then SVM RBF is also better than naïve Bayes based on the value comparisons in Table 2. Likewise, the results of RMSE obtained from the KNN technique show the least values among the other three techniques. The RMSE value obtained from KNN is 0.1243 which is less than the RMSE value of naïve Bayes (that is, 0.25266), SVM linear (i.e., 0.4589), and SVM RBF (that is, 0.1247). Similarly, the MAE value obtained by applying the KNN technique is 0.1456 which outperforms the results of naïve Bayes (that is, 0.7913). So, overall, we can say that from the aforementioned techniques in the table, the KNN technique outperforms the rest of the three techniques (naïve Bayes, SVM linear, and SVM RBF) based on RMSE, whereas SVM RBF outperforms the rest of the three techniques, that is, naïve Bayes, SVM linear and KNN based on MAE.
TABLE 2 | Result of error measurement using KNN, SVM linear, SVM RBF, and naïve Bayes.
[image: Table 2]Model evaluation based on RMSE and MAE using artificial neural networks (ANNs)
Table 3 shows the results of ESG pillar score error measurement using the ANN Technique. The results are in the form of ANN, illustrated as ANN w-z means, where w represents the hidden layers and each layer comprises z neurons. Each neuron in the hidden layer receives input from all neurons of previous layers. We found prediction errors in every hidden layer with the help of these neurons. In our study, we predicted the results of the ANN technique by using five hidden layers and neurons up to 128. Here, we first discussed the results of each hidden layer individually with their multiple numbers of neurons and determined prediction results based on the number of neurons in the respective hidden layer. After that, the comparison will be made based on the hidden layer that which layer gives fewer error values.
TABLE 3 | Result of ESG pillar score error measurement using the ANN Technique.
[image: Table 3]Model evaluation based on RMSE and MAE using hidden layer 1
We have summarized the results of hidden layer 1 in Table 4. According to our error measurement criteria, hidden layer 1 with 16 neurons shows less prediction error than the other neurons within hidden layer 1. As illustrated in the aforementioned Table 4, the results show that RMSE and MAE values are less in hidden layer 1 with 16 and 2 neurons, that is, 0.1444 and 0.01177, respectively, than hidden layer 1 with 4, 8, 32, 64, and 128 neurons.
TABLE 4 | Result of ESG pillar score error measurement using hidden layer 1 with 2, 4, 8, 16, 32, 64, and 128 neurons.
[image: Table 4]Model evaluation based on RMSE and MAE using hidden layer 2
Evaluation based on RMSE and MAE using hidden layer 2 is summarized in Table 5. According to our error measurement criteria, hidden layer 2 with 32 neurons shows less prediction error than the other neurons within hidden layer 2. As illustrated in the aforementioned Table 5, the results show that RMSE and MAE values are less in hidden layer 2 with 32 neurons, that is, 0.1285 and 0.0125, respectively, than hidden layer 2 with 2, 4, 8, 16, 64, and 128 neurons.
TABLE 5 | Result of ESG pillar score error measurement using hidden layer 2 with 2, 4, 8, 16, 32, 64, and 128 neurons.
[image: Table 5]Model evaluation based on RMSE and MAE using hidden layer 3
The results of hidden layer 3, based on RMSE and MAE, are shown in Table 6 alongside the AI techniques and figures. According to our error measurement criteria, hidden layer 3 with 128 neurons shows less prediction error for RMSE value than the other neurons within hidden layer 3. As illustrated in aforementioned Table 6, the results show that the RMSE value is less in hidden layer 3 with 128 neurons, i.e., 0.1124 as compared to hidden layer 3 with 2, 4, 8, 16, 32, and 64 neurons. But if we look at the MAE value, then we can see that it is less in hidden layer 3 with 64 neurons, i.e., 0.1236 as compared to hidden layer 3 with 2, 4, 8,16, 32, and 128 neurons.
TABLE 6 | Result of ESG pillar score error measurement using hidden layer 3 with 2, 4, 8, 16, 32, 64, and 128 neurons.
[image: Table 6]Model evaluation based on RMSE and MAE using hidden layer 4
We have summarized the results of hidden layer 4 in Table 7. Therefore, according to our error measurement criteria, hidden layer 4 with 64 neurons shows less prediction error than the other neurons within hidden layer 4. As illustrated in aforementioned Table 7, the results show that RMSE and MAE values are less in hidden layer 4 with 64 neurons, that is, 0.01497 and 0.01249, respectively, than hidden layer 4 with 2, 4, 8, 16, 32, and 128 neurons.
TABLE 7 | Result of ESG pillar score error measurement using hidden layer 4 with 2, 4, 8, 16, 32, 64, and 128 neurons.
[image: Table 7]Model evaluation based on RMSE and MAE using hidden layer 5
Table 6 reports the results of hidden layer 5. According to our error measurement criteria, hidden layer 5 with 64 neurons shows less prediction error than the other neurons within hidden layer 5. As illustrated in aforementioned Table 8, the results show that RMSE and MAE values are less in hidden layer 5 with 64 neurons, that is, 0.09312 and 0.0235, respectively, than hidden layer 5 with 2, 4, 8, 16, 32, and 128 neurons.
TABLE 8 | Result of ESG pillar score error measurement using hidden layer 5 with 2, 4, 8, 16, 32, 64, and 128 neurons.
[image: Table 8]Model evaluation based on RMSE and MAE using polynomial regression
In Table 9, the results of polynomial regression up to degree 5 have been shown which are applied to our dataset for accurate prediction of the ESG pillar score using RMSE and MAE as evaluation matrices. We can see that polynomial regression with degree 5 has the least value for RMSE, that is, 0.1593 as compared to RMSE values for polynomial regression with degrees 1, 2, 3, and 4, i.e., 0.2455, 0.7845, 0.8974, and 0.2314, respectively. Likewise, for MAE, polynomial regression with degree 2 outperforms as it has the least value, i.e., 0.1249 among MAE values for polynomial regression with degrees 1, 3, 4, and 5, that is, 0.3412, 0.9713, 0.7849, and 0.17849, respectively. So, for both evaluation parameters, polynomial regression with degrees 5 and 2 outperforms. Therefore, polynomial degree 2 is the best for predicting the ESG pillar score because it has the minimum prediction error during the test.
TABLE 9 | Result of ESG pillar score error measurement using polynomial regression.
[image: Table 9]Models’ evaluations based on RMSE and MAE using decision tree and random forest
In Table 10, the results of two techniques of machine learning, that is, decision tree (individual) and random forests with 2, 3, 5, 7, 10, and 15 decision trees have been shown which are applied to our dataset for accurate prediction of the ESG pillar score using RMSE and MAE as evaluation matrices. We can see that the decision tree model has RMSE and MAE values of 0.6976 and 0.7591, respectively. But the random forest technique with different numbers of decision trees gives relatively lower values of RMSE and MAE than the single decision tree model. If we make predictions based on the RMSE parameter, the random forest technique with 15 decision trees gives the lowest value of RMSE, that is, 0.2245 among the single decision tree and random forest with 2, 3, 5, 7, and 10 decision trees. If we make predictions based on the MAE parameter, the random forest technique with 10 decision trees gives the lowest value of MAE, that is, 0.2915 as compared to a single decision tree and random forest with 2, 3, 5, 7, and 15 decision trees. Therefore, a random forest with a greater number of decision trees gives more accurate results, and the reason for this technique to perform better than a single decision tree is that it has the power of numerous decision trees combined in it and it does not rely on a single decision tree’s feature relevance. We can say collectively that for both evaluation parameters, the random forest technique outperforms with the least values of RMSE and MAE.
TABLE 10 | ESG pillar score error measurement using the decision tree and random forest technique.
[image: Table 10]COMPARISON OF ALL TECHNIQUES
As we have discussed the results of all the techniques with their different degrees, nodes, and hidden layers within the same technique and then compared their results with the result of other relevant techniques, now we determine which technique is overall the best fit for accurate prediction of the ESG pillar score among all the techniques used.
From Table 11, we can see that ANN, KNN, and SVM RBF techniques outperform compared to the rest of the techniques as these give the least values of RMSE and MAE. The ANN technique is the best fit for accurate prediction of the ESG pillar score as it is giving the minimum error values, and the reason this technique performs better than other techniques is that it has the power of numerous hidden layers and number of neurons, i.e., 2, 4, 8, 16, 32, 64, and 128. The more the number of hidden layers is added, the more accurate the results with minimum error values are achieved. Finally, the order of accuracy of ESG pillar score prediction using different machine learning techniques is as follows in Table 12.
TABLE 11 | Comparison of results based on RMSE and MAE of all the techniques used for predicting ESG pillar score.
[image: Table 11]TABLE 12 | Comparison of the order of all the techniques used for predicting ESG pillar score.
[image: Table 12]Contribution
This study investigates the relationship between ESG and FFP based on artificial intelligence-supervised techniques. Hence, by adopting this latest advancement and convergence of traditional to artificial intelligence techniques, this study is of immense value to investors, academia, regulatory bodies, policymakers, the accounting, and auditing profession, and other relevant stakeholders. In addition, the results of this study will reveal evidence on whether FFP can be enhanced through ESG score and compliance. Apart from these, the results of the study are significantly beneficial for establishing rules pertaining to board of directors’ attributes, particularly those in developing capital markets. Importantly, the obtained results will be of utmost help to both developed and developing countries and can be a benchmark for planning and formulating ESG scores and compliance policies in the future.
CONCLUSION AND RECOMMENDATIONS
In the current study, we have used artificial intelligence techniques based on different machine learning algorithms, including random forest, decision tree, artificial neural networks (ANN), K-nearest neighbor (KNN), naive Bayes, support vector machine (linear), support vector machine (radial basis function), and various degrees of polynomial regression. These machine learning algorithms were used to predict future ESG scores using balance sheet and income statement items, that is, return on asset (ROA), return on equity (ROE), and earnings before interest and taxes (EBIT), earnings per share (EPS), net sales (NS), and dividend yield (DY). The target features in the study are ESG pillar score; the values of these three features are predicted using the balance sheet and income statement items. The findings of this study will help in developing the newly proposed ESG score code following the aforementioned methods, and this study will contribute to the ongoing debate about ESG compliance, issues, and its incorporations into the companies’ reporting standards. All in all, the results of this study have significance for regulatory bodies, researchers, academic researchers, practitioners, industries, publicly listed companies, and the security commission to uplift their ESG performance and curb the issues pertinent to ESG. Therefore, consideration should be given to this study to help the stakeholders and improve the overall performance of the organizations of the world. In short, our findings will be of interest to academics and practitioners interested in sustainable finance and sustainable investing. Moreover, talking about the limitation of the study, due to time constraints, this study could not include other developed countries like France, Norway, Denmark, Italy, Canada, Australia, and Holland, This research might be conducted on other countries with similar potential to further authenticate its findings or to identify changes in results about different markets and comprehend this variation about them, to widen its reach and verify its findings. Furthermore, two assessment parameters are used in this work to make predictions. To further evaluate the results, additional assessment factors such as accuracy, f1 score, and confusion matrix might be included. In this current study, only ML algorithms were analyzed, discussed, and compared. In the future, researchers might use both ML approaches and econometric forecasting models to get more exact findings and might be able to determine whether the hybrid of both methods outperforms or which of the individual methods is the best. Future researchers might consider a comparison of ML techniques using examples of developed and developing countries, whereas in this study, we have taken examples of UK, USA, and Germany. Future researchers might compare these findings by taking examples of developing countries like India, China, and Malaysia.
STUDY LIMITS AND PROSPECTIVE RESEARCH AREAS
Apart from several contributions, this study has some limitations. First, as discussed previously, the scope of the study is limited by its population, which included only three developed countries. For this reason, the sample should be expanded to developing countries, and the results should be compared with the developed main market countries. Second, due to data availability and time constraints, this study reports only the selected years for this study; however, future studies could be extended to the proceeding years of future years subject to the availability of data. Last but not the least, future studies should include a purposive sampling procedure for small, medium, and large countries for better insight, understanding, and comparison. Moreover, this study is limited to the machine learning-supervised models which may restrict the generalizability of the findings; therefore, future researchers should utilize unsupervised machine learning techniques. In addition to previous findings, future researchers can take different years, samples, and sectors for examining the impact of ECG mechanisms on FFP based on machine learning and other techniques.
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