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One of the most widely recognized tactics for ensuring long-term development at the national level, green economic growth approaches require the development of a nation to be implemented. The present study examines the effects of infrastructure development, oil consumption, and institution on carbon emission in the presence of economic complexity index, urbanization, infrastructure development, oil consumption, and institution quality in 30 provinces of China region from 2000 to 2020. This study employed second-generation panel cointegration methodologies. Similarly, the results of the CUP-FM and CUP-BC tests confirm the relationship between carbon emission and other variables used in this study. The estimation shows that the economic complexity index, urbanization, and oil consumption increase carbon emissions, whereas infrastructure development and institution have a significantly negative impact on carbon emissions. The robustness check findings obtained CUP-BC test validates the results. The study shows the moderate effect of institutions on the economic complexity index, urbanization, and infrastructure development has a negative impact on carbon emissions. In light of outcomes, the current study suggests decent policy implications to attain a green economic recovery.
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1 INTRODUCTION
Deterioration of the natural environment ranks among the most pressing problems of our day. As a result of the potential impact on billions of people, the problem of environmental degradation has received a great deal of attention from scientists and academics (Rafique et al., 2021). Greenhouse gas emissions are largely believed to be a contributing factor to global warming A rise of 1.4°F in global average temperature since 1880 is directly attributable to human-caused emissions of heat-trapping greenhouse gases, which pose major risks to all forms of life on our planet. About 75% of all manmade greenhouse gas emissions are caused by carbon dioxide (CO2). Floods, droughts, heat waves, and heavy rainfall are all examples of extreme weather occurrences that have become more common in the previous decade, all of which may be directly attributed to human-caused increases in atmospheric carbon dioxide (Calvert Jump et al., 2019).
All of the built environment components in this research are considered infrastructures because of their central role in the relationship between human progress and climate change (Shahzad et al., 2021). Improving access to necessities including water, power, food, shelter, transportation, and communication is crucial to reducing poverty and fostering economic growth. The entire socio-metabolic system is impacted by infrastructures’ contributions to anthropogenic greenhouse gas emissions (He et al., 2021). These emissions occur in three stages: 1) during construction (emissions in materials production, manufacture, and construction, including energy industries); 2) during usage (e.g., transportation or buildings); and 3) to a lesser extent, during the end of life (waste management). Because of their permanence, infrastructures have a significant impact on the long-term trend of a society’s carbon footprint. While use-phase emissions are created in real-time, production-phase emissions are often created decades before service is provided (Liu et al., 2022b; Huang et al., 2022).
With this in mind, the construction of infrastructure sets the stage for the long-term growth and emission reductions of all key economic sectors. The guard rail set in U.N. climate debates to prevent devastating anthropogenic interferences with the climate system—a 2°C increase in world average temperature over preindustrial levels—is made much more challenging by the prolonged lifetime of the infrastructure. Reduced emissions present an exceptional obstacle to building infrastructure in both developed and developing nations. There has been a lot of research into different ways to cut down on the direct energy consumption and emissions of many types of infrastructure, such as buildings, vehicles, and factories. Infrastructure stocks are considered in the models of Marrocu et al. (2015) for aggregate infrastructure stocks as energy users and greenhouse gas emitters; however, the models do not consider the materials needed to construct the infrastructures, and thus are unable to account for essential socio-metabolic interconnections between infrastructures and the material generating sectors. Studies of items’ carbon footprints have included their accumulated end utilization across regions and internationally, as well as their embedded emissions and other indirect emissions (Fatai Adedoyin et al., 2021). Emissions inherent in consumption and trade flows have been the primary focus of these studies, but there has been a dearth of research examining emissions from existing stockpiles of materials and goods. This void is due in part to the absence of comprehensive data on the quantity and, more significantly, the kind of materials used to construct infrastructure (Doğan et al., 2021).
The rapid increase in Saudi Arabia’s domestic oil consumption has far-reaching implications on a global scale. That instance, if people in the United States consume more oil, Saudi Arabia will have less to sell on the worldwide market. The oil-based nature of the Saudi Arabian economy necessitates that the Kingdom take action on global environmental challenges like climate change at the national level. There is a clear correlation between sustained economic expansion and ecological degradation in Saudi Arabia, both of which are exacerbated by rising domestic oil use. To put it another way, high domestic oil consumption serves as both the foundation for economic activity and human wellbeing and the driving force for environmental degradation (You and Ren, 2021; Khezri et al., 2022). However, the oil industry’s extraction, refining, and transportation processes have significant effects on environmental quality (Ahmad et al., 2021; Xu et al., 2021; Akadiri et al., 2022; Liu et al., 2022c). The United States Energy Information Administration reports that Saudi Arabia consumes more petroleum than any other Middle Eastern country. According to the BP Statistical Review of World Energy, Saudi Arabia consumed nearly 60% of its energy needs from petroleum in 2013, ranking it as the world’s 12th highest user of total primary energy that year. According to Mealy and Teytelboym (2020), rising internal demand for Saudi Arabian oil could pose a danger to the country’s ability to export to international markets. According to Lafuente et al. (2012), the rising demand for energy (oil, gas, and electricity) contributes to Saudi Arabia’s economic development. Increases in carbon emissions are one way in which increased energy demand could harm the environment. Carbon dioxide emissions in Saudi Arabia are positively and statistically significantly correlated with income, according to research by Razumovskaia et al. (2020).
Moreover, increasing income and a shift in attitudes toward environmental protection highlight the importance of prioritizing regulatory institutions, both of which are essential to improve environmental quality (Bian and Yan, 2022;; Liu et al., 2022d; Oluc et al., 2022). On the other hand, inadequate political-institutional quality is linked to environmental problems in developing countries, undermining protections for the environment by creating biases in the adaptation and integration of current government rules. There is a wealth of literature discussing how institutional quality affects environmental protection. It has been proposed that better environmental quality can be achieved by bolstering government institutions to enforce environmental regulations (Wang et al., 2021a). However, ecosystem health could be hampered by institutional failure and/or insufficient governance, leading to long-term damage to the environment. Environmental policies in developing nations are typically less stringent, as noted by Adedoyin et al. (2021). The civil conflict in Somalia has hampered the country’s administration, which has in turn hampered the energy and environmental management sectors. There was a system in place (albeit it was not fully effective) that managed energy consumption before the civil war, but this system was interrupted throughout the war, which had negative effects on energy and environmental protection.
Non-etheless, the following is a new tidbit added to the available literature by the current study. From 2000 to 2020, this study looks at a subset of China’s provinces to see how economic growth has affected carbon dioxide emissions. Efforts to improve China’s infrastructure have been stepped up. Equally important to China’s economic growth may be the considerable innovations in road infrastructure development in the last few decades, which have outpaced those of any other method of transport. An increase in China’s CO2 emissions over the past few years has similarly harmed the country’s ecology. However, the nature of this effect on the environment is unclear; so, this study seeks to analyze the impact of China’s infrastructure development on the country’s environmental quality and to determine if this growth has led to a net increase or decrease in the country’s total emissions.
In this network, organizations play an integral part. Having laws and regulations in place that protect citizens and ensure they have access to high-caliber services while also adhering to established norms is an indication of strong institutions (Shahzad et al., 2022). The rule of law is an example of a quality institutional variable. The degree to which citizens are able to have their voices heard and officials are held to account is indicative of the efficiency of government as a whole, as well as of the professionalism of government employees, the reliability of government promises to implement policies, the level of public services provided, and the independence of government officials from political pressures. The fundamental goal is to learn how Chinese institutions affect environmental quality.
Another important finding of this research is an estimate of how much China’s total oil consumption contributes to the country’s carbon emissions. Policymakers can use the results of this analysis to pinpoint the industry’s most responsible for contributing to environmental degradation due to oil use and implement appropriate corrective actions. The impact of oil demand on environmental quality has not been examined in any of the research. Thus, the effects of oil consumption in China are the primary subject of this research.
Finally, the impact of quality institutions on carbon emissions via instructional quality on ECI, urbanization, and industrial development is thoroughly explored by utilizing just a single proxy and the quality institutions index. Our research also shows that protecting environmental quality in regards to ECI, urbanization, and industrial development is dependent on the quality of institutions. In addition, it can embrace and encourage the use of renewable energy sources for manufacturing through production policies. Strong institutions can also encourage greener forms of business. Also, these economic parameters are used to examine the moderating effect of quality institutions on carbon emissions, with the goal of determining whether or not quality institutions play a role in sustaining ECI. In a similar vein, the study’s objectives are satisfied by employing a novel collection of econometric approaches. In chapter three, we lay out the research design and methods; in chapter four, we talk about the results; and in chapter five, we draw the essential conclusion and talk about their consequences.
2 LITERATURE REVIEW
There has been a lot of research looking at how vehicle transportation affects emissions. Emissions are strongly correlated with the use of automobiles (Gozgor, 2018). All of these investigations have confirmed that an increase in the number of vehicles on the road results from improvements in transportation infrastructure, which has a profoundly detrimental effect on environmental quality. Pollutants in the air can have negative effects on people’s health, yet many are not aware of the dangers they pose. The health and visibility impact of air pollution from a variety of sources were estimated by Adebayo (2022). The study’s overarching goal is to increase public awareness of air pollution by drawing attention to its negative effects on society as a whole. In order to investigate both outcomes, the authors turned to meta-hedonic pricing analysis. The study found that people underestimate the negative impacts of air pollution on their health due to a lack of knowledge about the issue. One of the health costs individuals in society face due to air pollution is the risk of untimely death. Many times, the health expenditures spent by the normal community are underestimated since these negative consequences of air pollution on health are not factored into the choice to purchase a home. Barbier (2020) conducted a further investigation on the topic, this one concentrating on the health impacts of air pollution caused by automobile emissions. Emissions of nitrogen, sulfur, carbon, and particulate matter were all weighed and measured in terms of their respective per-kilogram costs. In their research, the scientists found that nitrogen is the most expensive component since it serves as a precursor for the creation of O3 and NO2 emissions. Carbon dioxide does not immediately affect mortality rates or PM levels in the air; hence it is cheaper per kilogram. Also, compared to other emissions that only have a modest impact on health, the PM in the air is far more dangerous.
Shahbaz et al. (2017) in-depth research on the transport sector’s contribution to Pakistan’s economy was recently completed. According to the study’s conclusion, eco-friendly, economically viable transportation infrastructure is crucial to an economy’s competitiveness and prosperity. The study considered not just the resource cost that users openly pay, but also the congestion cost, the unintentional cost, and the environmental cost that are all related to transportation but are not directly paid by users. Thus, it is observed that better transportation infrastructure is thought to mitigate these hidden costs, leading to a higher quality of life and, ultimately, more human and material wealth. It is well-accepted that transportation is one of the most significant contributors to poor air quality in the environment. It is unlikely that the positive effects of road transportation on development and economic growth would have been realized without regulations relating to transportation system, fuel adulteration, and effective pollution control legislation. Because of this, effective environmental regulations and sustainable development initiatives concerning a nation’s transportation network can significantly influence that nation’s economic and political growth and development. Moreover, Valadkhani et al. (2019) found that the benefits of improved technology that are projected to lessen the concentration of hazardous emissions generated by road transportation are generally nullified by development in both the number of cars on the road and the distances they travel. Similarly, a case study of India by Iqbal et al. (2020) also tried to investigate the role of institutional quality in energy utilization and found the significant decline in energy utilization. Moreover, Sarwar et al. (2017) investigated the role of infrastructure development on ecosystem in Istanbul. However, results showed the inverse association of investment on eco-system. Likewise, Wang et al. (2020) tried to investigate role of transport on carbon emissions in United States economy. They used the quantile ARDL and showed the inverse connection of freight and passenger transport with carbon emissions. Furthermore, Yuan et al. (2008) investigated the impact of renewable energy and innovations on carbon emissions and cause of decrease in emissions.
Considering the environmental impact of Pakistan’s road infrastructure policy, Ahmad and Zhang (2020) concluded that expanding the country’s economy is the primary goal. It is also decided that road infrastructure expansion and traffic growth continue to place environmental concerns on the back burner. The study by He and Guo (2021) on China found the same thing: policymakers had to choose between width and length of road. Governments in poor countries tend to prioritize road length above road width since investing in automotive mobility is unaffordable. In addition, higher air pollution and a decline in social welfare are caused by the increased emissions that accompany longer stretches of road. Meanwhile, Adekoya et al. (2022) looked at the causes of road pollution in 39 areas of a United States metropolis and discovered that long stretches of road significantly increase the amount of nitrogen dioxide released into the atmosphere. Murshed and Tanha (2021) found that an increase in road length leads to an increase in vehicle number and its associated emissions in the United States.
Researchers focus on the interplay between energy use, the natural environment, and GDP expansion has increased dramatically during the past few decades. Energy is often thought to be an input in the production function. In this way, energy can play a crucial role in a country’s economic development. Positive effects include economic growth, but negative effects include climate change, GHG emissions and global warming (Smith et al., 2021). The United Nations Millennium Development Goals Report states that worldwide CO2 emissions increased by over 50% between 1990 and 2015. Since oxygen and a healthy ecosystem are important to human survival, reducing CO2 emissions has become a top priority for governments around the globe. Many academics, though (Iqbal et al., 2020; Jin et al., 2022; Lee and Lee, 2022) have held the view that environmental contamination is correlated with higher economic activity. Because of this, a country with a highly developed economy contributes more to environmental pollution. Non-etheless, several studies have found a negative correlation between progress in economics and increases in pollution of the natural environment. Simply said, a nation with higher economic growth and degree of development will have an easier and faster time increasing its use of clean energy sources. Therefore, understanding the connection between oil use, energy growth, and CO2 emissions in practice is cloudy and confusing. Accordingly, it follows that there is no similar or unique-patterned relationship in any country, despite the fact that many prior studies have attempted to prove it through the examination of the environmental Kuznets curve. Examples include the finding by Cheng et al. (2018) that the relationship takes the form of a reversed U in high- and upper-middle-income nations. According to their findings, advanced renewable energy technology and widespread adoption are already available in countries with high and upper-middle incomes. In contrast, this procedure cannot be verified in low and lower-middle-income nations due to the absence of requisite equipment and excessive expenses.
A synthesis can be built from these two schools of thought in energy economics, one focusing on trade and the other on institutional quality, to determine if the latter enhances trade for environmental gains or mitigates the potentially detrimental environmental implications of international commerce. The theoretical underpinnings for this synthesis are provided by Mastini et al. (2021). Their conceptualization of the connection between freer trade and more stringent environmental protections points to corruption’s significance as a proxy for institutional quality. Specifically, it implies less stringent environmental policy in corrupt governments. Licastro and Sergi (2021) find evidence for this hypothesis using data from both industrialized and developing countries.
3 DATA AND METHODOLOGY
3.1 Data sources
This study observes the influence of the economic complexity index, urbanization, infrastructure development, oil consumption, and institutions on carbon emissions. Additionally, the sample for this analysis is taken from 2000 to 2020 from 30 provinces in the China region. This research uses CO2 as the dependent variable calculated in (kt) and is gathered from Environmental statistics. The economic complexity index is measured by index from the Atlas data bank, urbanization is measured by (% of the population), infrastructure development (% of Growth) from Bureau of China statistics (BCS), oil consumption is measured by % of total oil consumption, data are taken from the China Yearbook and institution is measured by Index (Table 1). Figure 1 shows the box plots of each variable.
TABLE 1 | Data descriptions.
[image: Table 1][image: Figure 1]FIGURE 1 | (A–F) Box plot of variables.
Given Figure 1 shows the box plot for each variable. However, the X-axis shows the variable name, while the y-axis shows the data range, e.g., LCO2 emissions has range from 3.0 to 6.0.
3.2 Descriptive statistics
Descriptive statistics of the relevant variable must be compiled before any further empirical inquiry may be directed by them. The table’s given values show that economic complexity index is the lowest and infrastructural development has the greatest mean. CO2, ECI, URB, ID, OC, and INS were the primary areas of interest. The close proximity of the means and medians of all the variables in Table 2 is indicative of a good standard of care.
TABLE 2 | Descriptive statistics.
[image: Table 2]3.3 Pairwise correlation matrix
Whether the variables have a positive or negative relationship depends on the degree and direction of the link between them. As a rule, the correlation coefficient takes on a value between −1 and +1. Correlations with values near +1 are considered strong, while those with values close to −1 are considered weak. A smaller correlation value between the independent variable suggests that there is no problem of multicollinearity in the model estimation, as shown in Table 3.
TABLE 3 | Correlation matrix.
[image: Table 3]3.4 Model construction
Thus, the empirical model to be estimated is as follows:
[image: image]
The given function refers to CO2, ECI, URB, ID, OC, and INS refers to carbon emission, economic complexity index, urbanization, infrastructure development, oil consumption, and institutions. Whereas i refers to a number of cross sections and t shows the time period.
After taking a log, the equation is as:
[image: image]
Equation 2 shows that L indicated log, β refers to intercept and ε shows the error term in this section. In Eq. 3, other variables remain constant in moderate terms of LINS * ECI has an impact on carbon emission:
[image: image]
In Eq. 4, other variables remain constant moderate term of INS * LURB has an impact on carbon emission:
[image: image]
In Eq. 5, other variables remain constant moderate term of INS * LID has an impact on carbon emission:
[image: image]
When i denote cross sections, t is a year, and ε it is an error term following a standard deviation with zero mean and finite variance.
3.5 Estimation strategy
3.5.1 Cross-sectional dependence
Cross-sectional dependency (CD) is a crucial part of panel data models, and it may be influenced by the economic, regional, and cultural relationships between the nations included in the sample. Considering the financial interdependence of the countries in the China region, it is reasonable to assume that these provisions will be dependent beyond provincial boundaries. Thus, it is essential to check for the possibility of CD, as failure to do so would lead to inaccurate and inconsistent estimates of stationarity and cointegration characteristics (Verma and Kandpal, 2021). Because of the need to handle data from a lower number of cross-sectional units and a shorter time frame, we use the CD test developed by Li et al. (2021) for our research. Slope heterogeneity considerations are also crucial to investigate, as slope coefficients would likely vary across cross-sections. The argument is made that elasticity estimates are overstated when slope heterogeneity issues are ignored. Despite their similarities, the selected Chinese provisions under consideration here have important distinctions that warrant attention. CO2 emissions per capita, energy consumption, globalization, national wealth, and other macroeconomic factors vary greatly amongst these countries. So, the slope homogeneity test proposed by Jinru et al. (2021) has been used here.
3.5.2 Panel unit root test
Considering the importance of determining if particular datasets are stationary or not, it is crucial to do such an evaluation. In order to estimate the stationarity of the data, several tests can be applied. There are two generations of UR tests, and they are called first and second-generation tests (Jin et al., 2022), respectively. The premise of independence in error cross-section is at the heart of the first generation of UR tests. In addition, numerous tests have been developed to probe the CD, which softens the requirement of independence (Lee and Lee, 2022). Traditional UR tests will fail to reliably detect CD of error. As a result, the study has employed Covariate-Augmented Dickey-Fuller (CADF) and cross-sectionally augmented Im, Pesaran, and Shin (CIPS) tests, both of which take CD into account.
The CADF unit root is computed as follows:
[image: image]
Where: Yt−1 and ∆Yt−1 define the average lag of the parameter and the first difference of the average lag of the parameter. Furthermore, the CIPS unit root is computed as:
[image: image]
Where CIPS and CADF represent the cross-sectional augmented IPS and ADF, respectively.
3.5.3 Panel cointegration test
In the next stage, we checked how well the target variables were cointegrated. Although first and second-generation tests have improved greatly, they still have their limitations, especially when it comes to detecting CD and structural fractures (Kasztelan, 2017). Furthermore, when the data exhibit heteroscedasticity and CD, the conventional tests often produce inaccurate and unreliable results. Therefore, given the restrictions imposed by these tests, Westerlund and Edgerton were employed to evaluate the panel’s cointegration because of their capacity to account for the CD, structural breakdowns, and autocorrelation. Listed below are the numerical examples used by Achi et al. (2022):
[image: image]
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Reflection of the least squares estimator is (ϕi) reflection of [image: image]’s the standard error estimator is [image: image] and reflection of [image: image]’s the standard error estimator for is ([image: image]).
3.5.4 Long-run analysis
Researchers have several options at their disposal, including ordinary least squares (OLS), generalized method of moments (GMM), and “pooled ordinary least squares,” to determine the strength of the relationship between the targeted variables. That leaves it up to the researchers to narrow down the options for the most suitable method based on their evaluations of the merits and drawbacks of the available approaches, even if such evaluations really ought to be guided by the characteristics and behavior of the dataset itself. To be clear, none of these methods can diagnose CD. Because of this, the Cup-FM test is used, as it has been in research with similar designs (Appolloni et al., 2022). In addition, the Cup-BC test is implemented as recommended to assess the validity of the Cup-FM outcome. Additionally, when the information is large enough, resulting in high statistical power, these test results can be used with certainty. These two tests are superior to more conventional ones in the context of panel data sets because they hold up even when the information is plagued by issues like correlated data (CD), autocorrelation (AC), endogeneity (E), and producing a trustworthy outcome (R). By yielding findings that are rigorous and durable for the exogenous property of the regressor, these tests can also be used to reduce the potential fallout from using a model with a mixture of I(1) and I(0) explanatory variables. These assessments also help to eliminate the impact of the endogeneity problem, leading to reliable and strong outcomes regardless of the presence or absence of endogeneity (Liu and Dong, 2021).
Parameter dispersion is halted at a sustained level during outcome generation using Cup-FM testing, but parameters also absorb changes produced by changes in time via stimulating to convergent level. Furthermore, the factor model has been stated as follows, with the assumption of constant following of the error terms:
[image: image]
In Eq. 10, MF = IT–T−2FF′, Error terms are the reflection of “common latent components,” and IT is the presentation of the elements, which is “the identity matrix” as expressed by T’s. The initial computation is allocated at point F, and the operation is repeated up to the point of convergence.
4 RESULTS AND DISCUSSION
4.1 Cross-sectional dependency test
In particular, it assumed that there is no correlation between the various cross-sections. However, as a result of international trade and travel, panel data may become too dependent on individual countries. If CSD is disregarded, the resulting estimators may be inefficient and biassed. Table 4 displays the outcomes of the CSD analyses performed for this study. As a result, the existence of a cross-sectional dependency was established. If conditional stationarity bias (CSD) is present, the results of the King and Shackleton (2020) first-generation unit root test could be skewed and deceptive. Given these findings, we are compelled to approach the issue of CSD by employing a different suite of unit root tests, namely, the CIPS and CADF developed by Liu H. et al. (2022), the second-generation method.
TABLE 4 | CSD.
[image: Table 4]4.2 Results of CADF and CIPS unit root test
In order to account for cross-sectional dependence, the authors of this empirical work use the CADF and CIPS unit root tests rather than the first-generation IPS and LLC unit root tests. To restate, the CADF and CIPS tests nevertheless provide credible findings when there is cross-sectional dependency and heterogeneity across the sample nations. All components (CO2, ECI, URB, ID, and INS) are integrated at the first difference, as shown by the CADF and CIPS unit root tests. These findings are the product of this study’s use of more advanced research techniques (Table 5).
TABLE 5 | CADF and CIPS.
[image: Table 5]4.3 Panel cointegration approach
The method of Westerlund and Edgerton (2007) were then used to assess the degree of cointegration, which is useful for gauging the persistence of relationships between variables through time. The results show that cointegration is present, as the significance values are statistically significant at the 1% level. Results from the method of (Ma and Zhu, 2022) are shown in Table 6.
TABLE 6 | Results of Westerlund and Edgerton cointegration test.
[image: Table 6]4.4 Long run estimation of Cup-FM
Table 7 shows the results of CUP-FM; however, the values of coefficients have minor variation from CUP-BC because of different estimators. It is common view that different estimators can show the same results in association (+VE or −VE) but the coefficient can deviate. This means that over a range of estimates, the economic complexity index is consistently found to have a positive impact on CO2 output. In accordance with the CUP-FM standards, it suggests that an increase in ECI of 1% would result in an increase in emissions of 0.053%–0.164%, 0.075%, and 0.107%. By depicting the long-term relationship between economic complexity and carbon dioxide emissions as an inversion U-shaped curve, similar to the EKC for income, this work contributes significantly to the existing literature on the EKC hypothesis. In the initial stage of economic complexity development, carbon emissions rise because more resources and processes are absorbed into increasingly complex and sophisticated goods. In the second phase, when the effectiveness of export product diversification deteriorates, a more complex economy does indeed result in more carbon emissions. More sophisticated systems sometimes incorporate polluting technologies; therefore, they may themselves cause an increase in pollution. There may be more carbon emissions at this stage if the economy is more complicated.
TABLE 7 | Cup-FM results.
[image: Table 7]The rate of urbanization in the China region has had a favorable effect on carbon emissions. In addition, the statistically significant increases in emissions of 0.032%, 0.194%, 0.019%, and 0.253% for the China region are all associated with a 1% increase in urbanization in that region, respectively. As was previously believed, urbanization will affect the environmental damage model. An increase in emissions is expected for every one percent rise in the urban population share of the total population. Different conclusion can be drawn from studies looking at how urbanization affects carbon emissions in Indonesia. Centobelli et al. (2021), for instance, find that urbanization raises carbon emissions in Indonesia. On the other hand, urbanization has little effect on carbon emissions in Indonesia, according to research by Wu et al. (2021). Findings of Ma and Zhu (2022) and theses are consistent with one another. In addition, it is in line with other studies that have looked into the connection between urbanization and carbon emissions; for example, Pouikli (2020) in the Asian region, Streimikiene and Kaftan (2021) in 59 countries (low-middle-upper income) including Indonesia, Zhao et al. (2020) in Ethiopia, Shuai and Fan (2020) in European Union countries, and Ye et al. (2021). The rapid expansion of Indonesia’s industrial sector has coincided with a corresponding increase in the country’s urban population. While just 14.6% of the world’s population lived in urban areas in 1960, that number has risen dramatically to 55.3% of the world’s population in 2018. Wang Y. et al. (2021) found that as urbanization spread across Indonesia, so did the country’s reliance on coal for power generation, which in turn contributed to an increase in greenhouse gas emissions.
The construction of new infrastructure also tends to increase pollution levels. Long-term, growing infrastructure reduces carbon emissions by an average of −0.234%, −0.861%, −0.465%, and −0.480%. Cities may have to rethink their infrastructure in light of the increased likelihood of climate change consequences in order to help reduce greenhouse gas emissions and make themselves more resistant to harsh weather. Both objectives are ambitious, and achieving them will require novel approaches and insights that have not yet been explored. Extreme weather events are the first point of contact that people will have with the effects of climate change, and they are widely recognized as one of the greatest threats to global sustainability. Cities are more susceptible to natural disasters because of their high populations, strategic placement (near water), and highly interconnected and complicated infrastructure (Otek Ntsama et al., 2021). As we determine how the construction of infrastructure to lessen vulnerability to extreme events may influence GHG emissions from activities, we expect to need connected methods (that enhance resilience and reduce GHG emissions). Evaluations of infrastructure utilisation with regard to greenhouse gas emissions must be combined with new information about how infrastructure affects social and natural systems. The traditional risk-based engineering methods to infrastructure design prioritise investment in hard, structural, resistant components that are fail-safe rather than more adaptive, varied, ecologically oriented strategies that try to reduce the consequences of failure (Yumei et al., 2022). Rethinking what makes infrastructures adaptable to climate extremes and the research relating infrastructure design and behaviour for GHG reductions are both crucial.
The findings point to a positive effect of oil consumption on carbon emissions of 0.005%, 0.153%, 0.064%, and 0.755%. Current oil consumption and CO2 emissions by road cars from 1990 to 2020 are displayed in Table 7. During this time period, there was an annual increase in the amount of oil used by the road transportation system. As a result, the road transportation sector is one of the fastest-growing oil-consuming sectors among countries that now import oil. The percentage of the country’s overall oil consumption used by the road transportation sector rose. One of China’s top consumers of oil is and will be the road transport sector. Trucks, as the currently larger fleet type, consume the most oil in road transport, accounting for more than half of the overall oil consumption by vehicles. However, just around 30% of all fuel was used by the targeted cars, even though their combined population is over half of the total. Nevertheless, as these vehicle types continue to expand at a staggering rate, their market share is slowly but steadily growing. Moreover, it is very interesting to clear why this phenomenon happened besides various studies have already pointed out this association. At this time china has numerous strategic plans to reduce the emissions level, such a Paris agreement, Sustainable development goals, etc. However, china brings massive amount of emissions as a result of traditional energy use such as oil consumption. Over time, china has tried it is best for energy transition to secure the environmental quality while the rising energy demand may not fulfill by energy transition. Therefore, it is significance of this study to point out that china uses massive amount of oil in its energy mix. In simple words china is using larger amount of traditional energies rather than modern one in its human and economic activities. However, China has settled a target to achieve carbon peak by 2030 and carbon neutrality by 2060.
Carbon emissions will drop by −0.353%, −0.264%, −0.646%, and −0.353% for every 1% increase in institutional size, respectively. The research shows that institutions have a favorable effect on CO2e in the long run, but they have a negative and significant effect in the short run. According to the results of a pooled mean group (PMG), a rise of just one percent in the number of institutions is associated with a decline in long-term carbon emissions. In a 2015 study, Ibrahim and Rahman showed that better institutional rules and regulations aid in decreasing CO2e emissions. Institutions are shown to have a detrimental effect on CO2es by Kopnina (2019). Institutional quality aids in lowering CO2e, according to studies by Chen et al. (2020). Institutions have positive effects on economic growth but negative effects on carbon dioxide emissions, as shown by the research of Rehman et al. (2021). These results lend credence to the regulation effect theory, which is associated with the introduction of ecological norms. This suggests that the financial markets are more likely to support environmentally friendly projects and green investments if there are high-quality institutions in place to do so. Reduce the negative effects of economic growth on the natural world. Consistent with the findings of Zhang et al. (2021), our findings hold.
There may raise a question, why does this study use the interaction term? The current study presents a fresh idea by investigating the moderate effect of IQ with ECI, LURB and LID. Fundamentally, it is being considered that IQ has a dampening impact on the association between the three variables, e.g., ECI, LURB and LID. If a variation in IQ causes some significant change, the moderate effect is unfavorable. Heterogeneous interactions are meaningful because it allows us to estimate the impact of continuous variation in IQ and other selected variables. Moreover, it is helpful to measure the marginal effect of ECI, LURB and LID on carbon neutrality. Similarly, the rising trend in emissions due to ECI, urbanization and infrastructure development can be manage via strong institution intervention. Therefore, the current study tries to introduce the integration term between the IQ and, ECI, IQ and URB and IQ and ID. Interestingly, the institutions perform well to minimize the environmental damages by specified factors. It infers that a one rise in this factor (interaction terms) would cause a decline in emissions by 0.236%, 0.456% and 0.486%, respectively.
4.5 Robust check by Cup-BC test
The results of the robust check indicate that the economic complexity index has a positive impact on carbon emissions (Table 8). This shows that a 1% increase in this factor would cause to increase in the level of carbon emission by 0.654%, 0.964%, 0.543%, and 0.265%. Based on the coefficients that here can be interpreted as elasticity, a 1% increase in urbanization in China will increase CO2 emissions by 0.753%, 0.845%, 0.264%, and 0.210%, respectively. The results indicate that infrastructure development has a negative impact on carbon emissions. This indicates that carbon emission decreases due to an increase in the level of infrastructure development by −0.787%, −0.642%, −0.464%, and −0.673%. Oil consumption has a positive impact on carbon emissions by 0.767%, 0.686%, 0.364%, and 0.924%. The results indicate that a 1% increase in the institution will cause to decrease in the level of carbon emission by −0.554%, −0.473%, −0.598%, and −0.765%. The moderate effect of institutions on the economic complexity index, urbanization, and institution development has a negative impact on carbon emission by −0.653%, −0.476%, and −0.165%.
TABLE 8 | Cup-BC results.
[image: Table 8]5 CONCLUSION AND SUGGESTIONS
The primary objective of this study is to examine the factors that would affect carbon emissions in 30 provinces across China on a yearly basis from 2000 to 2020. The study begins by assessing the interdependencies between countries before using a panel unit root test of the second generation that accounts for cross-sectional dependence. After a cointegration relationship is confirmed, the study estimates cointegration parameters using the PMG estimator. Using CS-ARDL regression, we conduct a rigorous check on the hypothesized connections. The estimating method yielded favorable results, showing that the economic complexity index, urbanization, and oil consumption all had an impact on carbon emissions. Furthermore, research shows that building new infrastructure and establishing new institutions has a major negative effect on greenhouse gas emissions.
Considering the association between economic complexity and environmental degradation in the countries under study, national environmental policies should include incentives for technical advancement (i.e., cleaner technologies in exports, environmentally friendly production processes, and smart grids) as well as general efforts to improve environmental protection. However, the urbanization increases the carbon emissions. This indicates that the rate of CO2 emissions in the region is increasing as more cities become urbanized. The low quality of life and the absence of basic services in rural regions contribute to the high rural-urban migration rates in China. People tend to migrate to urban areas because they are thought to have the best quality of life. For this reason, lowering the emission rate requires a decrease in the rate at which people leave rural areas for urban centers. The Chinese government should also prioritize job creation and raise urban residents’ standard of living. They will not feel the need to move to the city anymore. In addition, each nation should implement a well-thought-out URB. To achieve this goal, countries need to establish a URB threshold below which URB-related emissions will begin to decline. In addition, rapid URB places a greater strain on the nation’s already strained social and physical infrastructure. Because of this increase in URB, urban centers must invest in infrastructural upgrades. Investors would be presented with exciting new opportunities as a result of this. Last but not least, developing “smart cities” in China may alleviate some of the country’s URB-related woes. Cities that use smart technology improve the efficiency and effectiveness of municipal services including those that provide power and transportation.
Policy and decision-makers still lack an admiration for these relationships and the requirement to transition ageing infrastructure and develop new infrastructure for developing regions, despite significant advancements in our awareness of how infrastructure systems and techniques impact GHG emissions in urban areas. As a result of industrialization, people are moving both to cities and the countryside, reducing the disparity between them. Therefore, the development of roads should not be overlooked for directing sustained economic growth, as they connect various sectors and growth contributors together, facilitating easier access and eliminating time limitations.
Equally important for environmental protection is sound institutional structure for governing environmental issues. Indeed, it is institutions that determine the success or failure of government policies that are supposed to represent the capacity to deal with this issue. Having clear institutional structures is crucial for environmental sustainability since they serve as a mediator and lead to a win-win outcome (Feng et al., 2022). To effectively control environmental emissions and determine how their operational integrity may be improved, policymakers need to focus on several governance factors and their relationships. They need to ensure environmental safety is ensured as well. The environmental restrictions need to be tightened (for instance, by limiting emissions from various sources or by employing cleaner transport modes) and the system has to be improved.
Emissions from oil use are on the rise, and this suggests that inefficient use of energy is also contributing to climate change. For instance, the Chinese government would be unable to build up a nationwide public transportation system, especially in urban areas, to accommodate the country’s expanding population if oil were in short supply. Residents must rely heavily on personal automobiles because public transportation options to and from places of employment, educational institutions, and retail centres are severely limited. As a means of protecting the environment and decreasing the country’s reliance on oil, the Chinese government should invest in a modern, efficient, and fast urban system of public transportation. In addition, strong fuel economy standards need to be established for automobiles in order to decrease oil usage. Taxation and price controls imposed by the government have had a major impact on domestic oil usage. It has also been proposed that the Chinese government implement a solar-powered train system to improve the country’s transportation options, particularly within cities.
As our sample is non-exclusively comprised of developed nations, future research can split its attention between developing and developed nations to further disentangle the impact of these factors on carbon emissions. To better and more efficiently comprehend this association and compare results, future studies can use other econometric techniques for such studies. The purpose of this paper was to shed light on the ECI-carbon emissions relationship, but it is clear that this is only the beginning and that more research is needed to address the study’s limitations (i.e., the short time span). Further progress is feasible, not only by incorporating the most recent methodological findings in relation to the EKC model, but also by employing alternative data sets.
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