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Corporate green innovation performance can serve as a critical tool for policymakers to identify the best practice and provide support to micro-entities in need. Accurate forecasting of corporate green innovation performance plays a vital role in innovation incentives by simulating the effects of regulations and strategies. Based on the data of China’s A-share listed companies during 2010–2020, this paper elaborates the gradient boosting algorithm to predict the corporate green innovation performance and compares the prediction results of the gradient boosting model with the linear model, the decision tree model, and the random forest model. Subsequently, it examines the effectiveness of the influencing factors related to the enterprise’s internal driving mechanism and external policy pressure in promoting corporate green innovation performance. It finds that: 1) The gradient boosting model outperforms other methods in its predictive effect. 2) An enterprise’s resource base is a critical factor influencing its green innovation activities, and in particular, the influence of financial indicators on corporate green innovation performance has a significant incentive effect, indicating that the impetus from enterprises’ internal driving mechanism is crucial for enterprises’ green transformation. 3) The effect of secondary indicators is heterogeneous. In the command-based environmental regulation tools, the administrative penalties can activate enterprises’ green innovation better than the approvals of Environmental Impact Assessment (EIA) documents for construction projects do; as for the incentive-based environmental regulation, investment in pollution control projects has an apparent inducing effect on the corporate green innovation performance, while the environmental tax presents an inverted U-shape, implying that overly stringent taxation crowds out the corporate green innovation performance. 4) Similarly, in the operating capacity indicators, the increasing operating income growth rate can trigger the improvement of green innovation performance; nevertheless, the total asset turnover ratio shows a suppressing effect. The key to promoting corporate green innovation performance lies in effectively regulating the enterprises’ internal driving mechanism and the rational choice of external policy tools. This study helps to prospectively identify how corporate green innovation performance changes and provides theoretical guidance and micro evidence for the policymakers on choosing environmental regulation tools and for enterprises on adjusting the resource bases.
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1 INTRODUCTION
The relationship between environmental protection and economic development has become a global concern, along with the rising global temperature and frequent extreme weather events. As the world’s second-largest economy and one of the largest carbon emitters, China is confronted with enormous environmental pressures. With the proposal of the new philosophy of innovative, coordinated, green, open, and shared development, the significance of greening and innovation has been formally established. In the meantime, the Chinese government has put forward the goals of achieving peak carbon emissions and carbon neutrality and pushed for the green transformation of economic and social development through innovation as the driving force of development, aiming at energy conservation and emission reduction and promoting high-quality economic development.
As the core carriers of social and economic wealth and simultaneously the claimants of natural resources, enterprises are the most critical factor in reconciling economic development and ecology (Li et al., 2019). Green innovation is an essential initiative for enterprises to reduce carbon emissions, decrease environmental vandalism, and establish a competitive advantage (Berrone et al., 2013). However, the measures adopted by the Chinese government to enhance environmental protection and pollution control, such as administrative means, taxation, and technological tools, have yet to induce green innovation among enterprises fully. In addition, studies on the economic impact of environmental policies are rarely conducted at the micro level, mostly based on the governmental and societal levels. However, the critical point of whether the green development concept proposed by the government can be transformed into policy dividends lies in the coping strategies of environmental pollution subjects (Zhang Q. et al., 2019). This study believes that activating corporate innovation performance relies not only on external regulation, such as technological tools, financial tools, or policy constraints and incentives but also on the driving force of the internal development demand of micro-enterprise. In fact, to substantially stimulate green innovation, we need to consider the internal driving mechanism to examine how enterprises promote green innovation activities to achieve a “win-win” situation regarding environmental protection and enterprise competitiveness.
Some scholars have systematically reviewed the factors influencing corporate green innovation capabilities (Triguero et al., 2013; Hojnik and Ruzzier, 2016), which, in summary, include both internal and external factors. Internal factors include corporate organizational structure, corporate culture, management systems, human resources, and so on. More studies have been conducted on corporate organizational structure involving corporate governance mechanisms, environmental quality management systems, and stakeholder pressure (Zhang Z. G. et al., 2019; Wang et al., 2021). Besides, Hart (1995) considered the organizational capability of enterprises as a fundamental guarantee for implementing green innovation. Recently, from the perspective of executives’ human resource characteristics, some scholars considered that executives’ green experience, academic experience, and military experience contribute to corporate green innovation (Cho et al., 2017; Liu and Wang, 2021; Lu and Jiang, 2022). External factors include policy background, market demand, financial support, and technological progress. Extensive studies have focused on the environmental regulation factor, namely command-based and incentive-based environmental regulation (Wang and Qi, 2016; Guo, 2019; Duan and Xu, 2021). Studies on the impact of influencing factors have not reached a consensus. For example, some scholars clarified that government subsidies have an enhancing effect on green innovation, while others argued that a “crowding out effect” may exist (Li and Xiao, 2020; Zhang and Zhao, 2022); Wang and Wang (2021) suggested that the effective combination of green finance and green innovation is an essential driving force to achieve green development, nevertheless, the implementation of the Green Credit Guidelines policy did not significantly improve the quality of green innovation.
Research on corporate green innovation performance prediction is still in the primary stage, with an incomplete theoretical framework and an unformed methodological system. In enterprise-level innovation prediction, Wang and Chien (2006) applied neural network models to forecast enterprises’ innovation performance. Chien et al. (2010) used an adaptive neuro-fuzzy inference system (ANFIS) based on a neural network modeling algorithm to predict innovation performance through technological information resources and innovation objectives. Ho and Tsai (2011) used structural equation modeling (SEM) and adaptive ANFIS to predict the effect of value innovation and new product development (NPD) quality on NPD performance. They believed that ANFIS models could predict better than the SEM. The accuracy of these methods outperforms traditional statistical forecasting models, portraying the non-linear characteristics of corporate innovation activities. Moreover, scholars have provided empirical evidence for this hypothesis at the regional (Hajek and Henriques, 2017) and national levels (De la Paz-Marin et al., 2012). Regarding innovation systems, Samara et al. (2012) developed an integrated system dynamics approach to analyze the impact of innovation policies on the performance of national innovation systems. Hajek et al. (2019) used a predictive model based on genetic programming variants to predict regional innovation performance, including the number of patents, technological and non-technological innovation activities, and the economic impact of innovation. Current research on innovation forecasting at the firm level is scarce. In addition, no study has yet used machine learning methods to forecast corporate green innovation performance and to examine the effects of corporate financial capability and environmental regulations on corporate green innovation performance. The main concern in measuring corporate green innovation performance lies in the complexity of corporate green innovation systems, characterized by non-linearity and high variance, and therefore, finding an accurate and reliable forecasting tool to support decision-making is a challenging task. To solve this problem, we adopt the gradient ascent model to predict the green innovation performance of Chinese enterprises. Compared with traditional statistical prediction methods and other machine learning approaches, the gradient ascent algorithm can eliminate the need for complex mathematical representations of the input-output relationship, and it is more advantageous in modeling datasets with high variance and intrinsic nonlinear characteristics.
From the perspective of financial development, the prediction of corporate green innovation performance helps to guide the flow of financial and social capital from the heavily polluting sector to the green transformation sector, which not only strengthens the efficiency of using green innovation resources but also reinforces the monitoring function of financial institutions and the community on the debtors, thus boosting their efficiency in environmental responsibility. For policymakers, the prediction helps them to pinpoint each enterprise’s green innovation capability level and to implement specific policies prospectively and pertinently. From the view of enterprise innovation, enterprises can, on the one hand, assess their innovation performance and competitive position in advance and thereby adjust their green strategy in time; on the other hand, identify the leading green innovation enterprises within and outside the industry, learn from their development experience and inspire their sense of social responsibility and motivation for green innovation. For investors, scientific forecasting can help improve corporate information transparency and anticipate corporate green development’s prospects and potential risks for better decision-making. In summary, this research focuses on building a scientific and practical prediction model of corporate green innovation performance, clarifying the effectiveness and heterogeneity of each influencing factor, and fully exploiting the synergy and complementary effects of each driving factor to enhance corporate green innovation performance.
Current research has limitations: 1. Most existing literature focuses on the relationship between a single policy shock and corporate green innovation. However, few integrate the intrinsic driving mechanism and external policy constraints into a unified research framework to compare the different induced outcomes of green innovation, and even fewer examine the implementation effects for developing countries, which may lead to bias in the study of the corporate green innovation incentives. 2. Heterogeneity characteristics may lead to differences in the sensitivity of environmental pollution subjects to specific tools under the same category of influence factors, while most studies applied a “one size fits all” type of indicator for analysis, failing to capture the effect of heterogeneous tools. 3. Most of the studies on financial performance and environmental protection have only discussed the unidirectional effect of enterprises’ environmental responsibility on financial performance, and the analysis of the financial performance factors on corporate green innovation performance is sparse, with only a tiny part of the literature (Zhang Q. et al., 2019; Sheng et al., 2019; Zhang Chi, 2020; Meng et al., 2023) discussing financial performance as a mediating variable in its effect on enterprises’ environmental responsibility. 4. Existing studies of this type are conducted through econometric models and rarely applied non-linear algorithms such as machine learning, ignoring the capture of non-linear relationships between relevant variables and green technology innovation and the excavation of the underlying mechanisms, in which case may result in biased economic consequences of environmental regulation and the exploration of driving factors of green innovation.
Using the historical data related to enterprises’ resource bases and the current environmental regulations, the models in this study accurately predict the green patents obtained by the enterprise in the current year, including green inventions independently obtained in the year, green utility models independently obtained in the year, green inventions jointly obtained in the year, and green utility models jointly obtained in the year. It clarifies the different driving effects of the influencing factors, aiming to provide a theoretical basis and empirical reference for enterprises, investors, and policymakers. The main contributions of this paper are as follows.
First, it provides new evidence for the debate on whether each influencing factor crowds out or triggers corporate green innovation capability. It suggests how to motivate enterprises to change their green development mindset and actively carry out green innovation activities. From the perspective of the heterogeneity of the enterprises’ internal driving mechanism and external environmental regulation tools, this paper finds that what plays an inducing role in the inspiration of corporate green innovation performance is the superior profitability and solvency, the growth rate of operating income, administrative penalties, and investment in pollution control projects, rather than the high total asset turnover rate, the approvals of EIA documents for construction projects and the overly stringent environmental protection tax.
Second, it breaks the current microscopic research based on a single environmental regulation policy shock and improves the influencing factors research of corporate green innovation performance based on the internal driving mechanism and external environmental regulations. It provides theoretical guidance for the current environmental regulation policy decision and the coping strategy of enterprises. This paper suggests that the government should accurately position enterprises, make full use of the “push-back” effect of administrative penalties, and strengthen the enforcement of command-based regulations; meanwhile, the government should strengthen incentives and support for enterprises’ green innovation activities by increasing investment in environmental governance. Enterprises should fully utilize their resources and actively take responsibility for environmental protection to achieve the “double dividend” of enterprise competitiveness and environmental protection.
Third, expanding the previous research methods, this study applies the machine learning algorithm to construct an effective prediction model, providing a more practical research method for predicting green innovation performance. Subsequently, based on the gradient ascent algorithm, the non-linear relationships between the influencing factors and the corporate green innovation performance are explored through relative importance analysis and partial dependence function, deconstructing the black box of green innovation incentive research and expanding the thinking and method of green innovation research in China.
This study is structured as follows. In the introduction, we review the relevant literature and list the main contributions of this study. In Section 2, we elaborate on the theoretical foundations and formulate the research hypotheses. Section 3 presents the research design. Section 4 discusses the empirical results and analyses. We empirically predict corporate green innovation performance and analyze the effect of corporate financial capability and environmental regulations on promoting corporate green innovation performance and heterogeneity. Section 5 summarizes the research conclusions and the implications for effectively incentivizing corporate green innovation.
2 THEORETICAL FOUNDATIONS AND RESEARCH HYPOTHESES
2.1 Corporate financial capability and corporate green innovation performance
Corporate financial capability refers to the ability of an enterprise to have controllable financial resources (Zhang, 2003). Based on the narrow definition, corporate financial capability refers to the ability of corporate financial performance (Beaver, 1996; Liu, 2016), including an enterprise’s profitability, solvency, development capability, and operating capacity. According to the research purpose, enterprise financial capability in this study refers to enterprise financial capability in the narrow sense.
Based on the theory of redundant resources, whether an enterprise engages in social responsibility, including environmental protection, depends mainly on its ability to deploy sufficient redundant resources (Preston and Obannon, 1997; Campbell, 2007). The corporate financial capacity directly determines the number of redundant resources available to the enterprise to meet its social responsibilities, such as environmental protection responsibilities. (Waddock and Graves, 1997), and affects the effectiveness of enterprises’ implementation of various environmental protection measures. In other words, corporate financial capability is the economic condition for enterprises to take environmental responsibility. Enterprises are more likely to engage in social responsibility by using their resources only when their development needs are met (Preston and Obannon, 1997). Under the financial constraint, investment in environmental governance is bound to have a crowding-out effect on productive investment in the short run (Wang and Wang, 2021), while enterprises with financial advantages will have more flexibility to invest in CSR-related activities and thus better take environmental responsibility (Cheng et al., 2014; Zhang, 2020). Hasan and Habib (2015) believed that in the long run, organizations with better financial capability have more redundant resources and are better able to absorb CSR-related investments and make cost adjustments, thus facilitating the assumption of social responsibility. The green innovation project is characterized by long cycles, significant investments, high risks, and considerable uncertainties regarding the transformation of innovation results and the generation of economic benefits. Therefore, the enthusiasm of enterprises to make green investments is vulnerable to their inherent resources. The willingness of enterprises with a weak resource base to engage in innovation activities is low (Li and Xiao, 2020). In summary, corporate financial performance can impact corporate green innovation performance.
(1) Profitability. Lu et al. (2014) pointed out that the business capacity of enterprises has a positive impact on the assumption of corporate social responsibility, including environmental responsibility. Strong and sustainable profitability can bring a steady flow of material resources to enterprises, and based on meeting their development needs, they can also have sufficient redundant resources for environmental responsibility.
H1-1: The profitability of enterprises positively affects corporate green innovation performance.
(2) Solvency. Enterprises with more robust solvency usually have more liquid assets and cash flow, more stable market shares, and a more vital ability to withstand risks (Hao, 2019). Enterprises with more robust solvency are more willing to assume social and environmental responsibilities (Ross, 1977). Due to the long payback period of environmental protection investment, as well as the high cost and investment risk, robust solvency can reduce the enterprise’s debt repayment pressure and the possibility of re-financing, with a solid ability to withstand risks, which helps to alleviate the risk-taking of environmental protection investors, so that the enterprise is more willing to participate in environmental protection, thus enhancing the corporate green innovation performance.
H1-2: The solvency of enterprises positively affects corporate green innovation performance.
(3) Operating capacity. A more robust operating capacity means enterprises have more resources to deploy and allocate to fulfill environmental protection responsibilities. On the one hand, enterprises with more substantial operating capacities can fully use existing resources and transform them into available resources and cash flow faster (Hao, 2019). On the other hand, a more robust operating capacity can ensure the reasonable allocation of environmental protection and green innovation resources.
H1-3: The enterprise’s operating capacity positively affects corporate green innovation performance.
(4) Development capacity. Compared with enterprises in the rapid growth stage, enterprises in the mature stage have a larger scale and higher profit margins and accumulate more redundant resources (Hasan et al., 2015). On the other hand, early-stage enterprises mainly use resources for production and sales, which will inevitably squeeze out a particular share of environmental protection investment. In addition, fast-growing enterprises tend to reduce their financial resources and willingness to invest in environmental protection due to their products or services’ good market prospects and rapidly increasing market competitiveness.
H1-4:The enterprise’s development capacity has a negative effect on the corporate green innovation performance.
2.2 Environmental regulation and corporate green innovation performance
Command-based environmental regulation, characterized by solid deterrence and distinct signaling effects, refers to the government’s setting of environmental protection standards and objectives through enacting laws or administrative rules and regulations. Incentive-based environmental regulation refers to the government’s efforts to guide enterprises on green transformation through subsidies or financial, tax, and fee, forming a long-term mechanism of environmental protection incentives and constraints. The above two regulatory tools deliver policy orientation signals of different intensities to enterprises, affecting their perceptions of environmental pressures with different expected effects, thus influencing their green innovation decisions.
(1) Incentive-based environmental regulation and corporate green innovation performance.
Based on organizational legitimacy and resource base, compliance with environmental regulations is the foundation of enterprises, and scarce innovation resources and government policy support tend to flow to enterprises with a solid sense of social responsibility and active response to policy guidance (Li et al., 2018; Deng et al., 2021). The resource effect theory clarifies that the heterogeneity of scarce innovation resources and government support policies enterprises possess creates differences in their green innovation capabilities. It has been illustrated that policy support such as government subsidies provides a resource base for corporate green innovation, alleviates the financing dilemma of corporate green innovation, and reduces the cost of corporate green transformation (Montmarin and Herrera, 2015). Resource constraints and insufficient incentives limit corporate green innovation (Manso, 2011). Incentive-based environmental regulatory tools, such as investment in pollution control projects, can effectively help to overcome these difficulties and promote corporate investment in green innovation.
However, the neoclassical school argues that environmental regulations, such as pollution charges fees (environmental taxes since the year 2018), increase compliance costs and exacerbate the financial constraints of enterprises, crowding out green innovation resources (Petroni et al., 2019). Whereas green innovation requires long-term and substantial resource investments, decision-makers will reduce their green innovation investments due to enterprises’ short-term business performance and cash flow pressure.
(2) Command-based environmental regulation and corporate green innovation performance
According to Porter’s hypothesis, appropriate environmental regulation has a push effect on corporate green innovation (Porter and Van der Linde, 1995). Confronting rigid command-based environmental regulation, firms tend to create more green innovations, thereby reducing environmental pollution, enhancing green competitiveness, and effectively circumventing environmental regulatory costs (Berrone et al., 2013).
However, suppose the cost of complying with government regulation is much lower than that of green innovation. In that case, enterprises may make environmental investments to meet government requirements rather than committing to green innovation. Namely, since the green innovation investment has a more extended payback period and more uncertainty, the incentive for enterprises to engage in green innovation will be suppressed if they can meet the government regulatory standards through environmental investment or direct environmental restoration (Li et al., 2019). For example, enterprises can obtain environmental impact assessment (EIA) document approvals for construction projects through other means, thus avoiding the pressure and cost of green innovation, which may crowd out some resources and incentives to engage in green innovation.
H2: Environmental regulation tools have heterogeneous effects on corporate green innovation performance.
3 METHODS
3.1 Description of variables
3.1.1 Corporate green innovation performance
Drawing on the study of Qi et al. (2018), we manually searched the patents according to the IPC classification number based on the “Green List of International Patent Classification” published by the World Intellectual Property Organization (WIPO) in 2010, obtaining the statistics of green inventions independently acquired in the current year, green utility models independently acquired in the current year, green inventions jointly acquired in the current year, and green utility models jointly acquired in the current year. The sum of the above four indicators, minus the fixed effects, is the green patents indicator to measure the corporate green innovation performance.
3.1.2 Corporate financial capability
Based on the studies of scholars such as Fan and Lang (2007) and Zhang (2020) and referring to the provisions of the “Enterprise Economic Efficiency Evaluation Index System (Implementation)” and the “Rules for Evaluating the Performance of State-owned Capital Funds”, we categorize the enterprise financial data into two categories: financial indicators and operating capacity and select ten representative secondary indicators to characterize. Financial indicators include total assets, net fixed assets, total liabilities, paid-in capital or equity, total profit, and net profit, reflecting the enterprise’s financial status and operating benefit and are used to assess the enterprise’s profitability, solvency, and financial soundness. Operating capacity includes net cash flow from operating activities, the total annual market value of individual shares, the total asset turnover ratio, and the operating income growth rate, reflecting the enterprise’s operating capacity and development potential. These indicators are used to assess operating efficiency and growth.
3.1.3 Environmental regulation
The environmental regulation policy is not only an arrangement for the government to restrict and regulate the behavior of enterprises but also a vital factor affecting corporate green innovation. Based on Bo et al.’s (2018) and Tan and Xu’s (2022) studies, we classify environmental regulation tools into command-based and incentive-based environmental regulation. Second, considering data availability and representativeness, we divided the primary indicators into heterogeneous secondary variables. Command-based environmental regulation includes the number of penalty decisions, the number of EIA document approvals for construction projects in the year, the number of the National People’s Congress (NPC) proposals, and the number of Chinese People’s Political Consultative Conference (CPPCC) proposals, reflecting the government’s mandatory supervision and punishment measures. Incentive-based environmental regulation includes the investment in pollution control projects completed this year (Renminbi (RMB) million), the investment in industrial pollution control (RMB million), and pollution charges fees (environmental taxes since the year 2018), reflecting the support and incentives provided by environmental protection departments to enterprises. Subsequently, we concretely constructed heterogeneous environmental regulation research variables in the framework of command-based and incentive-based regulation tools with reference to the generally applicable composite index method. Secondary indicators with unit differences were standardized to obtain dimensionless variables.
3.1.4 Industry attributes
Considering that the green development of enterprises is significantly influenced by market competition, business conditions, environmental strategies, technology base, and policy background, we include industry attributes in the category of influencing factors. One-hot coding is a standard method for converting categorical variables into a binary vector representation. Specifically, for a categorical variable with n different values, One-hot coding creates a binary vector of length n. In this vector, only the positions corresponding to the values are 1, and all other positions are 0. In the data processing of this study, the machine learning algorithms and statistical models we apply cannot deal directly with the categorical variables (nominal variables) but require the inputs to be numerical data. Therefore, to transform the text data of industry codes into numerical data, we convert the categorical variables into binary vector representations using One-hot coding to facilitate algorithm processing and analysis.
The explanatory variables are listed in Table 1.
TABLE 1 | Explanatory variables.
[image: Table 1]3.2 Description of the sample data
This paper selects all A-share listed companies in China during 2010–2020 (the data after 2020 has yet to be published by China Environmental Yearbook) as the research object, and the sample contains 25,579 data. The data sources are as follows: (1) Financial capacity data were obtained from the China Stock Market and Accounting Research Database (CSMAR), with reference to the provisions of the “Enterprise Economic Efficiency Evaluation Index System (Implementation)” and the “Rules for Evaluating the Performance of State-owned Capital Funds”. (2) The environmental regulation indicators are derived from China Statistical Yearbook, China Environmental Yearbook, China Environmental Statistical Yearbook, and China Taxation Yearbook and compiled by manual calculation. As the measure of corporate green innovation performance, data on corporate green patents, including green inventions independently obtained in the year, green utility models independently obtained in the year, green inventions jointly obtained in the year, and green utility models jointly obtained in the year, are obtained from the Chinese Research Data Service (CNRDS) database. The classification follows the standard of the World Intellectual Property Office, which classifies according to the patent classification number. The remaining indicators are obtained from the China Stock Market and Accounting Research (CSMAE) database. The above raw data were screened as follows: (1) The samples of listed companies in the ST, PT, and financial categories were excluded; (2) The sample data of the Tibetan region were excluded due to the deficiency of fundamental indicators of environmental regulation; (3) Dealing with outliers. Outliers may harm the modeling. We use the deletion of extreme values of 1% and consider the fixed effects of individual enterprises to avoid the influence of outliers on the model; (4) Scaling of features. The independent variables in this paper have different characteristics, and their values have different ranges of variation, so they must be processed in a certain way. We use normalization to process the ranges of variation and distributions of the different characteristics to ensure that the variables have the same scaling.
Tables 2–4 show the descriptive statistics of financial data, environmental regulation data, and the number of corporate green patents by industry.
TABLE 2 | Descriptive statistics of financial data of listed companies.
[image: Table 2]TABLE 3 | Descriptive statistics of environmental regulations of listed companies.
[image: Table 3]TABLE 4 | The number of green patents obtained by listed companies by industries.
[image: Table 4]From Table 4, the mean value of green patents is 1.85, the minimum is 0, and the maximum is 991, manifesting that the overall corporate green innovation performance is deficient and highly differentiated. The first quartile (Q1), the median (Q2), and the third quartile (Q3) are all 0, indicating that the dataset is unbalanced. The number of green patents in the ecological protection and environmental management industry and public facilities management industry is relatively evenly distributed, with the highest average of 3.34. The green innovation ability of the secondary industry, comprised of the extractive, manufacturing, energy, and construction industries, is remarkable, and the number of green patents obtained by a single firm in the extractive industry has reached as high as 991. The reason is that resource-intensive industries, confronted with burdensome social responsibilities and environmental pressures, have a greater sense of responsibility, technical support, and preferential policies for green transformation and industrial restructuring. Nevertheless, the development of green innovation performance in this industry is also uneven, as there are still enterprises with no patents obtained. The number of green patents in tertiary industries, such as the information technology industry, cultural communication, and social service industry, is relatively scarce, indicating that measures should be taken to optimize the industrial structure, provide green financial support, incubate green projects, improve the technical capacity of enterprises, and introduce high-precision enterprises into the tertiary industry to push forward the green transformation.
Due to the apparent long-tailed distribution of the target variable in the data set, we use the category quantile loss function to balance the weights of different categories in the data set to effectively alleviate the sample imbalance problem and improve the prediction performance for minority categories. The loss function is defined as:
[image: image]
Based on the data distribution, this paper shows that the top 20% with less green innovation performance possesses 80% of the total sample, hence the q value is 0.2. [image: image] represents the actual value, and [image: image] is the predictive value. [image: image] is the indicative function: 
[image: image]
3.3 Model setting
3.3.1 Linear regression model
A linear regression model predicts and explains by establishing a linear relationship between the independent variable (or explanatory variable) and the dependent variable. This model assumes a linear relationship between the independent and dependent variables, and the parameters are estimated using known sample data. The linear regression model can be used to predict new unknown sample data by obtaining the parameter values. The primary purpose of using the linear model in this paper is to help determine if there is a non-linear relationship between the independent and dependent variables by comparing the predicted results of the linear and non-linear models.
[image: image]
Where Y denotes the dependent variable, [image: image] refers to the independent variable, [image: image] denotes the model’s parameters (also known as the regression coefficient), and ε represents the random error. The regression coefficient indicates the degree of influence of the independent variable on the dependent variable. The model aims to find the optimal regression coefficient by minimizing the residuals (the difference between the predicted and actual values).
3.3.2 Decision tree model
In the decision tree to deal with the process of regression problems, its node splitting criterion and the generation of child nodes are similar, but the prediction of the leaf nodes is based on the sample point in the node on the average or other statistics to determine, rather than through the “voting method” decision.
Constructing a decision tree consists mainly of feature selection and the determination of splitting criteria. The decision tree can effectively divide the data set into different predictions by selecting the best feature attributes and appropriate splitting criteria. The decision tree structure consists of root nodes, internal nodes, and leaf nodes, where the root nodes contain the complete set of samples, the internal nodes represent the decision conditions, and the leaf nodes represent the final prediction results (Breiman et al., 1984).
Assuming that the input space is divided into [image: image] cells, i.e., [image: image], and there is a fixed output value [image: image] on each cell [image: image], the regression tree model can be expressed as: 
[image: image]
where [image: image] is the indicative function that takes one if [image: image] and zero otherwise.
The nodes’ splitting criterion is to find the optimal cut-off point by minimizing the squared error. [image: image], where [image: image] is the number of samples. We take the jth [image: image] independent variable and the value s, which divides the region, as the cut-off variable and the cut-off point, respectively, and define two regions: 
[image: image]
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The optimal cut nodes are then found by minimizing the squared error: 
[image: image]
where [image: image] in the sample set is the ith independent variable, [image: image] is the ith dependent variable, and [image: image] and [image: image] are set to be the mean of the corresponding output variables within each region: 
[image: image]
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3.3.3 Random forest model
The Random Forest model is based on the idea of bagging, where multiple weak learners are trained by randomly dividing the subsamples and eventually integrated into one strong learner. Specifically, first, a certain number of samples are randomly selected from the training set to form a new training set, and different decision trees are built in parallel by randomly selecting feature subsets. Afterward, the above process is repeated with the same number of samples and features to create multiple decision trees, forming a random forest. Finally, their results are averaged or voted to conduct classification or regression prediction (Chen, 2021). Due to the high degree of randomness in the sub-sample extraction and feature space selection, the random forest better compensates for the deficiency of the inferior generalization ability of a single decision tree and, to some extent, solves the overfitting problem of the decision tree.
The functional equation of a random forest can be described as: 
[image: image]
Where [image: image], T is the number of decision trees, [image: image] is the predicted output of the random forest for the input sample x, [image: image] is the predicted output of the tth decision tree for the input sample x. T is the number of decision trees in the random forest.
3.3.4 Gradient boosting model
Based on the idea of boosting, the gradient boosting tree is an iterative integration algorithm consisting of multiple decision trees constructed from the original training set. The model works through numerous iterations, each of which produces a result in a decision tree, and each tree is trained on the residuals of the previous tree so that the new residuals are reduced in the gradient direction, making the predictions closer to the actual values (Jerome, 2001). In other words, the model achieves better prediction performance by iteratively creating weak learners (usually decision trees), training on the residuals of the previous one each time, and finally combining all the weak learners into one strong regressor.
Assume that the gradient boosting model attempts to estimate the objective function [image: image] to minimize the loss function [image: image]: 
[image: image]
where [image: image]. And T is the number of decision trees.
Then, the initial function is defined as:
[image: image]
[image: image]
where [image: image], N is the number of samples and [image: image] is the value taken at the ith sample point.
Refer to the idea of quantile loss functions to mitigate sample imbalance. The loss function is defined as: 
[image: image]
Based on the data distribution, this paper shows that the top 20% with less green innovation performance possesses 80% of the total sample, hence the q value of 0.2. [image: image] represents the actual value, and [image: image] is the predictive value. [image: image] is the indicative function: 
[image: image]
Then, the negative gradient [image: image] of the loss function is calculated based on the following equation: 
[image: image]
After deriving the negative gradient of the loss function, the model is refitted with a new regression tree [image: image], yielding: 
[image: image]
Finally, the newly generated regression tree is introduced into the objective function as follows: 
[image: image]
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where [image: image] can be interpreted as the learning rate that scales the decision trees added to the model (Tibshirani, 1996). [image: image] is the strong learner obtained by cumulatively computing the tth regression tree. The gradient boosting model can be generated by recomputing the negative gradient and looping for multiple rounds.
3.3.5 Partial dependence graph
Drawing on Friedman’s (2001) study, we further construct partial dependence graphs based on the gradient boosting model to characterize the marginal effects of certain input variables, including corporate financial capability, environmental regulation, and industry attributes, on the output variables, namely corporate green innovation performance, in the gradient boosting model. Specifically, suppose that we predict the corporate green innovation performance based on the information set [image: image] containing P variables and finally generate the prediction function [image: image], where [image: image] denotes the partial derivative of the ith variable [image: image] represents the [image: image] th variable, [image: image] refers to the variables other than the ith variable in the information set [image: image], and N is the number of instances in the dataset. At this point, the partial dependence of variable [image: image] on [image: image] is given by: 
[image: image]
In decision-tree-based estimation algorithms such as random forest and gradient boosting models, for different values of variable [image: image] taken, we can calculate the corresponding partial dependence level based on the sample mean to generate a partial dependence graph of variable [image: image]. Based on this tool, the non-linear relationship between various indicators and corporate green innovation performance can be effectively depicted.
3.4 Evaluation metrics
We use MAE, MSE, RMSE, and R-squared metrics to measure the accuracy and reliability of the prediction results. MAE (Mean Absolute Error) is the average of the absolute values of the differences between the predicted and actual values. It measures the average error size of the model, and a smaller MAE indicates that the model’s prediction result is more accurate.
[image: image]
where [image: image] denotes the actual value, and [image: image] represents the predictive value.
MSE (Mean Squared Error) is the average of the squares of the differences between the predicted and actual values. It also measures the magnitude of the model error but is more concerned with the effect of significant errors than the MAE. Therefore, the MSE is more sensitive than the MAE, and a smaller MSE indicates a more accurate prediction result from the model.
[image: image]
RMSE (Root Mean Squared Error) is the square root of the MSE. It retains the magnitude of the error and has the same units as the target variable, making it easier to understand. A smaller RMSE indicates a more accurate prediction by the model.
[image: image]
R-squared is used to measure the ability of a model to explain the variation in the data. Its value ranges from 0 to 1, and the closer it is to 1, the better the model fits the data. R-squared can help us determine whether the model is over- or under-fitted, as well as the reliability and stability of the model.
[image: image]
4 RESULTS AND ANALYSIS
4.1 Prediction results and analysis
We conduct repeated experiments within the range of specific parameter values and compare experimental results to select the optimal results to obtain the model’s parameter values. The adjusted model parameters mainly include the following:
(1) Learning rate: The learning rate controls how much each weak learner (base learner) contributes to the overall model. A lower learning rate makes the model more stable but may require more weak learners to perform better. Typically, the learning rate takes values between 0 and 1. For example, in a gradient boosting model, a new regression tree [image: image], yielding:
[image: image]
is introduced into the objective function as follows: 
[image: image]
[image: image]
where [image: image] can be interpreted as the learning rate that scales the decision trees added to the model (Tibshirani, 1996). [image: image] is the strong learner obtained by cumulatively computing the tth regression tree.
(2) The number of weak learners (n_estimators): The number of weak learners is an essential parameter in the gradient boosting model, which controls the number of decision trees, namely, the complexity of the model, and affects the training time of the model. Increasing the number of weak learners can make the model more complex and better fit the training data. Weak learners can provide more decision bounds or function approximation capabilities, improving the model’s predictive performance. By iteratively adding more weak learners, the gradient boosting model can continuously improve and further reduce the training error. However, increasing the number of weak learners may also lead to overfitting problems and, thus, poor performance on new data. Therefore, a trade-off between model complexity and generalization performance is needed when choosing the number of weak learners.
(3) Maximum depth of trees (max_depth): The maximum depth of trees is another important parameter in the gradient boosting model, which controls the decision tree’s growth depth and significantly impacts the model’s complexity and generalization ability. A more considerable maximum depth of trees allows the decision tree algorithm to have more complex feature relationships, which can improve the model’s ability to fit the training data. However, too large a maximum depth of trees can make the model too sensitive to noise and random variation, reducing the model’s generalization ability.
Parameter selection is crucial. Taking the random forest and gradient boosting model as examples, we exhaustively search all possible parameter combinations within a given range and use cross-validation to evaluate the model’s performance to select the best parameter combination that performs well on the test set. These parameters include the “number of decision trees” and the “maximum depth of decision trees”, ranging from 1 to 100. By analyzing the experimental results, we find that different numbers of decision trees and maximum depths significantly affect the model’s performance. The results of the experimental images indicate that the performance of the gradient boosting model is optimal and stable when the number of decision trees and the maximum depth of decision trees reach about 20 (as shown in Figures 1C, D). In the random forest model, the number of decision trees and the maximum depth of the decision trees reach approximately 30 before reaching the optimal performance and starting to stabilize (Figures 1A, B).
[image: Figure 1]FIGURE 1 | The number and the maximum depth of the decision trees in the random forest and gradient boosting models. (A) Random tree training data. (B) Random tree testing data. (C) Gradient boosting decision tree training data. (D) Gradient boosting decision tree testing data.
In this study, multiple linear regression, decision tree, random forest, and gradient boosting models are used to predict the changes in corporate green innovation performance, and the prediction results are compared. Figures 2A–H shows the fitting effectiveness of the actual and predicted corporate green innovation performance values under four modeling algorithms. Compared with the previous three methods, the gradient ascent algorithm further improves the prediction accuracy of enterprise green innovation performance, and the trend of the predicted value coincides with that of the actual value. Table 5 lists the relevant evaluation indexes of each prediction model’s fitting effectiveness to the test set, including the R-squared and three error evaluation indexes of MAE, MSE, and RMSE. The smaller the value of the error evaluation indexes, the closer the R-squared is to 1, indicating that the smaller the deviation of the predicted value of the model from the actual value, the higher the accuracy of the prediction model. The comparison of the evaluation indexes of the fitting effect reveals that the values of all the error evaluation indexes of the gradient ascent model are significantly lower than those of the previous three models, and the R-squared value is closer to 1. Taking the MSE (Mean Squared Error) as an example, the value of the index of the test set of the gradient ascent model is 10.51, which is much lower than that of the multivariate linear regression (48.28), decision tree (59.67) and random forest (12.13).
[image: Figure 2]FIGURE 2 | The fitting effectiveness of the actual and predicted corporate green innovation performance values under four modeling algorithms. (A) Linear regression training data. (B) Linear regression testing data. (C) Decision tree training data. (D) Decision tree testing data. (E) Random forest training data. (F) Random forest testing data. (G) Gradient boosting decision tree training data. (H) Gradient boosting decision tree testing data.
TABLE 5 | Evaluation metrics of the models.
[image: Table 5]As shown in Figures 2C–F, the prediction performance of the random forest algorithm is superior to that of the decision tree algorithm. A decision tree divides and predicts the data by constructing a tree structure as a primary classification and regression method. However, the decision tree model tends to focus excessively on noise and outliers in the training data, resulting in deficiencies in model generalization and, thus, inevitable overfitting problems. Random forest, as an integrated learning method, randomly selects a portion of features and samples for training when constructing each decision tree, thus avoiding overfitting and improving the accuracy and stability of the model. Therefore, compared to the individual decision tree, the random forest model has better generalization performance and stability to deal with complex classification and regression problems (Hastie et al., 2009; Kotsiantis, 2013).
The gradient boosting algorithm outperforms the former three algorithms. The reasons for this can be categorized into two aspects: 1. In statistical data applications, random forests are usually over-fitted for noisy data in classification or regression studies. The method may result in multiple similar decision trees for data sets with different characteristics, which may bias the research results. The gradient ascent model, based on gradient optimization, has high prediction accuracy and strong generalization ability, which can better adapt to the characteristics of the data and flexibly deal with both continuous and discrete data, especially when dealing with data sets with non-linear relationships. In addition, the gradient ascent model is more suitable for solving the non-linear regression problem, while the random forest is more suitable for solving the classification problem (Chen, 2021). 2. Unlike random forests, which generate decision trees in parallel, the gradient boosting model is an iterative integration algorithm where each tree is formed sequentially and trained on the residuals of the previous tree. In addition, while random forests take an undifferentiated approach to the training set, the gradient boosting model assigns weights to different decision trees according to their importance (Jerome, 2001). This iterative approach makes gradient-boosting trees usually outperform random forests regarding predictive performance.
4.2 Relative importance analysis
The relative importance analysis of the predictor variables (Table 6) indicates that the relative importance of financial indicators, operational capacity, command-based environmental regulation, incentive-based environmental regulation, and industry attributes is 40.76%, 24.61%, 14.69%, 12.72%, 7.23%, respectively. Specifically, operating income growth rate, paid-in capital or equity, total profit, industry attributes, and completed investment in pollution control projects in the current year occupy the top five positions. Overall, first, the relative importance of financial indicators and operational capacity for corporate green innovation performance is remarkable. Second, the relative importance of command-based environmental regulation on corporate green innovation performance is more pronounced than that of incentive-based environmental regulation. Third, there is heterogeneity in the impact of the secondary indicators of each influencing factor. Fourth, there is industry heterogeneity in corporate green innovation performance.
TABLE 6 | Relative importance analysis of the predictor variables.
[image: Table 6]4.3 Partial dependency graph analysis
Based on the gradient boosting prediction model, we derive the partial dependency diagrams (Figure 3), which reflect the non-linear relationship between each influencing factor and corporate green innovation performance.
(1) corporate green innovation performance is enhanced with the rise of enterprises’ financial indicator variables, whose secondary indicators, especially paid-in capital or equity and total profit, are at the top of the relative importance ranking. On the one hand, sound and sustainable profitability is the material basis and fundamental guarantee for enterprises to increase capital accumulation, expand cash flow, and increase enterprise value. Companies with higher profits tend to have more financial reserves that can be converted into high-quality innovation resources and can better invest human, material, and financial resources. On the other hand, solvency adequacy helps companies alleviate the pressure of debt repayment and refinancing caused by environmental investments. As environmental investments are enormous and have a long payback period, companies with adequate solvency are more resilient to risk and uncertainty and, therefore, more willing to fulfill their social responsibilities. In addition, according to the financial accelerator theory, companies with solid balance sheets can avoid financing constraints, expand financing channels, and thus obtain more financial support to promote green innovation.
(2) The impact of operating capacity indicators on corporate green innovation performance is heterogeneous, among which the positive driving effect of the operating income growth rate is the most prominent, and this indicator also ranks first in the relative importance ranking. First, enterprises with solid operating capacities usually perform well in coordination and optimization, thus ensuring the rational allocation and effective use of green innovation resources. Second, higher cash flow means more realizable assets and redundant resources to invest in environmental protection. Third, a high operating income growth rate means good business prospects, which raises market expectations and attracts high-quality green innovation resources, such as capital, talent, technology, and policy preference, for green innovation R&D.
[image: Figure 3]FIGURE 3 | Partial dependency graph based on the gradient boosting prediction model.
However, as one of the manifestations of the development capacity of enterprises, the total asset turnover ratio has a negative driving effect. Enterprises with a high total asset turnover ratio have a pronounced growth capacity. They are in a period of rapid growth, focus more on their growth and expansion, and cannot devote sufficient resources to social responsibilities, including environmental protection (Cambell, 2007). Conversely, enterprises with a relatively low total asset turnover ratio may be mature and have greater flexibility to engage in environmental protection; Furthermore, due to their limited development capacity and the profit motive, they are more inclined to engage in green innovation reforms to reduce their dependence on the environment, improve the efficiency of resource use, and thus enhance their competitiveness.
(3) There is either an increase or a decrease in the corporate green innovation performance with the constraints of the command-based environmental regulation. The positive driving effect of environmental penalty decisions is the most pronounced. The reason is that, on the one hand, external stakeholders’ negative expectations and evaluations of the penalized enterprises lead to corporate financial losses, prompting managers to adopt green innovation strategies and rebuild their social image; on the other hand, the corporate economic losses resulting from the penalties force enterprises to compensate for their deficiencies, to improve the defects of corporate governance mechanisms and to produce more competitive green differentiated products.
The number of EIA document approvals for construction projects in the current year shows the opposite. To some extent, substitutability exists between the approval of EIA documents and the green patents obtained: By relying on the approval of environmental compliance by authorities, enterprises are bound to lose part of their innovation initiative. First, the cost of obtaining approvals may crowd out the green innovation inputs. Second, when the cost and the payback period of green investment are much higher than those of the EIA document approvals, the enterprise will need more incentive to improve its green innovation performance.
(4) The completed investment in pollution control projects in the current year and investment in industrial pollution control positively regulate corporate green innovation performance. On the one hand, pollution control investment stimulates enterprises to accelerate structural adjustment and promotes technological innovation and industrial upgrading; on the other hand, it guides the optimistic expectations of the market, attracts financial and private capital to flow into the green field, increases the accessibility of green financing for enterprises, and invigorates the development of green innovation.
The impact of the environmental tax shows an “inverted U″ shape, which implies that rational intensity is the key to effectively carrying out the environmental tax. If the cost of environmental protection is much higher than that of the environmental tax, the tax will be ineffective in preventing the enterprises from environmental vandalism; on the other hand, overly stringent taxation may cause a deterioration in the enterprise’s financial situation, resulting in a crowding-out effect on environmental investment behavior. In addition, it may trigger numerous enterprises’ relocation to avoid environmental pressures, thereby hindering regional economic development.
In this study, the above empirical results are significant for predicting and managing corporate green innovation performance in research and practice. Consistent with previous studies (Guo, 2019; Li and Xiao, 2020; Zhang, 2020), we found that the key to promoting corporate green innovation performance lies in effectively regulating the enterprises’ internal driving mechanism and rationally selecting external policy tools. Furthermore, this study not only offers a practical and effective corporate green innovation performance prediction model but also relies on a more diverse set of corporate financial indicators and environmental regulation tools to provide innovative empirical evidence for the debate on whether corporate financial capability and environmental regulation have a “conflict” or “coordination” effect on corporate green innovation performance and clarifies effective ways to incentivize corporate green innovation. Concretely, 1. Predict corporate green innovation performance. The gradient boosting model can help stakeholders accurately predict corporate green innovation performance through output indicators that reflect the green innovation performance of different enterprises. 2. Identify best practices. By comparing the green innovation performance of different enterprises and examining the relative importance and non-linear relationship of various influencing factors on corporate green innovation performance, decision makers such as governments and micro-entities can identify the best practices to optimize the top-level policy design and the resource base of enterprises and enhance the corporate green innovation performance. 3. Guide policy formulation. Accurate corporate green innovation performance prediction can provide an essential reference for policymakers to formulate targeted policies and interventions, thus realizing a “win-win” situation for environmental protection and enterprises’ competitiveness enhancement.4. Simulate the effect. The prediction model can simulate the effects of various influencing factors on corporate green innovation performance. By simulating the impact of different policies and strategies, we can better understand the results of each influencing factor on the green innovation performance of enterprises and provide a reference for decision-making by all parties.
We have attempted to introduce deep learning models, such as neural network models, for prediction and comparison in this study; however, as deep learning models are prone to overfitting problems, their predictions are not as effective as gradient boosting models and random forest models, and we initially speculate the reason is that the parameters have not been set optimally. In future studies, we will continue to refine our research on this issue and introduce deep learning models and other models into related research areas.
5 CONCLUSION AND IMPLICATIONS
This study uses machine learning algorithms to predict the green innovation performance of micro-entities, examines the effectiveness of internal driving mechanisms and external environmental regulation tools, and differentially empirically analyses the effects of heterogeneous corporate financial capabilities and environmental regulation tools on corporate green innovation performance in the Chinese context, providing valuable insights for the government to optimize the top-level design of policies and for enterprises to enhance their green competitiveness. The conclusions are as follows.
First, the gradient ascent algorithm can best predict corporate green innovation performance. Second, the relative importance of financial indicators and operating capacity is more prominent, and the non-linear influence of financial indicators on corporate green innovation performance has a significant positive incentive effect, indicating that the impetus from enterprises’ internal driving mechanism is crucial for enterprises’ green transformation. The relative importance of the industry attributes is noteworthy, implying that significant industry heterogeneity exists in the enterprises’ environmental strategy choices. Third, the effects of the operating capacity indicators in the internal driving mechanisms on the corporate green innovation performance show non-linearity and heterogeneity. The operating income growth rate presents a positive correlation trend, while the total asset turnover ratio has an inhibiting effect on the enhancement of green innovation performance, illustrating that enterprises in the rapid development period are prone to neglect the enhancement of green competitiveness. Fourth, similarly, regarding the command-based environmental regulation, the administrative penalty has an apparent inducing effect on the corporate green innovation performance, while the approvals of EIA documents for construction projects in the current year exhibit a crowding-out effect. In the incentive-based environmental regulation, the driving effect of the completed investment in pollution control projects and the investment in industrial pollution control is positive; nevertheless, the environmental tax indicator presents an inverted U-shape, implying that overly stringent environmental tax regulation may impede the development of corporate green innovation. Based on the research, we propose the following suggestions.
(1) To achieve incentives for corporate green innovation performance, the government should accurately position and formulate policies for each micro-entity according to the corporate green innovation performance prediction model and reasonably allocate innovation resources. First, reinforce the command-based policy control carried by laws and regulations, complemented by stringent enforcement, to achieve a fundamental transformation in the green development concept of enterprises. Second, increase investment in pollution control projects to incentivize enterprises to engage in green production and innovation. In addition to the subsidies provided by the central government, the government should improve the financing mechanism for the green transformation of enterprises and provide green credit support to alleviate the cost and the financing constraints of enterprises; furthermore, the government should promote the diversification of the investors and accelerate the marketization of environmental operation and management by establishing a sound market mechanism for environmental investment. Third, regulate the intensity of environmental regulation enforcement. For example, adjust the structure of the environmental tax system, improve the design of tax rates and taxation management, and enhance the elasticity of the tax system to avoid the adverse effects of excessive tax intervention.
(2) Enterprises should fully apply the green innovation performance prediction model to adjust their development plan and resource bases to achieve their innovation goals. First, they should improve the internal driving mechanism of green innovation and focus on financial and operational optimization. Specifically, they should accumulate redundant resources and enhance their operating capacity to fulfill their environmental responsibilities better and to build green competitive advantages; besides, they should comply with the environmental regulatory constraints, enhance their social responsibility image, and improve investor evaluation to obtain more green innovation resources and preferential policies. Second, improve the transparency of corporate information by applying prediction models of corporate green innovation performance, effectively alleviating the degree of information asymmetry of internal and external investors and invigorating their enthusiasm for environmental protection investment. Third, industries or enterprises with outstanding green innovation capabilities should fully play their demonstration and leading roles in energy, emission reduction, and green transformation to motivate the green development momentum of the whole market and achieve high-quality social and economic development.
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