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Introduction: The Vision Transformer (ViT) model, which leverages self-
supervised learning, has shown exceptional performance in natural image
segmentation, suggesting its extensive potential in visual tasks. However, its
effectiveness diminishes in remote sensing due to the varying perspectives of
remote sensing images and unique optical properties of features like the
translucency of greenhouses. Additionally, the high cost of training Visual
Foundation Models (VFMs) from scratch for specific scenes limits their
deployment.

Methods: This study investigates the feasibility of rapidly deploying VFMs on new
tasks by using embedding vectors generated by VFMs as prior knowledge to
enhance traditional segmentation models’ performance. We implemented this
approach to improve the accuracy and robustness of segmentation with the
same number of trainable parameters. Comparative experiments were
conducted to evaluate the efficiency and effectiveness of this method,
especially in the context of greenhouse detection and management.

Results: Our findings indicate that the use of embedding vectors facilitates rapid
convergence and significantly boosts segmentation accuracy and robustness.
Notably, our method achieves or exceeds the performance of traditional
segmentation models using only about 40% of the annotated samples. This
reduction in the reliance on manual annotation has significant implications for
remote sensing applications.

Discussion: The application of VFMs in remote sensing tasks, particularly for
greenhouse detection and management, demonstrated enhanced segmentation
accuracy and reduced dependence on annotated samples. This method adapts
more swiftly to different lighting conditions, enabling more precise monitoring of
agricultural resources. Our study underscores the potential of VFMs in remote
sensing tasks and opens new avenues for the expansive application of these
models in diverse downstream tasks.

visual foundation model, remote sensing downstream tasks, greenhouse, deep Learning,
remote sensing foundation model
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1 Introduction

The advent of the large language foundation model ChatGPT
(Brown et al., 2020) has sparked a surge in research on big model
technologies and their applications. The launch of GPTs has allowed
users to create custom models for specific purposes, significantly
expanding the scope and depth of model applications. Some studies
have attempted to introduce the same learning paradigm into the
field of computer vision, resulting in a series of self-supervised pre-
training models (for example, Segment Anything Model (SAM)
(Kirillov et al., 2023) and Dinov2 (Oquab et al,, 2023), etc). They
claim that those models are able to understand image content
through contrastive learning (Chen et al, 2020; He et al., 2020)
or Masked Image Modeling (MIM) (He et al., 2022; Xie et al., 2022),
demonstrating superior performance in certain tasks based on
natural images. For instance, SAM has shown its generalization
capability on most natural images after being evaluated on various
zero-shot tasks across more than 23 datasets.

However, when applied to certain specific remote sensing
images or features, their generalization performances decreased
significantly (Osco et al, 2023; Yan et al, 2023; Tolan et al,
2024). This situation can be intuitively attributed to the lack of
remote sensing samples in the dataset, but the main reason lies in the
differences between the features of natural and remote sensing
images (Bioucas-Dias et al., 2013). This includes the unique
perspective of satellite remote sensing imaging and the multi-
scale nesting characteristics of features within image. Besides,
features in remote sensing images displayed special optical and
texture properties, which also cause poor performance of models
trained from natural images. For example, a building has more
blurred boundary and less feature in the remote sensing image than
in the natural image.

To build a visual model used in the remote sensing field, an
natural idea is to train a foundation model from scratch on a massive
remote sensing dataset. Jamie Tolan (2024) trained a self-supervised
remote sensing image model on 18 million remote sensing image
data, which was applied to the estimation of tree heights with good
results. Cong et al. (2022) developed a new network called SatMAE,
which was trained on 700,000 remote sensing images and surpassed
the performance of supervised training methods, achieving state-of-
the-art (SOTA) results. Yuan et al. (2024) introduced ChatEarthNet,
which includes 170,000 image-description pairs for training text-
image foundational models. Guo et al. (2023) trained the largest
multimodal remote sensing foundational model on 21.5 million
images, setting a new benchmark for SOTA performance in
multimodal remote sensing models. Although this approach
indeed achieved some significant outcomes, the training process
of the foundation model required a large amount of computational
power (for example, training DINOV2 requires 96 A100 GPUs). In
some current studies, this investment is nearly one-time and cannot
serve well for other applications, leading to a certain waste of
resources. Moreover, current remote sensing technology is more
of an application-oriented method, with remote sensing data sources
growing at a PB level daily, it is nearly impossible to traverse all
regional remote sensing data. Also, the specific tasks faced by remote
sensing are complex and varied, making it difficult to form a unified
task description. Seen from this point of view, it limits the
development of remote sensing foundation model to some extent.

Frontiers in Environmental Science

10.3389/fenvs.2024.1395337

For example, with the same resolution, plastic greenhouses may
present various shapes and tones, even combinations of multiple
patterns; and at different spatial resolution scales, the same plastic
greenhouses may show completely different features (such as the
degree of light transmission caused by translucent materials) (Lin
et al,, 2021; Sun et al,, 2021; Zhang et al.,, 2021; Feng et al., 2022).

As an important but relatively scattered agricultural
infrastructure, it is obviously difficult to build a specialized visual
model for categories like greenhouses. Ma et al. (2021) labeled a large
number of greenhouses at multiple locations for training a dual-task
neural network and achieved excellent extraction results. This
method involved extensive labeling work. Zhang et al. (2023)
used a method of automatically generating labels to train neural
networks for greenhouse extraction, and the extraction performance
lagged behind supervised learning using manually labeled data.
Moreover, these methods require building complex models to
achieve better results, and the cost of training these models from
scratch is very high. Zhu et al. (2024)proposed a knowledge transfer
framework that can use the knowledge of pre-trained models for the
training of segmentation models, achieving label-free segmentation.
Although this method used a large number of labels to train the pre-
trained model, its knowledge transfer approach is highly insightful.
With the advent of foundation models, utilizing the rich pre-training
knowledge of unsupervised pre-trained foundation models is
expected to reduce the dependence of models on the number of
samples and lower the cost of training models. However, it is
obviously difficult to build a specialized visual model for
categories like greenhouses. The greenhouse has unique material,
complex spectrum and blurred edge gradient features, which makes
the application effects of visual foundation models (VFM) relatively
poor. Therefore, how to effectively implement a rapid transfer from
a general foundation model has become an inevitable issue in the
development of remote sensing foundation models. Keyan et al.
(2023) have proposed that foundation model can be seen as a
repository for a large amount of general knowledge, which can
be transferred and shared across domains to significantly reduce the
need for specific task annotation data. In this context, most existing
researches based on foundation models rely entirely on the feature
encoding ability of the foundation model by constructing simple
Head networks at the output end of the foundation model. Although
some studies have proven that this method can indeed improve the
accuracy and accelerate model convergence on specific tasks (Devlin
etal, 2018; Clark et al., 20205 Raffel et al., 2020), they hardly transfer
and test it totally on a new class or feature extraction task. In fact, the
distribution of features and the observation method of remote
sensing images mean that some features might not be explicitly
encoded (i.e., self-supervised features are implicit in shallow
information or combinations of multiple levels) (Kingma and
Welling, 2013), so how to better utilize the encoding features of
foundation model and how to transfer and share knowledge to new
tasks will be a valuable research question. This idea has made some
progress in the medical field (Hu et al., 2023; Mazurowski et al.,
2023), but there are currently no good research examples in the
remote sensing field.

To better utilize the encoding features of general visual
foundation model and achieve rapid deployment and transfer of
foundation model, this study proposes a joint inference framework
combining basic visual models and lightweight convolutional
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The above shows the entire process of utilizing the general knowledge of a foundation model. This study focuses on the transfer process, combining
the trained foundation model with a lightweight convolutional network, enabling the model to achieve higher performance and greater robustness with

fewer training samples.

models. This framework integrates the general encoding strategies of
visual foundation models with geoscientific knowledge-driven
model training schemes, focusing on agricultural greenhouse data
to drive traditional lightweight convolutional networks with a small
sample set, building a bridge between multi-level encoding features
and inference results of general visual models. Extensive
experiments show that our method can achieve swift transfer of
application tasks for general visual models, improve land feature
segmentation effects, enhance model generalization capabilities, and
reduce model dependence on sample quantity. The remaining
sections are organized as follows: Section 2 introduces the overall
concept, specific implementation details, datasets, and experimental
settings; Section 3 presents the experimental results and reflections
prompted by the results, followed by a conclusion and outlook on
the study.

2 Materials and methods
2.1 Overview

This study aims to explore how to obtain general knowledge
during the model inference phase and transfer it to lightweight
networks. As illustrated in Figure 1, the visual foundation model
includes two parts: the training phase and the inference phase.
During the training phase, researchers perform self-supervised
pre-training on the foundation model to prepare for the
subsequent inference process. This study focuses on the
inference phase, specifically on directly extracting and utilizing
the general knowledge from the baseline model during the
inference process of applying it to downstream tasks. This
general knowledge is integrated into a lightweight network,
which is then trained with a few supervised samples to learn
to use this knowledge. Here, UNet is used as a lightweight
network and is combined with VIT, which is called VFEM-
UNet. The VFM-UNet network structure is displayed in
Figure 2. Additionally, we designed a replaceable prediction
head for this network structure, incorporating two mainstream
architectures of current deep learning segmentation models: the
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encoder-decoder structure and the Atrous Spatial Pyramid
Pooling (ASPP) (Chen et al., 2017) structure. Figure 3 shows
the network with the prediction head replaced by the ASPP
structure, which is called VFM-ASPP.

The core design of this study lies in training only the lightweight
network to integrate the general knowledge from the foundation
model, without training the foundation model weights. The purpose
of this design strategy is to reduce the demand for computational
resources during the model training process, simultaneously
enhance the model performance on specific tasks by utilizing the
pre-trained general features in the visual foundation model
encoding blocks.

2.2 Knowledge transfer framework

As shown in Figure 2, this study proposes a Knowledge Transfer
Framework that integrates a visual foundation model with a
lightweight convolutional network. Within this framework, the
encoding block employed by the visual foundation model is the
Vision Transformer (ViT) (Dosovitskiy et al., 2020). The output
features of ViT are combined with those from the encoding block of
the convolutional network, followed by an up-sampling of the
merged features through a decoding block, ultimately generating
the segmented image. Throughout the entire VEM-UNet training
process, the encoder of ViT and its outputs are frozen and do not
participate in gradient calculations.

Given that ViT requires input shapes to be fixed, remote sensing
images of varying sizes cannot be directly fed into ViT. Thus, image
preprocessing is necessary to adapt these images to the size
requirements of the ViT encoding block. This preprocessing
involves resampling the image to match the long side to the
required dimensions of the encoding block, followed by zero-
padding to shape the image for ViT output. Taking Dinov2 as an
example, an image from the training set sized 200 x 400 x 3 is
resampled to 224 x 224 x 3. This allows for direct inference using
ViT without modifying its structure and weights.

Lgce = —(ylog (p(x) + (1 -y)log (1 -p(x)) (1
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Overview of VFM-UNet. The ViT encoder serves as the feature extraction portion of the foundation model, and this component is frozen
(untrainable). The self-attention blocks within the ViT encoder produce four embeddings, which are combined with the outputs from four trainable
encoder blocks. These combined features are then input into decoder blocks to reconstruct the high-level features into segmentation maps.

2p(x
Lpice =1~ #)yz (2)
p(x) +y
Lgeg = Lpce + Lpice (3)

where y represents the ground truth values, and p (x) represents the
values predicted by the model.

In ViT, to capture both low-level and high-level features of
images, four different levels of embeddings are selected,
extracted from the outputs of the Oth, 1/3rd, 2/3rd, and the
final self-attention block, respectively. As illustrated in Figure 2,
these four embeddings are concatenated with the output of
the encoder block of the lightweight convolutional network
along with the channel dimension. The framework in
this study includes four trainable encoder blocks, each
reducing the image size by half and doubling the number of
channels. The general knowledge integrated into the lightweight
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convolutional network is then progressively restored to the
image size using decoder blocks, with the segmented image
resized back to 224 x 224. This segmented image is then resized
back to the original image size through a process inverse to the
preprocessing.

This study utilizes a combination of Binary Cross-Entropy
(BCE) loss and DICE loss as the loss function (see Eq. (3)). BCE
loss (see Eq. (1)), appropriated for binary classification tasks, aims to
minimize the divergence between model predictions and actual
labels by calculating the cross-entropy between them (Jadon,
20205 Tian et al, 2022). DICE loss (see Eq. (2)), designed to
assess the similarity between two samples, seeks to improve the
detection of positive samples (Milletari et al.,, 2016; Sudre et al.,
2017). In the ground feature extraction task from remote sensing
imagery, due to the pronounced imbalance between background and
target pixel counts, this loss function combination assists in
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Overview of VFM-ASPP. Using the ASPP structure to process the high-level features obtained from the foundation model, the feature extraction
here includes ViT and the encoder module in Figure 1. ASPP only requires high-level features and does not need low-level features.

alleviating data imbalance issues and further enhances the details in
feature extraction (Wazir and Fraz, 2022).

2.3 Image decoder

After obtaining advanced features of the image, VFM-UNet
predominantly uses a decoder to restore image features. Drawing on
the classic encoder-decoder structure of UNet (Ronneberger et al.,
2015), this study designed four decoder blocks to progressively
restore image features. Each block increased the image size
twofold while halving the number of channels. Each decoder
block received the output from the corresponding encoder block
as well as the output from ViT. Since the self-attention blocks in ViT
do not alter the size of the features, bilinear interpolation for
upsampling is necessary before entering the encoder block to
adjust the feature size to meet the requirements of the decoder block.

Due to the use of multiple pooling operations, the encoder-
decoder structure in VEM-UNet faces difficulties in extracting
features from very small targets. Therefore, as shown in Figure 3,
this framework also employ ASPPto process the advanced
features acquired by the encoder, which is called VEM-ASPP.
ASPP, which is the prediction head of DeepLabv3, uses atrous
convolutions with different sampling rates to capture contextual
information at various scales during convolution, enhancing the
model’s ability to acquire information about objects of different
sizes. Unlike the decoder structure of UNet, ASPP includes 1 x
1 convolutions, preventing the complete loss of feature
information for very small objects. Additionally, most of
ASPP’s
upsampling is based on a fixed algorithm and does not have

structure is trainable, whereas the decoder’s
learnable parameters. The ASPP block only needs to process the
advanced features that are a fusion of the output from the fourth

encoder block and embeddings. After undergoing multiple sizes
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of atrous convolution processing, the output features are directly
upsampled to the image shape matching the input to ViT, and
then restored to the original image size through operations that
reverse the preprocessing steps.

2.4 Dataset and experiment

As of 2018, the area of greenhouse construction in Jiangsu
Province, China, has reached 339,403.34 ha, ranking first among
all provinces in China. In recent years, Jiangsu Province has been
actively promoting the intelligent transformation of greenhouse
facilities, involving a variety of greenhouse types, including glass,
plastic, vegetable, and aquaculture greenhouses, etc.

This study utilized Gaofen-2 satellite imagery, with a
panchromatic band spatial resolution of 0.8 m and a
multispectral band resolution of 3.2 m. By fusing the
panchromatic and multispectral bands, the spatial resolution
was enhanced to 0.8 m. The study collected a total of
3,894
greenhouses in the

images. Using ArcGIS’s vector drawing tool, the

images were manually annotated.
Subsequently, the vector labels were rasterized through batch
processing using code to obtain the corresponding binary image
labels. Each image and its corresponding label together constitute
a sample. During sample creation, the first step involved ensuring
that all images and labels matched in terms of coordinate system,
resolution, and size. Any null values generated during sample
production were then removed. Finally, all samples were
uniformly converted into TIFF format images. As illustrated
in Figure 4, these samples are randomly distributed in areas of
Jiangsu Province where greenhouses are either densely packed or
dispersed. Additionally, some areas without greenhouses were
randomly included to introduce noise into the dataset, enhancing

the robustness of the trained model. Since the images required
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FIGURE 4
Distribution of all samples, along with the showcases of some images in the dataset. The spatial resolution of each image is 0.8 m.

TABLE 1 Comparison of the our method and benchmark network

preprocessing to fit the input requirements of ViT, no uniform
performance.

shape processing was applied when producing the dataset.
loU Precision OA Recall F1- All samples were divided into training, validation, and test sets
in a 6:2:2 ratio. To discover the impact of different numbers of

UNet 0.7727 0.8098 08962 0.9436 08716 samples on model performance, the number of samples in the
validation and test sets was fixed at 778, ensuring consistency in
UNet (resnet50) | 0.7532 0.7840 09068 = 0.8889 0.8332 . . .. . Lo

evaluation across different training set sizes. By adjusting the
VFM-UNet 0.7870 0.8230 0.9045  0.9472 0.8807 number of training set samples, researchers could assess the

trend of model performance with different sample quantities.

Deeplabv3 0.5604 0.5943 07559 0.8533 0.7006 ) ) ]
(resnet50) In this study, experiments were conducted on multiple

foundation visual models and several lightweight convolutional
VEM-ASPP 0.6108 0.6669 07893 0.8261 0.7380

networks. To ensure uniformity in evaluation, all models were
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FIGURE 5

Comparing the performance of benchmark and our proposed methods. (A1-E1) are the manual annotations of greenhouses. (A2—E2, A3—-E3, A4-
E4) show the comparison of greenhouse extraction results between VFM-UNet and the benchmark. (A5—E5, A6—E6) show the comparison of results

between VFM-ASPP and the benchmark.

trained with the same parameter settings: a batch size of 14, an initial
learning rate set at 2e-3, which decreased to 2e-5 over 200 training
epochs using a cosine function. At the same time, both the training
and validation sets underwent zero-mean normalization. All models
employed a mixed loss function of binary cross-entropy loss (BCE
loss) and Dice loss during training and validation phases. All metrics
on the test set were calculated based on the model parameters at the
end of the 200th training epoch. To evaluate model performance
with a limited number of samples, no data augmentation techniques
were used during the training of all models.
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3 Result and discussion

3.1 The foundation model enhances the
network’s performance in
segmentation tasks

In Table 1, “VEM-UNet” and “VFM-ASPP” represent our
models that process high-level features from the foundation
model through decoder and ASPP structures, respectively, as
showed in Figures 2, 3. Separately, Table 1 presents a
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TABLE 2 Comparison of the parameter quantity between our method and
UNet with ResNet50.

Model Million parameters

UNet (resnet50) 43.93

VEM-UNet 42.53

TABLE 3 Comparing the performance of models trained with training sets of
different sample quantities.

OA Recall F1-

loU Precision

UNet 0.7727 0.8098 0.8962 | 0.9436 0.8716

VEM- 0.787 0.823 0.9045 | 0.9472 0.8807
UNet (100%)

VEM- 0.7786 0.8146 0.8995 | 0.946 0.8754
UNet (90%)

VEM- 0.7841 0.8191 09024  0.9481 0.8789
UNet (80%)

VEM- 0.7811 0.8177 09012 | 09454 0.8769
UNet (70%)

VEM- 0.7766 0.8153 0.8988 | 0.9423 0.8742
UNet (60%)

VEM- 0.7715 0.8119 0.8958 | 0.9393 0.8710
UNet (50%)

VEM- 0.7771 0.8158 0.8989 | 0.9422 0.8745
UNet (40%)

VEM- 0.7663 0.8091 0.8933 | 09352 0.8676
UNet (30%)

VEM- 0.7637 0.808 0892 09331 0.8661
UNet (20%)

VEM- 0.7282 0.7829 0.8715 | 09123 0.8427
UNet (10%)

comparison of various networks’ performance on the training set,
including UNet, DeepLabv3, and a variant of UNet with ResNet50 as
the encoder. The results demonstrate that after integrating
foundation visual models, the method proposed in this study
significantly outperforms all benchmark networks across multiple
performance metrics, achieving the best results in terms of
Intersection over Union (IoU), precision, recall, and Fl-score. It
slightly lags the UNet utilizing ResNet50 in Overall Accuracy (OA),
which may be attributed to the network’s incorporation of generic
knowledge, leading to a preference for segmenting each category
(background and target in this study). This results in a trade-off
where the model sacrifices OA for substantial improvements in
precision and recall. Furthermore, employing ResNet50 as UNet’s
encoder and the network structure used for the decoder in this study
are similar to using UNet with different backbones. However, due to
the parameters of the foundation visual models being frozen during
training, only the encoder and decoder are trained. As shown in
Table 2, compared to UNet with ResNet50 as the backbone, VFM-
UNet not only achieves superior performance but also demands
lower computational resources. Additionally, compared to some
current Parameter-Efficient Fine-Tuning (PEFT) methods such as
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knowledge distillation and weight remapping, the approach in this
study is structurally simpler. It directly places the smaller model after
the feature output of the larger model, without the need to establish a
connection between the foundation model and the smaller model.

As shown in Figure 5, the UNet network faces issues of under-
segmentation and misclassification in the task of greenhouse
After knowledge
foundation model, VFM-UNet significantly reduces such issues,

segmentation. integrating  generic from
leading to a notable improvement in segmentation outcomes.
5B,C that UNet and UNet with

ResNet50 misidentify non-greenhouse objects as greenhouses in

Figures demonstrate
the imagery. Figures 5A,D,E show “adhesion” problems where two
separate greenhouses located close to each other are incorrectly
merged, with the road between them also being recognized as part of
a greenhouse. VFM-UNet significantly lowers the likelihood of these
two scenarios occurring. Figure 5D shows that in the segmentation
of densely packed greenhouses, the boundaries of greenhouses
segmented by UNet and UNet (resnet50) might appear distorted,
which does not match the actual boundaries of the greenhouses. In
contrast, VFM-UNet extracts smoother greenhouse boundaries
compared to the benchmark. This might be because the
foundation model contains knowledge of greenhouses, allowing it
to extract straighter boundaries during feature extraction, resulting
in smoother greenhouse boundaries in  VFM-UNet’s
segmentation results.

In the task of extracting greenhouses from remote sensing
images, the DeepLabv3 network uses ResNet50 as the feature
extractor and combines ASPP to process high-level features. The
atrous convolution settings in ASPP make it effective at capturing
large-scale object features, but it may fail to capture enough detail
when dealing with small, regular structures. As a result, its
performance is worse than that of UNet and its variants.
However, by integrating the general knowledge of the foundation
model in the feature extraction part, this study’s framework
mitigates these issues to some extent. This additional information
helps reduce misclassification and
effectiveness (Figure 5A5-E5, A6-E6).

improves segmentation

3.2 The foundation model decreases the
requirement for the quantity of samples

Table 3 demonstrates the performance of VFM-UNet across
training sets with varying sample quantities. During training, we
only changed the number of training samples without altering any
other hyperparameters. In Table 3, “VFM-UNet (90%)" represents
the model trained with 90% of the randomly selected samples from
the training set. Similarly, when training the model with different
numbers of samples, the proportion of positive samples (those
containing greenhouses) and negative samples (those without
greenhouses) in the sample set may change. VFM-UNetrequire
only about 40% of the training set sample volume to achieve
performance levels comparable to those of benchmark networks
without the use of visual foundation model on full training samples.
This finding significantly substantiates the reduced necessity for
training sample quantities in specific remote sensing object
extraction tasks within our research framework. In fact, even
when the quantity of training samples is reduced to 20%, the
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Label Unet (with 100% samples) (with 40% samples)  (with 10% samples)

FIGURE 6
The performance comparison between UNet and VFM-UNet on training sets with varying numbers of samples. (A1—-E1) are the manual annotations

of greenhouses. (A2—E2) shows the greenhouse segmentation results of UNet, with extracted greenhouses marked in red. (A3—E3, A4—E4, A5—E5) show
the greenhouse extraction results of VFM-UNet on training sets using different sampling rates, with extracted greenhouses marked in blue.

model’s performance remains close to that of the benchmark  decreased to 10% that a notable decline in model performance
networks. It is only when the sample quantity is further is observed.
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FIGURE 7

The metric comparison between the benchmark and our proposed methods on training sets with different numbers of samples is shown. (A), (B), (C),
and (D) compare the loU, Precision, Overall Accuracy (OA), and Recall of these models, respectively.

Figure 6 demonstrates that VFEM-UNet significantly reduces
misjudgments on unseen data (Figure 6A, C, D, E) compared to
the benchmark. After reducing the training data samples, VFM-
UNet shows similar metrics to the benchmark (Table 3), but
maintains good stability in areas where the UNet method
misjudges, avoiding misclassification. It is only when the
sample quantity is reduced to 10% that the model exhibits
poorer prediction results. Our training data includes negative
samples, and when the sample quantity is reduced to 10%, the
proportion of negative samples may be too high, leading to a
significant decrease in the model’s ability to segment targets.
Figure 6B shows that our method accurately judges the absence
of greenhouses within the red box, whereas the UNet method
tends towards identifying them as greenhouses. In reality, the
area within the red box should not be considered a greenhouse,
indicating a labeling error. VFM-UNet accurately determined
the presence or absence of greenhouses at this location,
demonstrating the model’s accuracy on unseen data. Even in
areas prone to misclassification during manual annotation, the
model performed well.
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UNet and DeepLabv3 represent two mainstream approaches in the
field of deep learning for image segmentation. The UNet model
employs a typical encoder-decoder structure, initially extracting
advanced features of the image through the encoder and then using
the decoder to upsample, gradually restoring the image size. In contrast,
the DeepLabv3 model is based on the atrous convolution algorithm. It
also refines semantic information step by step using an encoder but
applies atrous convolution directly after the encoder to expands the
receptive field and utilizes a pyramid structure to obtain multi-scale
information, eventually upsampling directly to the original image size.

As illustrated in Figure 7, VEM-ASPP proposed in this study
outperforms DeepLabv3 in terms of IoU, precision, and overall
accuracy (OA). Even with only 10% of the training set’s sampled
data, the of VEM-ASPP that of
DeepLabv3 trained on the entire training set. This significantly
the labeled training
segmentation models. Figure 7 also shows some significant

performance surpassed

reduces demand for samples when
fluctuations, indicating that the model’s performance does not
always improve with an increase in the number of training

samples. This is due to the presence of negative samples in the
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Training and validation loss curves for all models over 200 epochs. (A) Training loss for U-Net and VFM-U-Net with varying sample sizes (10%—
100%). (B) Validation loss for the same models and sample sizes. The curves demonstrate how different sample sizes impact the convergence and

performance of the models during training and validation.

Trained with
remote sensing

Trained with
natural image

FIGURE 9

Comparison of feature maps generated by models trained with remote sensing images and natural images. Rows (A1-D1) display the feature maps
from models trained with remote sensing images, while rows (A2—D2) show the feature maps from models trained with natural images.

training set (images without greenhouses, labeled entirely as zeros). A
change of 10% in the number of samples could result in a higher
proportion of negative samples, thereby reducing the model’s ability
to segment the target effectively. Compared to VFM-UNet, VFM-
ASPP exhibits more pronounced performance fluctuations. This may

Frontiers in Environmental Science

11

be because VEM-ASPP has far fewer trainable parameters than VEM-
UNet, causing the model to approach overfitting when trained on a
small amount of data. The significant improvement in VEM-ASPP’s
recall with the increase in the number of training samples also
supports this point. As VFM-ASPP overfits, the model tends to
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predict more positive samples during inference, resulting in more false
positives (FP), which leads to a decrease in precision and an increase
in recall.

Although the improvements of VFM-UNet are more significant
compared to VEM-ASPP, the encoder-decoder structure of VFM-
UNet, exemplified by UNet, has its limitations, such as the potential
loss of small object information due to the extensive use of pooling
layers. ASPP was proposed to address this issue. Therefore, one
future research direction is to explore how to further enhance the
performance of visual foundation model on networks based on
atrous convolution, such as DeepLabv3.

3.3 The foundation model enhances the
network’s generalization capability
and stability

Figure 6 and Table 3 both display the model’s results on a test set
with the same data distribution. When the model is trained with 100%
of the samples, it achieves a high accuracy of 90.45% on the test set,
demonstrating its strong generalization ability. This indicates that the
lightweight convolutional network has learned to utilize the general
knowledge from the foundation model. As a result, on unseen data,
the convolutional network using the foundation model can leverage
general knowledge and high-level features of the imagery to segment
specific objects, enhancing its generalization performance.

Figure 8 shows the train loss and validation loss of the model
under different sample sizes as epochs progress. The results indicate
that even with a very small number of samples, the model converges
after 200 training epochs and exhibits excellent performance on the
validation set. This demonstrates that the proposed framework
effectively captures image features, enabling efficient model
training and performance improvement. When using 100% of the
data samples, the loss function curve on the validation set (yellow
curve) for our method is smoother compared to the benchmark curve
(red curve). This implies that VFM-UNet has stronger and more
stable generalization capability on unseen data. As the sample size
decreases, the network trained with 40% of the samples also shows a
relatively smooth loss function curve on the validation set (green
curve). In fact, even when the sample size is reduced to 30% and the
loss function curve on the validation set begins to show significant
fluctuations, it still exhibits less fluctuation compared to the
benchmark. This proves the stability of our method when training
with a small sample set.

Models integrated with general knowledge exhibit enhanced
generalization capabilities and more stable performance, likely
because foundation model can inherently capture the advanced
features required for segmentation tasks. Figure 9 shows the class
activation maps (CAM) generated by the dinov2 model when
trained on different datasets, specifically a natural image dataset
and a remote sensing imagery dataset (Tolan et al., 2024). In the
maps, bright yellow indicates the areas the model focuses on
during the task of segmentation, while blue-green signifies areas
the model tends not to concentrate on. The baseline model
trained on the remote sensing images accurately focuses on
the locations of greenhouses in the images. Similarly, the
baseline model trained on the natural image dataset also
effectively focuses the

on distribution of greenhouses,
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demonstrating that both the natural and remote sensing
image-trained baseline models are capable of accurately
targeting the correct locations of objects in images. This
showcases the strong generalization ability of the baseline
models. When a lightweight convolutional network learns to
utilize the general knowledge of the baseline model, it can
more quickly focus on “the areas it should focus on.” This is
likely why networks integrating baseline models converge faster
and exhibit greater stability.

4 Conclusion

The foundation model is difficult to apply directly to various remote
sensing image tasks. PEFT methods such as knowledge distillation and
weight remapping require the construction of complex relationships
between the foundation model and the smaller model. This study
proposes a knowledge transfer framework for visual foundation models,
which transfers the general knowledge of the visual foundation model to
a lightweight convolutional network, allowing knowledge transfer
without the need to construct a complex model structure.
Compared to benchmark networks, the network constructed by this
research framework significantly enhances accuracy, generalization
ability, and the stability of predictions in remote sensing image
segmentation tasks, also reducing the dependency on the quantity of
training samples. This research not only demonstrates the potential of
visual foundation models in knowledge transfer, but also showcases
their capability on how to accelerate and optimize the network training
process through the use of pretrained models in specific domain
applications, especially under data-limited conditions. Furthermore,
we discuss potential applications and directions for improving the
framework in future work, including enhancing the efficiency and
effectiveness of transfer learning and optimizing the framework
structure further.
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