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The level of detail (LOD) modelling of vector and terrain data is individual, resulting in geometric and topological inconsistencies in simplification processes. The three dimension Douglas Peucker (3D_DP)algorithm can realize gradual discrete point selection through threshold, which is mainly used in DEM synthesis, and its simplified process is very suitable for the dynamic establishment of massive data sets. A new LOD modeling method based on 3D_DP algorithm is proposed to simplify the consistency of river network vector elements and DEM in this paper. The specific steps are as follows: Firstly, the “Bending Adjustment Index (BAI)” is introduced to improve the 3D_DP algorithm, called the improved 3D_DP algorithm; Secondly, the DEM data is extracted into a 3D discrete point dataset, and the river line vector data is also converted into a discrete point dataset, assigned with elevation attributes, and merges with the DEM’s 3D discrete points. The merged point datasets are equenced based on the importance of each point, which are computed by the improved 3D_DP algorithm. The order of deleting points is determined by the sequence and the corresponding model spatial errors are calculated with the deletion of points. Then, the DEM’s 3D discrete points are constructed a Delaunay network with the river line as a mandatory constraint condition. The required triangulation is called in real time with the change of sight distance depending on the simple correspondence between screen projection error and model space error, and the unified LOD model for river line vector and DEM is established. The results show that the river’s overall shape and the terrain’s main features can be reserved under the same simplified factor based on the improved 3D_DP algorithm. The unified LOD model for the river network and DEM is feasible under the importance sequence of merged point datasets by the improved 3D_DP algorithm. Under the proper operation of data blocking, the rendering frame rate can meet practical application requirements.
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1 INTRODUCTION
LOD model is the foundation of multi-scale representation and operation for massive spatial data (Li et al., 2018; Hu, 2018; Tang et al., 2019; Lv et al., 2020). There are three categories in the study of LOD modelling:
• Texture-based method is to render the vector features into textures and then mapped on terrain. Texture-based techniques have drawbacks related to fixed spatial resolution when retendering and time-consuming in the stage of pre-processing (He et al., 2024; Gao et al., 2020; Koca and Güdükbay, 2014; Chen et al., 2010; Brůha and Kolář, 2018; Zhang et al., 2019);
• Overlay-geometry based method is to overlay and render geometry on the top of terrain. The overlay of geometry and terrain is significantly influenced by the change of the detailed level. (Wang and Chen, 2022; Mai et al., 2020; Yang et al., 2010; Zhou et al., 2016; Zhou et al., 2015);
• Embedded-geometry based method is to embed the vector data into terrain. This approach requires massive intersection operation, leading to a slow speed in calculation (Buyukdemircioglu and Kocaman, 2020; Tang et al., 2020; Wang, 2013).
The above studies indicates that LOD models for vector and DEM have different simplification factors (Yang et al., 2010; Dou et al., 2016). For example, vector and DEM datasets are simplified based on the terrain’s spatial geometry features and roughness, respectively. This difference leads to geometric or topological contradictions in scale-change operations and visual analysis such as “crossing” and “overhanging” of vector lines (Yang et al., 2010). Consequently, it affects the accuracy of data analysis expressions of national mega engineering and emergency decision-making and the temporal accuracy of public geographic information services.
The Douglas-Peucker (DP) algorithm is a classical simplified algorithm for simplifying two-dimensional (2D) vector line data (Douglas and Peucker, 1973; Higham and Mary, 2022; Zhou et al., 2023). This algorithm has been extended from 2D to 3D, and the 3D_DP algorithm has been studied extensively (Fei et al., 2006; Cheng et al., 2022). The 3D_DP algorithm had been widely used in many fields such as synthesis of DEM (He and Fei, 2008), synthesis of geomorphology (Wang and Dou, 2021; Liu, 2007), indirect synthesis of contours (Huang and Fei, 2010; He et al., 2013), extraction of topographic feature (Zhu et al., 2014), Level of detail (LOD) modelling of regular grid topography (Zhang et al., 2011), thinning of seabed multibeam sounding data (Dou et al., 2014), and the synchronous synthesis of the river network and DEM (Dou et al., 2016). The above studies shows that the main geomorphologic features of the mapping areas can be maintained on the basis of the 3D_DP algorithm, and the speed of data synthesis is relatively fast. This algorithm is characterized as a progressive selection of a discrete point in data synthesis, which is beneficial to establish the LOD model (Dou et al., 2016).
LOD modelling is a process of simplification and synthesis. The process of simplification retains the most important visual features. The core of the LOD modelling based on TIN is to create a sequence of sampling points when taking the importance of the discrete points into consideration. The judgment methods for importance determination of sampling points in three-dimensional space mainly include the information judging method (He et al., 2022), space plane angle method (Zhang et al., 2022), point-plane distance method (Fei et al., 2006; Fei and He, 2009), and elevation difference method (Zhang et al., 2022). The above methods are used to determine the importance of the sampling points via regional scope. In contrast, the 3D_DP algorithm is used to judge the importance of the sampling points with global scope.
This paper proposes a new LOD modeling method based on 3D_DP algorithm is proposed to simplify the consistency of river network vector elements and DEM. Firstly, A “Bending Adjustment Index (BAI)” is introduced to improve the 3D_DP algorithm. Secondly, the DEM data is extracted into a 3D discrete point dataset, the river line vector data is also converted into a discrete point dataset, assigned with elevation attributes, and merges with the DEM’s 3D discrete points. And then the merged point datasets are sequenced based on the importance of each point, which are computed by the improved 3D_DP algorithm. The DEM’s 3D discrete points are constructed a Delaunay network with the river line as a mandatory constraint condition. The required triangulation is called in real time with the change of sight distance depending on the simple correspondence between screen projection error and model space error, and the unified LOD model for river line vector and DEM is established. This study intends to verify the correctness and validity of the proposed algorithm via implementing corresponding experiments with river network and DEM data of Baoding and its surrounding areas in Hebei province, China.
2 THE IMPROVED 3D_DP ALGORITHM
2.1 The principle of the 3D_DP algorithm
First of all, the origin and first base plane should be determined. Assuming a set of discrete points n and a vector set, Vi is composed of vector lines that connect all the discrete points to the origin (refer to Figure 1). P(i) ([image: image]) can be considered as an origin. Then, the product of each vector pair is calculated. The pair with maximal absolute values are designated as vectors OA and OB, where O is the origin, A is the initial anchor point, B is the initial floating-point, and OAB is designated as the first base plane.
[image: Figure 1]FIGURE 1 | Initial base plane and point-plane distance of the 3D_DP algorithm.
The point dataset should be sequenced next. The random 3D discrete points are sequenced according to the spatial proximity principle. The initial anchor point A is the first point in the point column, and the following new point nearest to the current point must be searched. The initial floating-point B is taken as the final point of the point column, and O is not included in the point column.
Finally, the feature points should be selected. The distance between points and the first base plane is calculated. When the maximum distance is less than the specified threshold, all points must be deleted. When the maximum distance exceeds the specified threshold, the sequenced point dataset can be divided into two-point datasets for the threshold, and then the above processes are repeated for each data set. (Fei et al., 2006).
2.2 The 3D_DP algorithm based on BAI
There is a natural coupling relationship between rivers and landforms (Shu, 2012). In simplifying river vector data and DEM based on the 3D_DP algorithm, the curved shape of the rivers in the horizontal direction cannot be retained. Particularly, the points of the river with different bending sizes are eliminated under the control of a certain threshold in the local scale with flat areas.
The BAI is proposed to improve the 3D_DP algorithm; it can identify the bending size of the river shape. BAI is used to adjust the distance between point and plane in the 3D_DP algorithm, and the pseudo distance between point and plane is obtained. The pseudo distance between point and plane is compared with the preset threshold value to determine the selection of river points afterward. Finally, the river and DEM’s overall shape and main features are preserved.
2.2.1 Determination and comparison of river bending size
A river consists of numinous bends of different sizes, and the bends are regarded as the basic units of river line synthesis. Based on this conception, Shu (2012) proposed a mathematical definition of bend to recognize and divide the size of the bend. Numerous methods for determining a bend are available. This study adopts a definition of bend on the basis of turning point (Shen, 2009). A curve consists of some line segments, and each two adjacent line segment has a turning angle. When the turning angle is rotated counterclockwise, the angle is defined as positive (+); otherwise, the angle is defined as negative (−). Moreover, the direction of the turning angle changes when the direction of the line segment changes. The point where the turning angle changes is called the turning point of the curve.
As shown in Figure 2, P2 and P3 are turning points of a curve, and P1P2 is a positive bend, and P2P3 is a negative bend. A bend has two characteristics according to its definition: (1) positive angle and negative angle present alternately; (2) Bends are connected, and all of the curve points are included in bends.
[image: Figure 2]FIGURE 2 | The bending based on the turning point.
In this study, a bend is characterized as bending width W, bending length L, bending area S, bending area coefficient E, and bending degree F.
① Bending width W is bending diameter. For instance, the straight distance of P2P3 is a bending width.
② Bending length L is the length of the arc of P2P3.
③ Bending area S is the area enclosed by P2P3 (L) and the straight distance of P2P3 (W).
④ [image: image], where e is the area coefficient, [image: image] is the degree of a concavity, and [image: image] is circle area equal.
⑤ [image: image], Bending degree f is the ratio of bending length L to width W. f is greater than 1, and higher value indicates a greater bending degree.
2.2.2 The bending adjustment index
BAI is proposed to present the size of each bend and to illustrate the influence of bending length and bending area on bending degree. To calculate BAI (See Equation 1), the area coefficient (e), bending degree (f), bending length ratio, and bending area ratio are utilized:
[image: image]
Where [image: image] represents the average length of the bend of the river; [image: image] represents the average curved area of the river.
The pseudo distance between point and plane can be calculated by Equation 2
[image: image]
where dk indicates the distance between point Pk and the base plane in 3D_DP algorithm, and C is the bending adjustment constant, which can be determined by experiments with regard to regional geomorphology.
2.2.3 The division of geomorphology
BAI is adopted to regulate the distance between point and plane to avoid the excessive synthesis of rivers and DEM in flat areas. The regulation degree of BAI is closely related to the type of geomorphology. Generally, flat areas are higher regulated, while steep slope areas show opponent phenomenon. Therefore, it is essential to distinguish the regulation effects of BAI on river segments with respect to different geomorphology types.
The geomorphology of China is categorized as different types based on regional geomorphological characteristics. Combining with the national standard of the classification of plains and mountains (Wang et al., 2020), the classification standard of geomorphology types was referenced for this study, and the bending adjustment constant C is determined by experiments, as shown in Table 1.
TABLE 1 | Standards for division of geomorphology and its corresponding C values.
[image: Table 1]3 THE UNIFIED LOD MODELLING ALGORITHM FOR RIVER NETWORK LINE VECTOR AND DEM
Firstly, we selected the river network line vector according to the principle of map synthesis. Secondly, we extracted the river network line vector into the 3D discrete point dataset, assigned with the elevation attribute. We then merged the above 3D discrete point dataset with the 3D discrete point dataset derived from DEM. The points of the merged dataset were sequenced based on the importance of each point to the topography and river curvature against the background of the improved 3D_DP algorithm. The sequence determines the order of deleting points, and the spatial error of the corresponding model can be calculated. The DEM dataset is used to construct a Delaunay network when considering the river line segment as a mandatory constraint condition. The simplified cavity needs to be triangulated. Auxiliary operations such as data block, boundary extraction, rendering, and displaying ensure the efficiency of implementation and operation of the algorithm. The workflow of the improved 3D_DP algorithm is shown in Figure 3. The main steps of the algorithm are described as follows.
[image: Figure 3]FIGURE 3 | Flowchart of the unified LOD modelling algorithm for the river network’s line vector data and DEM.
3.1 Sequencing importance of point dataset based on the improved 3D_DP algorithm
The merged point dataset was sequenced based on the improved 3D_DP algorithm according to the importance of each point. The aim of sequencing is to obtain a point dataset to support the pre-processing of LOD modelling. In the improved 3D_DP algorithm, the threshold value and the BAI determine the selected point’s importance level. When the threshold value in the 3D_DP algorithm is set to zero, we regard all the points as a cut-off point involving simplification. The reorganization of the dataset can be accomplished based on the sequencing order of the point. The importance of the point was then assigned to its attribute.
Furthermore, the river points are sequenced according to the pseudo distance between the point-and plane with the bending adjustment index. Some specific points have to be retained, such as the points derived from boundary extraction. Since these points do not participate in the subsequent simplification process, they are not required to undergo the sequencing process. The attribute (importance) of the points is defined as the most critical points. The intersections of river endpoints and tributaries are retained, but they can be deleted at a selected level if necessary.
3.2 Calculation of model spatial error
The simplification of the LOD model is to obtain a simplified model with minimal deviations. In this algorithm, the point was deleted on the basis of the descending order of the importance. An error evaluation method is then employed to quantitatively assess the error arising from the simplified model (Li et al., 2007).
Hausdorff distance is widely applied to measure the degree of similarity between two datasets. It can be used to represent and evaluate the magnitude of the simplification error of the LOD model (Cao, 2013). Here and in what follows, we describe the process of error evaluation.
Given two point datasets: [image: image] is the original model, [image: image] is the simplified model. The N is dynamically composed of point sets in which points were deleted on the basis of the descending order of the importance.
The Hausdorff distance dE represents the distance between m, an element of M, to N, given by Equation 3:
[image: image]
where, [image: image] is the Euclidean distance from point m to point [image: image] (See Equation 4):
[image: image]
The absolute value of the height difference between point m and point n can be calculated as Equation 5
[image: image]
The vertical spatial error hs based on the one-way Hausdorff distance is defined as Equation 6:
[image: image]
where hs is the vertical spatial error of the model derived from the simplification process. When hs is less than the threshold value derived from the screen projection error, the new dataset (N) can replace the original dataset (M) to conclude the simplification process.
The vertical spatial error is computed during the data preprocessing stage to reduce the computational load in the real-time display stage.
3.3 River-constrained delaunay network and local triangulation
To avoid the occurrence of spatial conflicts such as “river climbing” (Shu, 2012), we treat the river line segment as a mandatory constraint to generate a Delaunay network, which is constructed to achieve unified LOD modelling of the river elements and DEM. The points are deleted from the original river-constrained Delaunay triangulation network based on the order of importance. Therefore, the relevant triangles and the river line segments as constraint edges are deleted for each deleted vertex. Geometric gaps derived from point deletion have to be triangulated locally. Based on the ear-cutting algorithm proposed by Kong, the algorithm adds the judgment of constrained edges to complete the local triangulation operation of polygons (Wibowo et al., 2019; Zhai et al., 2010).
The polygon holes that need to be triangulated are convex polygons or concave polygons. Convex polygons are more accessible to implement than concave polygons. Taking the concave polygon as an example, we present the polygon triangulation algorithm designed and used in this algorithm. As shown in Figure 4, a concave heptagon (seven-sided polygon) consists of vertices A, B, C, D, E, F, and G, and CX and XA are river line segments with constraint edges, then the point X has to be deleted.
[image: Figure 4]FIGURE 4 | Triangular algorithm of a concave polygon with constraint.
In this algorithm, the diagonal of the concave polygon refers to the line of any two non-adjacent vertices, which does not intersect with polygon’s edges and is located within the polygon. For example, AF is not considered as a diagonal because it is not located within the polygon. The workflow of the algorithm is as follows:
(1) To begin with, we determine whether constraint edges for river segments exist. When a constrained river line segment exists, the line segment AC has to be connected after deleting the point X. The line AC acts as a constrained edge, dividing the polygon into two polygons, ABC and CDEFGA. When there is no river segment in the polygon, the procedure of the algorithm is executed directly.
(2) We determine the order of the vertexes of the polygon. The left polygon is regarded as the interior of the polygon, and the vertexes’ order is A-B-C-D-E-F-G.
(3) We calculate the convexity of vertices. As shown in Figure 3, the adjacent vertices of point A are detected, and G-A-B is generated in counterclockwise order. AB and AG are two vectors related to vertex A; the dot product of AB and AG is then calculated. A is determined to be convex when the interior angle ranges from 0 to 180, otherwise, A is determined to be concave. For instance, A, B, D, E, and F are convex, and C and G are concave (Figure 4).
(4) We select the maximum feature angle, and carry out the operation of “ear-cutting”. For example, A, B, and C are in sequence. When B is convex and [image: image] ABC does not include other vertexes, then the feature angle of [image: image] ABC is calculated. According to the above rules, the feature angles of every three vertexes are calculated, and the maximum feature angle is obtained. The convex of the maximum feature angle is then eliminated and the other two points the are connected.
(5) We repeat step 4 until every three vertexes are constructed to a triangulation.
3.4 Calculation of screen projection error and real-time display
The vertical spatial error from the simplification can be displayed on the two-dimensional screen. And the error derived from projecting the image into a 2D perspective is called screen projection error. The calculation of the screen projection error is directly related to the line of sight direction, the distance of view, and the angle of intersection. The accurate estimate demands enormous computational resources and remarkably reduces the algorithm’s efficiency. Therefore, the algorithm proposed and adopted a simplified approach (Tang and Dou, 2023).
As shown in Figure 5, taking the vertical axis projected onto the screen (elevation direction) as an example, the model spatial error of the model simplified by the calculated in the elevation direction can be directly used as the vertical axis direction error (OE in Figure 5) to participate in the subsequent calculation. When the distance between the view plane is certain and the center line of sight is horizontal, the size of the model space error OE (corresponding to 3.2 model space error [image: image]) on the projection plane after perspective projection will generate the largest projection error on the screen.
[image: Figure 5]FIGURE 5 | Schematic diagram of maximum screen projection error calculation.
This maximum projection error can be used as the judgment condition, the model space error [image: image] (the model space error of elevation direction calculated in 3.2) is directly used to participate in the calculation, which can simplify the calculation and improve the efficiency. Based on the properties of similar triangles, the calculation of the corresponding relationship is as Equation 7:
[image: image]
The screen projection error BC is equal to [image: image] and the model spatial error [image: image] is equal to [image: image]. The calculation of [image: image] is as Equation 8:
[image: image]
where [image: image] is screen projection error; f is the distance from the observation point to the nearsighted surface, namely the focal length); S is the distance from the observation point to the object; and, [image: image] is the model space error, which corresponds to [image: image] calculated in Section 3.2.
From Equation 8, the three parameters related to screening projection error are the focal length f, the model spatial error [image: image], and the distance S. Obviously, the value of f is given and the value of S can be determined by the position of the viewpoint in the real-time display stage. Once the tolerance of the screen projection error [image: image] is known, we may deduce the tolerance of the model spatial error, which can then be used as a control parameter to simplify the LOD modelling. Different line-of-sight conditions correspond to different spatial error limits of models, which also fit LOD models with different accuracy requirements.
Assume that the number of pixels is taken as the threshold value of screen projection error,but the [image: image] is in unit of distance in Equation 8, so the pixels have to be converted into unit of distance. Suppose P is the number of pixels in the projector plane occupied by BC (Figure 5), and H is the number of pixels occupied by the screen (AM in Figure 5). The corresponding relationship is illustrated as Equation 9:
[image: image]
From Equations 8, 9, the following relationship can be inferred in Equation 10:
[image: image]
The model space error [image: image] can be derived from Formula 10. The number of pixel P can be designated as the limitation of the screen projection error according to the actual visual distance, and then the limit of the model space error hlim can be calculated by hs (see Equation 11).
[image: image]
where S is the line-of-sight, [image: image] is the field-of-view angle, P is the pixel number, and H is the pixel resolution of the screen projection plane. In this paper, a single pixel or several pixels can be specified as the threshold for the screen projection error.
In the real-time dynamic display stage of the model, the visual distance between the viewpoint and the center of each block can be obtained in real time, and the hlim can be deduced in real time according to a specified value of the screen projection error (namely,the number of pixel P). Then, according to the deletion sequence of the arranged points of each block, the model spatial error [image: image] is compared with hlim. When [image: image] ≤ hlim, all the points in front of this point are deleted. When [image: image] > hlim, this point and those that follow are preserved.
The displayed number of points, river segments, and triangles can be determined based on the above point dataset which is generated on the basis of [image: image] and hlim. As the model is simplified in the data preprocessing stage, the changes in the topological structure of any point, river segment, and triangle caused by point deletion have been recorded by river variables and triangle variables, which were defined in the data structure.
4 EXPERIMENT AND ANALYSIS
4.1 Data preparation and preprocessing
The algorithm is realized in C# programming and OpenGL rendering (Zeng and Chen, 2018; Richard and Nicholas, 2010). The computer hardware used in the experiment is configured with Intel Core i5 CPU, 2.5 GHz frequency, 8G memory, and 2G graphics card, and the software environment was Win7 operating system. In this experiment, we used a display device with a screen resolution of 1920*1,080 for rendering.
The original DEM is derived from ASTER GDEM with a 1-arc second spatial resolution, WGS84 geographic coordinate, and GeoTIFF format. Vector dataset are selected from the vector dataset of river network (GADM V1, http://www.gadm.org/) of Baoding and its surrounding areas, a region which is located in Hebei Province, China, with about 220 × 220 km2. The topography of the study site extends from northwest to southeast with various landforms including flat, rugged, and hilly terrains. The northwest part is dominated by mountains, and the southeast region is mainly composed of plains. The elevation ranges from 8 to 2,893 m. In this study, we eliminated scattered and tiny rivers while retaining five complete tree-like river systems, consisting of 131 river segments. A total of 13,997 DEM points and 3,911 river points are extracted from the original DEM and river network dataset, respectively. Figure 6 is the interface of the experimental prototype system written by the authors.
[image: Figure 6]FIGURE 6 | The interface of the experimental prototype system.
4.2 Experiment and analysis
During the real-time rendering of the data, we set a limitation value (The number of pixel) for the screen projection error to meet visual requirements. That is to say, when deleting a specified set of points under a certain sight distance, the screen projection error of model must be less than or equal to the specified number of pixel, then the simplified model can be used to replace the original model.
4.2.1 The comparison and analysis of the results of the simplified model under the same screen projection error
The limitation value of screen projection error (The number of pixel) was set as one pixel. The LOD model’s 2D grids and 3D rendering diagrams are displayed and compared at different viewpoint distances: 100 km, 200 km, 500 km, 1,000 km, and 1,500 km (Figures 7–9). Table 2 lists some important information regarding the network construction, including the model spatial error tolerance, the number of points involved in the network formation, the total number of river line segments and triangles, and the data retention percentages.
[image: Figure 7]FIGURE 7 | Maps of the unified LOD model using the 100-km sight distance. (A) 2D grid diagram (B) 3D rendering diagram.
[image: Figure 8]FIGURE 8 | Maps of the unified LOD model using the 500-km sight distance. (A) 2D grid diagram (B) 3D rendering diagram.
[image: Figure 9]FIGURE 9 | Maps of the unified LOD model using the 1,500-km sight distance. (A) 2D grid diagram (B) 3D rendering diagram.
TABLE 2 | The statistics of the LOD model structure network.
[image: Table 2]Through the simplification of the above model, the display effect and data statistics of the network, the following conclusions can be drawn.
The unified LOD modelling algorithm for river network line vector and DEM based on the improved 3D_DP algorithm is verified to be feasible. Under the fixed limitation of screen projection error, with the increase of visual distance from 100 km to 1,500 km, the unified simplification of the river constrained edges, DEM points, and the number of triangles in LOD model construction are realized.
Based on the partitioning operation of the experimental area to improve the efficiency of the algorithm, the points in the block area are divided into three categories: edge, Angle and middle. The limits value of model spatial error under different visual distances can be derived from the given limits value of screen projection error and then the number of points in the network of the simplified model can be derived (such as the data blocks corresponding to the corresponding positions of edge, Angle and middle in Table 1).
LOD modelling with different resolutions of each data block is realized by simplifying the relationship between screen projection error and model spatial error. However, the gap between the model spatial errors with different data blocks decreased gradually with an increase in viewpoint distance.
4.2.2 The comparison and analysis of the results of the simplified model under different screen projection error
In this experiment, the limit value of screen projection error (pixel) is set as two pixels and three pixels, respectively. The LOD model’s 2D grids and 3D rendering diagrams are displayed and compared at different viewpoint distances: 100 km, 500 km and 1,000 km (Figures 10–12). Table 3 lists some important information regarding the network construction, including the limit value of model spatial error, the number of points involved in the network formation, the total number of river line segments and triangles, and the data retention percentages.
[image: Figure 10]FIGURE 10 | Maps of the unified LOD model using the 100-km sight distance under the control of different screen projection errors. (A) 2D grid model under 2.0 pixel error. (B) 3D rendering model under 2.0 pixel error. (C) 2D grid model under 3.0 pixel error. (D) 3D rendering model under 3.0 pixel error.
[image: Figure 11]FIGURE 11 | Maps of the unified LOD model using the 500-km sight distance under the control of different screen projection errors. (A) 2D grid model under 2.0 pixel error. (B) 3D rendering model under 2.0 pixel error. (C) 2D grid model under 3.0 pixel error. (D) 3D rendering model under 3.0 pixel error.
[image: Figure 12]FIGURE 12 | Maps of the unified LOD model using the 1000-km sight distance under the control of different screen errors. (A) 2D grid model under 2.0 pixel error. (B) 3D rendering model under 2.0 pixel error. (C) 2D grid model under 3.0 pixel error. (D) 3D rendering model under 3.0 pixel error.
TABLE 3 | The statistics of the LOD model structure network.
[image: Table 3]The experimental results showed that the limit value of screen projection error affects the model spatial simplification. Along with the increase of viewpoint distance, the limit value model spatial error increases gradually with the limit value of screen projection error (pixel number). But, the effects of model simplification show a decreasing trend. The above results show that the impacts on model simplification is more remarkable when the viewpoint distance decreased.
4.2.3 The real-time rendering experimental results and analysis
In the real-time rendering stage of the unified LOD model, this study conducted experiments on fixed-path roaming with 200 frames and adopted a geometric model for drawing. Figure 13 shows the frame rate for the model test (FPS, Frames Per Second).
[image: Figure 13]FIGURE 13 | The test result of the unified LOD modelling.
5 DISCUSSION
For LOD modeling of multi-source data, such as remote sensing image data, their synchronous LOD modeling is easier to implement because of its similar format to DEM. However, for example, the data of river network is stored in the computer by the vector data structure of point coordinates, and the DEM is stored by the raster data structure. Their simplification method is implemented according to completely different algorithms and methods. The new method proposed in this paper is to realize synchronous LOD modeling of two different data structures through one algorithm, which is a very bold and innovative idea different from the existing traditional algorithm principle. Of course, this bold idea is also based on the performance of 3D_DP algorithm in the automatic synthesis of DEM in 3D discrete point data format, which can maintain the main geomorphic features of DEM well, automatically delete small geomorphic features, and realize geomorphic synthesis conveniently and quickly (He and Fei, 2008; Dou et al., 2016). It follows the comprehensive principle of “taking main instead of secondary” in geomorphic synthesis theory, and naturally conforms to the principle of geomorphic automatic synthesis theoretically (Valjarević et al., 2021; Valjarević, 2024).
Another basis for this bold idea is that rivers and landforms have a natural coupling relationship in geographical origin, that is, surface rivers are largely constrained by the ups and downs of the terrain. Due to the action of gravity, surface rivers always flow in the direction with the greatest gradient and converge in the gullies to form rivers (Yang, 2005; Shu, 2012). In view of the highly dependent degree of river to geomorphology, 3D_DP algorithm can be applied to the synchronous simplification of river network and DEM data.
In fact, considering the distribution characteristics of the surface point set, generally the horizontal direction is very broad, while the vertical direction is relatively small, so the simplification of the 3D_DP algorithm for the discrete point set is mainly reflected in the elevation direction, which is also the reason why the algorithm has achieved good results in the simplification of DEM and contour lines. Therefore, in the simplification process of synchronous LOD modeling, this paper introduced “bending adjustment index” to further enhance the bending shape of the river itself in the horizontal direction, so as to make up for the problems caused by the malleability of 3D_DP algorithm at the surface level.
The algorithm in this paper needs to pre-process both river network and DEM into 3D discrete point data format, which greatly reduces the efficiency of the algorithm itself, which will limit the further application of the algorithm.
6 CONCLUSION
When the multi-type (source) data are used for scale change operation and visual analysis in geographic information services, the geometric or topological contradictions are often caused by the inconsistency of the simplification factors of vector and grid data to construct LOD models. This paper proposed an improved 3D DP algorithm for consistency LOD modeling of river network elements and DEM data, and relevant experiments were carried out to verify and analyze the feasibility of the proposed algorithm and the results are good. “Bending Adjustment Index” was introduced to improve the 3D_DP algorithm so as to strengthen the importance of geometric features of the river network itself. Under the same simplification standard, the importance of river point set and DEM point set were sorted by using the improved 3D DP algorithm, and the river network segment was taken as the constraint condition of Delaunay network construction, the consistency of the river network and DEM was simplified, and the geometry of river displayed better in the LOD model.
The basic idea of the LOD is that the farther away from the point of view, the higher simplification of the model, with the visual law of the human eye “the near is very clear, the far is relatively fuzzy”. The importance ranking of point sets to geomorphic and river geometry based on improved 3D DP algorithm was the basis of this algorithm, which determined the simplification rules in the LOD modeling process. By simplifying the relationship between the screen projection error and the model space error, the real-time, continuous and consistent LOD modeling of river network vector and DEM elements under the control of screen projection limit difference was realized. The speed of the real-time dynamic display of the LOD model was closely related to the size of the original data and the degree of simplification. The limit value of screen projection error significantly impacts on the model spatial simplification. The real-time rendering frame rate of the unified LOD algorithm was about 21∼26 FPS. The rendering frame rate can meet the demand of real-time application and demonstrated that this method is feasible and effective. It offers a solution for the real-time drawing of the large river network line vector and DEM datasets.
Before closing, it should be noted that the relationship of viewpoint distance in the unified LOD modelling is only realized based on the distance between the center of each data block and the viewpoint. In addition, the unified LOD algorithm between spatial multiple geographical elements and DEM remains to be refined. The structure design, management, organization, and rendering display of massive vector and raster data and the operation efficiency of the system have yet to be further studied.
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