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Watershed system models are tools used to study and simulate the behavior of watersheds, which are areas of land where all the water drains to a common outlet, typically a river, lake, or ocean. These models are essential for understanding and managing water resources, predicting flood events, and assessing the impact of land use and climate changes on the environment. Moreover, these advanced models should also help in making better decisions about the watersheds. This paper presents an integrated novel approach for decision-making in the selection of a watershed system model called decision-making trial and evaluation laboratory (DEMATEL)-multi-objective optimization based on the ratio analysis (MOORA) framework. The proposed method employs the 2-tuple linguistic [image: image]-rung orthopair fuzzy set (2TL[image: image]-ROFS) and enables the integration of new knowledge into models through dynamic data-sharing mechanisms. The weights of attributes are determined by the application of the 2TL[image: image]-ROF-DEMATEL technique, while the 2TL[image: image]-ROF-MOORA approach is employed to establish the ranking of the alternatives. The weighted power Muirhead mean (WPMM) aggregation operator is subsequently expanded to incorporate the 2TL[image: image]-ROF information for aggregating data. Finally, in order to assess the feasibility of the given methodology, an illustration is employed to choose the most suitable watershed system model. Moreover, we establish the soundness and feasibility of our methodology through a comprehensive comparison with several existing methodologies. Finally, findings of the study are reviewed, and potential directions for future research are discussed.
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1 INTRODUCTION
In hydrology and environmental research, a watershed system model (WSM) is a complex and all-encompassing analytical framework. It is a useful resource for figuring out how water moves around a certain area, or watershed, where all the precipitation and runoff from that region eventually meets up and empties into a larger body of water. The purpose of this model is to simulate and anticipate how water will behave throughout the watershed given a variety of conditions. The WSM, at its heart, incorporates multiple critical components to provide a comprehensive analysis of the hydrological cycle in a specific area. Among these factors is meteorological information, such as rainfall and temperature patterns, which is crucial for comprehending the system’s water supply. Things like land use and land cover have a significant impact on how water moves through the landscape. Urban areas, farms, woods, and wetlands all have different impacts on water penetration, surface runoff, and pollution transfer. Because soil type and features effect water retention and infiltration rates, which in turn effect groundwater recharge and the water balance within the watershed, they are also accounted for in the model. Variations in runoff rates and possible flood-risk areas are directly influenced by the topography of the area, which includes slopes and elevation changes. Additionally, agriculture, industry, and urban expansion within the watershed can introduce toxins and change the natural flow of water. The WSM must take into account these human-caused issues because of their significant effects on water quality, habitat protection, and ecosystem health. The WSM is used primarily to anticipate and analyze the flow of water within the system under varying conditions. This data is crucial for numerous uses, such as flood forecasting and management, water resource administration, pollution avoidance, and urban development strategies. It equips politicians, environmental scientists, and other decision-makers (DMs) with the fundamental information they require to make educated decisions on land use, conservation, and infrastructure development. The WSM is essentially a potent instrument that connects a theoretical understanding of environmental processes with real-world decision-making.
It helps us safeguard and sustainably manage our essential water resources while reducing our overall environmental impact by modeling the interplay between natural and human-induced elements within a watershed. The WSM continues to be an invaluable tool in our fight to preserve the world’s water supplies and secure a sustainable future for future generations in the face of mounting environmental problems and climate change. Earth system modeling, a fundamental research approach in Earth system science, is considered as the second Copernican revolution. Modeling may be seen of as a synthesis strategy to formalizing existing knowledge in Earth system science. The only way to simulate the evolution and interactions between the spheres of the complex and massive Earth system is through numerical modeling. The qualitative understanding of the Earth system may be transformed into a quantitative understanding via numerical modeling. Models can reproduce the previous state of the Earth system and anticipate its future condition. Moreover, models can assist academics, stakeholders, and DMs in proposing responses in advance of potential future changes based on real and hypothetical circumstances. In this light, numerical modeling is a critical tool for attaining sustainability. The watershed is the fundamental unit of the land-surface system on Earth. To better understand complex watershed processes and to promote the implementation of integrated river basin management, scientists have developed what is known as a watershed model, which is an all-encompassing Earth system model at the basin measurement. Similar to Earth system modeling, watershed modeling necessitates the simulation of energy, water, and geochemical cycles within the natural system. A watershed model must also be adequately detailed because the size of watershed research is significantly smaller than that of the entire Earth system. A wide range of phenomena, which are typically not accounted for in global-scale models, need to be incorporated into a WSM. These include three-dimensional groundwater dynamics, variations in plant distribution, seasonal changes in land use, and patterns of water demand. A WSM should also contain human activity simulation to better understand human impacts on hydrologic and biological processes and to propose solutions for river basin management.
1.1 Motivation
Although multiple multi-attribute decision-making strategies are employed to handle different decision-making problems, there is no study in which 2TL[image: image]-ROF-DEMATEL and 2TL[image: image]-ROF-MOORA methods are utilized simultaneously to solve the problem related to WSM. To identify the linkages between attributes and priorities, as well as the impacts of the attributes on each other in order of priority, the DEMATEL approach can be utilized. The MOORA technique was used for rating the WSM because it takes into account all interactions between alternatives and targets as a whole. 2TL[image: image]-ROF-DEMATEL and 2TL[image: image]-ROF-MOORA techniques are utilized here since it is difficult to represent the interaction between attributes numerically. The purpose of this paper is to introduce a unique methodology, namely, the 2TL[image: image]-ROF-DEMATEL-MOORA method based on the WPMM aggregation operator (AO). Our suggested approach is capable of representing the language judgments of DMs. Additionally, the presence of a [image: image]-rung orthopair fuzzy set (FS) ([image: image]-ROFS) allows them to make judgments while taking into account the varying powers of [image: image]. As a result, the provided technique triumphs over the current frameworks.
The proposed study is driven by the following motivations:
1. The 2TL[image: image]-ROFS is a wider structure that integrates the notable properties of several structures accessible in the researchers’ prior work. Furthermore, the flexibility of 2TL[image: image]-ROFS to incorporate additional data allows decision-making specialists to use this structure to reflect their early judgments. The suggested model is a more generic framework for capturing uncertainty in multi-attribute group decision-making (MAGDM) situations due to its helpful qualities and flexible structure for representing qualitative and quantitative data. As a result of these characteristics, we want to create this model.
2. The WPMM AO is a versatile and effective decision-making tool. This operator is very useful for aggregating data in MAGDM problems. As a result of these assertions, we are inspired to utilize WPMM AO for the 2TL[image: image]-ROFS.
3. The DEMATEL-MOORA approach is capable of handling various MAGDM situations and provides a unique way to compute attribute weights and alternatives’ ranking values. This integrated method has received very little attention thus far. Apart from that, it has been noted to be a highly thorough, easy, and reliable way to determine the optimal choice in decision-making with the calculation of attribute weights. Nevertheless, this integrated method has not yet been expanded in the context of 2TL[image: image]-ROFS. As a result, we want to expand its use to 2TL[image: image]-ROFS.
1.2 Contribution
We begin our study by utilizing some fundamental WPMM AO for 2TL[image: image]-ROFS. Next, within the environment of 2TL[image: image]-ROFS, we develop an expanded MAGDM methodology based on the DEMATEL-MOORA method. Moreover, we use the 2TL[image: image]-ROFWPMM operator to aggregate all expert judgments to create a combined decision matrix. A numerical example is then used to demonstrate the effectiveness of the proposed method. We investigate the ranking outcomes by changing the value of the parameter [image: image]. A comparison study is used to assess the validity of the offered approach.
The contributions of this study are as follows:
• The objective of this study is to employ the WPMM AO methodology within the context of the 2TL[image: image]-ROFS framework. Our objective was accomplished by employing the WPMM AO methodology, with a specific focus on the 2TL[image: image]-ROFWPMM operator, and conducting an in-depth analysis of its characteristics.
• The subsequent objective is to formulate an enhanced DEMATEL-MOORA methodology in order to tackle the MAGDM problem. The DEMATEL-MOORA approach is implemented within the framework of 2TL[image: image]-ROFS, and the WPMM AO is employed for aggregation purposes. We intend to develop a 2TL[image: image]-ROF-DEMATEL-MOORA approach based on the generalized properties of 2TL[image: image]-ROFS. A graphic description of the major steps of the established approach is also provided. The suggested extension of the DEMATEL-MOORA approach can be used to solve complicated MAGDM issues.
• To show the efficacy of the proposed method, it is applied to the problem of choosing a WSM. In addition, we analyze how varying inputs affect the outcomes.
• We compare the proposed technique to other existing approaches in order to demonstrate the reliability of the proposed method.
1.3 Structure
The article is structured as follows: In Section 2, a brief literature review is provided. Section 3 goes through some fundamental notions and definitions of existing concepts. Based on the 2TL[image: image]-ROFWPMM operator, we describe the DEMATEL-MOORA technique for MAGDM using 2TL[image: image]-ROF information in Section 4. In Section 5, a numerical example is provided to demonstrate the efficiency and the benefits of the suggested technique. The impact of factors on ranking outcomes, a comparison study with existing methodologies are also explored. Section 6 has some conclusion remarks.
2 LITERATURE REVIEW
In this section, we discuss about the literature review of [image: image]-ROFS, 2-tuple linguistic (2TL) representation model, PMM operator, DEMATEL method, and MOORA method.
2.1 [image: image]-rung orthopair fuzzy set
A key challenge is defining assessment values in decision-making due to unclear and unpredictable information. As a result, the FS was defined by Zadeh (1965). Later that year, FS extensions and FS-based MAGDM approaches were created (He and Wang, 2023; Denoeux, 2023; Al-shami and Mhemdi, 2023). However, FS only identifies the membership degree (MD) when representing uncertain information and completely ignores the non-membership degree (NMD). In order to characterize each element by two elements of MD [image: image] and NMD [image: image], Atanassov (1986) developed the notion of the intuitionistic FS (IFS). Since then, several researchers Namburu et al. (2023), Ihsan et al. (2023), Yue et al. (2023) have conducted in-depth research on the IFS. Yager (2013) proposed the Pythagorean FS (PFS) with [image: image] but [image: image] to overcome the IFS’s limitation since [image: image] is a constraint of the IFS. Following that, other authors Akram et al. (2023a), Saeed et al. (2023), Pan et al. (2023) modified the PFS. Furthermore, Yager (2013) defined the [image: image]-ROFS, which is superior to PFS and IFS in terms of information space representation and satisfies [image: image] and [image: image]. Compared to IFS and PFS, the [image: image]-ROFS is capable of relaxing restrictions more and dynamically defining the space of uncertain information. Hence, [image: image]-ROFS is more capable of handling uncertain information suitably and flexibly. Many researchers have been interested in the [image: image]-ROFS and have produced various beneficial results. At the evaluation stage, Guneri and Deveci (2023) proposed the [image: image]-ROFS-based EDAS method. That study offered a novel method for determining supplier selection in the defense industry that can be extended to many other industries. To evaluate the system’s quality under the interval-valued [image: image]-ROFS, Wan et al. (2023) designed a novel integrated group decision-making method. The design of their evaluation indices was determined by the characteristics of the hypertension follow-up system, which in turn represent the evaluation requirements of typical software applications and reflect the uniqueness of the system. The mass assignment of features based on bidirectional encoder representations using transformers and [image: image]-ROFS theory was utilized by Yin et al. [? ] to present a novel method for product ranking. In that study, the [image: image]-ROF generalized weighted Heronian mean operator was used to combine the [image: image]-ROFNs and rank the products. Arora et al. (2023) designed a novel TOPSIS plan to tackle the MAGDM problems in the context of [image: image]-ROF numbers. To evaluate the fuzziness of the [image: image]-ROFS, they suggested a new Entropy measure. Razzaque et al. (2023) developed the idea of [image: image]-ROF cosets of a [image: image]-ROF ideal and demonstrated that, in the scenario of particular binary operations, the collection of all [image: image]-ROF cosets of a [image: image]-ROF ideal forms a ring. They offered an analogue of the basic ring homomorphism theorem for [image: image]-rung orthopairs. Sarkar et al. (2023) proposed the idea of a weighted dual hesitant [image: image]-ROFS which helps DMs precisely assign different weights to different possible arguments. In that article, they investigated various operational principles for weighted dual hesitant [image: image]-ROFS using Hamacher t-norms and t-conorms as a combination of algebraic and Einstein operations.
2.2 2-Tuple linguistic representation model
It is common practice to consider multiple alternatives to a problem and pick the best one based on the results of these comparisons. MAGDM is a cutting-edge field of study in the field of management science. The ability to make decisions is crucial in many contexts. The majority of individuals are obliged to convey their opinions in language because qualitative attributes are subjective or because exact numerical data collection is expensive. Significant improvements have been achieved in a variety of fields, including business strategy planning, quality evaluation, investment strategy selection, and linguistic decision-making, which evaluates linguistic data as the values of linguistic variables. DMs can communicate their preferences for different options in real-world decision-making situations. This can be done through the use of linguistic phrases such as good, fair, or poor. By employing appropriate decision-making processes, DMs can then identify and choose the most optimal alternative. In the context of analyzing the viability of a company’s investment strategy, professionals may articulate their assessments by employing a set of seven linguistic phrases derived from the linguistic term set (LTS) S = {[image: image]: extremely poor, [image: image]: poor, [image: image]: slightly poor, [image: image]: fair, [image: image]: slightly good, [image: image]: good, [image: image]: extremely good}. If an expert judges the company’s profit performance to be slightly good, it may be displayed as {[image: image]}. The experts may have different evaluation values for the same problem in the actual decision-making problem due to the cognitive differences between them and the complexity of the decision-making environment. In the realm of mathematical sets, the symbols 0 and 1 are utilized to denote the absence or presence, respectively, of a certain entity. Conversely, when attempting to depict real-world phenomena, the depiction often entails a degree of uncertainty. The effective representation of assessment values throughout the decision-making process is a critical issue that needs resolution, as information often exhibits qualities of fuzziness and uncertainty. Herrera and Martinez (2001) proposed a 2TL representation approach which achieved advancements in information extraction. The core element of this construct comprises a verbal phrase and a numerical number and is grounded in the concept of symbolic translation.
Owing to its advanced linguistic information processing capability, the language model effectively mitigates the issues of data loss and misrepresentations that were prevalent in previous models of language. According to Herrera and Martinez, a 2TL information processing method can successfully prevent information loss and deformation. To deal with scenarios where linguistic labels are applied to given data, Akram et al. (2023b) created a novel decision-making technique based on the 2TL Fermatean FS. That study’s key objective was to explore and clarify the use of the ELECTRE II method for group decision-making in a 2TL Fermatean fuzzy context. They investigated and expanded the 2TL [image: image]-rung picture FS as a context for evaluating and ranking alternatives by the compromise solution. Akram et al. (2023c) came up with the idea of a 2TL [image: image]-rung picture FS because of how flexible [image: image]-rung picture FS is and how useful 2TL term sets are for managing qualitative data. Akram et al. (2023a) proposed a method for handling challenging [image: image]-ROF2TL set in MAGDM issues. In that study, the concepts of a 2TL set and complex [image: image]-ROFS were combined to present a complex [image: image]-ROF2TL set. In order to handle decision-making problems where the DMs are disposed to apply linguistic variables to represent assessment information, Jin et al. (2023) developed the 2TL preference relations, which are effective tools. Rao and Xiao (2023) proposed the generalized 2TL neutrosophic power Heronian mean operator, which combined the generalized Heronian mean operator and power average with 2TL neutrosophic set. For MAGDM, the generalized 2TL neutrosophic power Heronian mean operator was developed. To resolve MAGDM problems, Akram et al. (2023d) designed the extended MABAC approach. The study presented a comprehensive framework for the expression and computation of qualitative evaluation. This framework utilized a mix of [image: image]-spherical FS and 2TL representation. The concept of the complex interval-valued [image: image]-rung orthopair 2TL set was proposed by Zeng et al. (2022). This novel approach offers a robust solution for handling unstable and uncertain data in real-world decision-making contexts. They also investigated some of its essential characteristics and rules. Naz et al. (2022a) established the 2TL bipolar FS, a novel approach to handling uncertainty that combines a 2TL term into a bipolar FS. The 2TL bipolar FS is a more effective method for handling ambiguous and inaccurate information in a decision-making environment.
2.3 Power Muirhead mean aggregation operator
In the field of mathematical aggregation, the PMM operator is a strong synthesis of elegance and adaptability. Using its power parameter to add a dynamic twist on top of the classical Muirhead mean (MM), the PMM operator lets it naturally adapt to many situations. See it as a symphony conductor harmonizing individual parts to capture their interconnections and produce a balanced and subtle result. In multi-attribute decision-making, where complexity abounds and easily balances importance and correlation among inputs, this operator shines the most. The PMM operator creates a real masterpiece of mathematical creativity by combining the individual and group traits of data, transforming complex problems into clear, practical insights. Li et al. (2018) introduced new operators for aggregating PF information, including the PMM operator. These operators considered relationships between fused data and aggregated values, providing more information for multi-attribute decision-making. Linguistic [image: image]-rung orthopair fuzzy numbers were presented as a qualitative form of [image: image]-ROFNs able of flexible descriptions of a wider range of linguistic assessment data. Two AOs for aggregating assessment data the power average and MM were proposed by Liu and Liu (2019). Designed to handle linguistic [image: image]-ROFNs, a new MAGDM approach was developed using real-world scenarios to show its efficiency and superiority. Liu et al. (2019a) developed new AOs for aggregating single-valued neutrosophic information and applied them to MAGDM. While considering the correlation among input data, the proposed AOs removed the influence of inconvenient data. A new method for solving MAGDM problems was presented and a numerical example was given to show its simplicity and efficiency. They examined particular case studies and covered the fundamental characteristics of the AOs. Liu et al. (2019b) presented a strong mathematical tool for managing uncertain, inconsistent, and vague information, the [image: image]-spherical FS. The need for effective decision-making strategies for businesses, particularly for managers and experts, was emphasized by Mahmood et al. (2021). The study investigated the use of interval-valued linear Diophantine FS with the development of PMM and weighted PMM operators, and the advantages of the multi-attribute decision-making technique. Additionally, geometric interpretations and a comparative analysis were provided.
2.4 DEMATEL method
In order to more effectively boost the competency development of global managers, Wu and Lee (2007) created an efficient method combining fuzzy logic and the DEMATEL method. To evaluate the relationships between factors in different areas in an uncertain and fuzzy environment, the fuzzy DEMATEL approach is widely used. Zhang et al. (2023) developed a novel fuzzy DEMATEL approach based on alpha-level sets for managing fuzzy information, as well as recognizing experts’ hesitation from the qualitative context in an uncertain and fuzzy environment. Most modern DEMATEL approaches are only appropriate for small and simple systems, and they do not determine whether expert consensus has been reached. For achieving consensus in complex systems, Du and Shen (2023) proposed a group hierarchical DEMATEL approach. The decision-making process of the hierarchical DEMATEL approach was examined as it was expanded from individual decisions to group decisions. Based on a fuzzy DEMATEL approach, Priyanka et al. (2023) studied the critical challenges in selecting the best human resources practices for start-ups. Because the DEMATEL method on human assessments is inaccurate and subjective, the fuzzy DEMATEL approach was proposed to investigate the significance of identified challenges and the cause-effect relationships between them. Yilmaz et al. (2023) proposed the fuzzy DEMATEL approach to improve performance. The proposed approach evaluated and ranked the most important indicators for boosting an enterprise’s overall maintenance performance. Using a [image: image]-spherical fuzzy DEMATEL called TOP-DEMATEL, Ozdemirci et al. (2023) created a MAGDM model for assessing alternative social banking systems (with no interest charges). Komsiyah and Balqis (2023) used the DEMATEL approach to determine the weights of each criterion and the MABAC method to determine which industrial sub-districts are the best. The purpose of that paper was to develop a decision support system application for selecting industrial locations in Serang Regency by mathematical calculations using the hybrid DEMATEL and MABAC. Eti et al. (2023) investigated methods for reducing energy inflation in the healthcare industry. Both the AHP and the DEMATEL approaches have been used in the investigation in that context. The ideal criterion was the same for both the AHP and DEMATEL results since it provided information on the study’s coherence and reliability.
2.5 MOORA method
Several objectives are handled through multi-objective optimization, with each objective maintaining its units. It is suggested to use a ratio system’s internal mechanical solution, which generates dimensionless numbers. The ratio system makes it possible to use a second method called a Reference Point Theory, which makes use of the ratios in the ratio system. Brauers and Zavadskas (2012) were the creators of the general theory known as the MOORA method. Sevim and Kurtaran (2023) used MOORA, a MAGDM method based on ratio analysis, to evaluate Turkey’s performance in the field of health tourism and to show the current situation in the interest of improving the field. In that study, the MOORA-Ratio method and the MOORA-Reference Point method were combined. To choose the best alternatives, Kumar et al. (2023) applied the decision-making methods AHP and MOORA, which combined minimization and maximization attributes. AHP and MOORA have been merged and used in that study to optimize the outcomes. When selecting phase change materials, Wankhede et al. (2023) used the GRA, COPRAS, and MOORA approaches while considering the technical requirements of the materials. The failure mode and effects analysis method have some disadvantages, including incomplete prioritization and the lack of ability to assess the relative importance of risk factors in an uncertain environment. To solve these problems, Ghiaci and Ghoushchi (2023) developed a new integrated approach based on SWARA and MOORA in the field of PFS. Shahzadi et al. (2022) explored the intelligent manufacturing system, a framework that boosted productivity by integrating the logical aspects of manufacturing. The applicability of the MOORA method has been investigated in that paper to choose the intelligent manufacturing system utilizing Fermatean FS. For the contemporary era’s growing energy demand, a movement towards clean and natural energy sources is essential. Basaran and Tarhan (2022) used the MOORA approach, one of the MAGDM methods, to determine the best location for offshore wind turbines. Due to the Dombi generalized structure, the Dombi operators provide a versatile structure with their adjustable parameters. On [image: image]-ROFS, Aydemir and Yilmaz Gunduz (2020) built Dombi and prioritized aggregations. The MULTIMOORA method employed the suggested operators. Based on a numerical example, the proposed methods with new AOs were evaluated using the [image: image] parameter of [image: image]-ROFS and the Dombi parameter.
2.6 Abbreviations and descriptions
Different abbreviations and their descriptions used in this article are given in Table 1.
TABLE 1 | Abbreviations and descriptions.
[image: Table 1]3 REVIEW OF FUNDAMENTAL CONCEPTS
To facilitate a better understanding of the subject matter, this section presents a concise summary of fundamental principles, encompassing the [image: image]-ROFS, the 2TL[image: image]-ROFS, and the WPMM operator.
Definition 1. (Yager, 2016) Let [image: image] be a universal set. Objects with the structure of a [image: image]-ROFS can be characterized in Equations 1:
[image: image]
in which [image: image] represents the MD and [image: image] represents the NMD of the factor [image: image] to T, and for each [image: image], [image: image]. [image: image] represents as indeterminacy degree. For convenience, [image: image] is known as a [image: image]-ROFN.
Definition 2. (Naz et al., 2022a) Consider a LTS denoted as [image: image], which consists of terms [image: image] for [image: image] ranging from 0 to [image: image] with an odd cardinality. Let [image: image], and [image: image] such that [image: image] is defined. The terms [image: image] and [image: image] denote the MD and NMD, respectively, using 2TL expressions. The 2TL[image: image]-ROFS can be defined in Equations 2:
[image: image]
where [image: image], and [image: image].
Definition 3. (Naz et al., 2022a) Consider the 2TL[image: image]-ROFN denoted by [image: image]. The score function [image: image] for a 2TL[image: image]-ROFN can be expressed as:
[image: image]
and its accuracy function [image: image] can be defined in Equations 4:
[image: image]
Definition 4. (Naz et al., 2022a) Let [image: image] and [image: image] represent two 2TL[image: image]-ROFNs. The comparison between these two 2TL[image: image]-ROFNs can be conducted based on the following rules:
(1) If [image: image], then [image: image];
(2) If [image: image], then [image: image];
(3) If [image: image], then
• If [image: image], then [image: image];
• If [image: image], then [image: image];
• If [image: image], then [image: image].
Definition 5. (Naz et al., 2022a) Let [image: image], [image: image], and [image: image] be three 2TL[image: image]-ROFNs, where [image: image], then.
1. [image: image];
2. [image: image];
3. [image: image];
4. [image: image].
Definition 6. (Naz et al., 2022a) Let [image: image] and [image: image] be two 2TL[image: image]-ROFNs. The 2TL[image: image]-ROF normalized Hamming distance can be described as:
[image: image]
Definition 7. (Muirhead, 1902) Let [image: image], [image: image] and [image: image] be a set of non-negative numbers. Then the WPMM operator can be define in Equations 6:
[image: image]
where [image: image] denotes any permutation of [image: image] and [image: image] is the symmetric group on [image: image] symbols.
3.1 Terminologies and notations
The terminologies and notations used in this article are listed in Table 2.
TABLE 2 | Notations and terminologies.
[image: Table 2]4 DECISION ANALYSIS WITH A 2TL[image: image]-ROF-DEMATEL-MOORA APPROACH IN MAGDM ENVIRONMENT
Research methodology plays a crucial role in scientific investigations as it provides a systematic framework for conducting research and generating reliable results. The combination of 2TL[image: image]-ROFS, WPMM operator, and DEMATEL-MOORA method in research methodology can offer several benefits and enhance the quality of the research. By using 2TL[image: image]-ROFS, WPMM operator, and DEMATEL-MOORA method, researchers can capture complex real-world phenomena, account for uncertainty, and make informed decisions based on comprehensive evaluations. This methodology promotes robustness, transparency, and accuracy in research, facilitating the generation of valuable insights and supporting evidence-based decision-making. This section presents a novel 2TL[image: image]-ROF-DEMATEL-MOORA-MAGDM approach that utilizes the 2TL[image: image]-ROFWPMM operator to address group decision-making difficulties within the context of 2TL[image: image]-ROFNs. Here is a detailed description of the suggested approach:
Step 1. Establish the 2TL[image: image]-ROF decision matrix.
Let us consider a set of [image: image] alternatives denoted as [image: image], along with a collection of [image: image] attributes labelled as [image: image]. A collection of DMs, represented as [image: image], is formed. Each decision-maker and attribute are associated with a weight vector [image: image] and [image: image], where [image: image] and [image: image] and the sum of these weights across all DMs and attributes are constrained to be equal to 1. The primary purpose of this group is to express their perspectives on each alternative [image: image] concerning the attributes in [image: image] using the framework of 2TL[image: image]-ROFNs. It is important to note that each decision-maker, labeled as [image: image], contributes their evaluative insights using a 2TL[image: image]-ROF decision matrix referred to as [image: image]. This matrix encapsulates the assessments provided by [image: image] for each combination of alternative [image: image] and attribute [image: image] in terms of 2TL[image: image]-ROFNs. The structure of [image: image] is defined as a tuple comprising the MD and NMD components, i.e., [image: image], where [image: image], [image: image], and [image: image].
Step 2. Normalize the decision matrices:
[image: image]
where [image: image] stands for the benefit index and [image: image] for the cost index.
Step 3. Calculate the degree of support denoted as [image: image]:
[image: image]
The dissimilarity between [image: image] and [image: image] is quantified by the normalized Hamming distance, which is computed using Formula 5.
Step 4. Compute the combined support matrices [image: image]:
[image: image]

Step 5. The power weights matrices, denoted as [image: image] can be established as follows:
[image: image]

Step 6. Combining the various decision matrices.
In order to construct an aggregated 2TL[image: image]-ROF decision matrix, it is imperative to merge the decisions made by individual DMs through the utilization of the 2TL[image: image]-ROFWPMM operator (Naz et al., 2024).
Step 7. Applying the DEMATEL model to determine attribute weights.
Step 7.1. Identify the constituent elements of the system. This approach can be achieved through several methodologies, such as conducting a comprehensive review of pertinent scholarly sources, engaging in collaborative group deliberations regarding practical obstacles, and seeking insights from authoritative subject matter specialists. Let [image: image], [image: image], …, [image: image] be represent the [image: image] elements.
Step 7.2. Create a matrix to represent direct influence by conducting pairwise assessments of the causal impact among [image: image] elements with input from a panel of experts denoted as [image: image]. This results in the formation of individual direct-influence matrices, denoted as [image: image] = [image: image] for each of the [image: image] experts, where [image: image]. Here, [image: image] signifies the causal influence of element [image: image] on element [image: image], and this influence is assessed using a scale ranging from 0 (no influence) to 4 (very high influence), covering the spectrum of no, low, medium, high, and very high influences, respectively. The combined direct-influence matrix, denoted as [image: image], is then formed by aggregating all individual [image: image] matrices, where [image: image]. Additionally, each element [image: image] represents the assigned importance weight for the [image: image] expert are written in Equation 11.
[image: image]

Step 7.3. Normalize the direction-influence matrix together. The formula for calculating the normalized direct-influence matrix in Equations 12:
[image: image]
where in Equations 13
[image: image]
And,
[image: image]

Step 7.4. Use an iterative method to compute the complete influence matrix. Matrix inversion converges if and only if the system’s indirect effects, as well as the powers of [image: image] (i.e., [image: image]), decrease with increasing [image: image]. Utilizing Equation 15, compute the complete influence matrix [image: image]. Formulate the total-influence matrix [image: image] as defined by the following equation.
[image: image]

Step 7.5. Use the following formulas to find the total number of rows [image: image] and columns [image: image] in Equations 16 and 17.
[image: image]
[image: image]
The transposed value of the [image: image]-th column is represented as [image: image]. Here, [image: image] signifies the total values within the [image: image]-th column, indicating the impact of the [image: image]-th attribute on the other attributes. Similarly, the summation of values within the [image: image]-th row, denoted as [image: image], demonstrates the influence of the [image: image]-th attribute on other attributes.
Step 7.6. The construction of attribute weights is determined by the following Equation 18:
[image: image]
Finally, the normalized attribute weights are defined in Equation 19:
[image: image]

Step 8. Determine the weighted normalized matrix [image: image] with the help of formula suggested by Naz et al. (2023).
Step 9. Determine the 2TL[image: image]-ROF score function matrix [image: image] with the help of Formula 3.
Step 10. Construct the reference point matrix [image: image] by taking the maximum value [image: image] from each column of score function matrix calculated from Step 8. After that calculate the assessment values utilizing Equation 20.
[image: image]

Step 11. Choose the maximum value from each row of the reference point matrix [image: image] and assign a ranking in descending order to the overall assessment value.
4.1 Pseudocode framework
The pseudocode framework of the proposed approach is as follows:
Step 1. Establish the 2TL[image: image]-ROF decision matrix.
     Let us consider a set of [image: image] alternatives denoted as [image: image], along with a collection of [image: image] attributes labelled as [image: image]. A collection of decision-makers (DMs), represented as [image: image], is formed. Each decision-maker is associated with a weight vector [image: image], where [image: image], and the sum of these weights across all DMs is constrained to be equal to 1. Each decision-maker, labeled as [image: image], contributes their evaluative insights using a 2TL[image: image]-ROF decision matrix referred to as [image: image]. This matrix encapsulates the assessments provided by [image: image] for each combination of alternative [image: image] and attribute [image: image] in terms of 2TL[image: image]-ROFNs. The structure of [image: image] is defined as a tuple comprising the MD and NMD components, i.e.,
[image: image]

Step 2. Normalize the decision matrices:
[image: image]

Step 3. Calculate the degree of support [image: image]:
[image: image]
The dissimilarity is quantified by the normalized Hamming distance.
Step 4. Compute the combined support matrices:
[image: image]

Step 5. Compute the power weight matrices:
[image: image]

Step 6. Combine the decision matrices using the 2TL[image: image]-ROFWPMM operator.
Step 7. Apply the DEMATEL model to determine attribute weights. Perform the following sub-steps:
7.1. Identify the constituent elements of the system.
7.2. Create and aggregate direct influence matrices:
[image: image]

7.3. Normalize the direct influence matrix:
[image: image]

7.4. Compute the total influence matrix:
[image: image]

7.5. Calculate row and column sums:
[image: image]

7.6. Construct normalized attribute weights:
[image: image]

Step 8. Compute the weighted normalized matrix [image: image].
Step 9. Determine the 2TL[image: image]-ROF score function matrix [image: image].
Step 10. Construct the reference point matrix [image: image]:
[image: image]
where [image: image] is the maximum value from each column of [image: image].
Step 11. Rank alternatives based on the maximum values from [image: image] in descending order.
The steps of the proposed approach are visually depicted in Figure 1.
[image: Figure 1]FIGURE 1 | Visual depiction of the framework.
4.2 Complexity analysis
The complexity of the proposed approach is analyzed as follows:
The complexity analysis of the proposed approach involves evaluating each step in the decision-making process. Constructing the decision matrix for all DMs and normalizing it has a time complexity that grows linearly with the number of alternatives, attributes, and DMs. The calculation of the degree of support involves pairwise comparisons, which adds a quadratic factor concerning the number of DMs. Aggregating these support values and computing power weights also scale linearly. The DEMATEL model, used to analyze relationships among attributes, includes matrix inversion and multiplication, leading to a cubic complexity with respect to the number of attributes. Ranking alternatives requires sorting, which is logarithmic in complexity relative to the number of alternatives. Combining all steps, the dominant factors are the quadratic dependency on the number of DMs for degree of support and the cubic dependency on the number of attributes in the DEMATEL model, resulting in the overall complexity being the sum of these terms.
5 NUMERICAL ILLUSTRATION
WSMs are highly advanced instruments that serve a crucial function in comprehending, evaluating, and governing the intricate hydrological and environmental dynamics within watersheds, which are fundamental constituents of our natural ecosystems. These models function as comprehensive frameworks for analyzing the complex interrelationships among different elements of a watershed, encompassing precipitation, surface water, groundwater, soil, vegetation, and human activities. WSMs offer significant insights into the dynamics of water movement, pollutant dispersion, and the influence of factors such as land use alterations, climate fluctuations, and infrastructure advancements on the overall wellbeing and sustainability of a watershed. These models effectively simulate intricate interactions within the system, thereby facilitating a comprehensive understanding of the aforementioned processes. One of the principal purposes of these models is to accurately forecast and efficiently administer water resources. Water resource managers can make well-informed decisions regarding the allocation, distribution, and conservation of water by utilizing estimates of both the quantity and quality of water present within a given watershed. Moreover, watershed models provide significant value in the realm of flood prediction and management. In addition, WSMs are critical resources for these aims. Water quality and ecosystem health can be evaluated concerning human activities, including agriculture, urbanization, and industrial development. This data is crucial for planning strategies that reduce pollution and maintain watershed ecosystem health. WSMs are becoming increasingly important in a fast-evolving world where climate change presents formidable threats to water resources and ecosystems. They help us learn more about the possible implications of climate change on rainfall, temperature, and hydrological cycles, which is crucial for planning adaptation methods to lessen the severity of these effects. Models of the watershed system are multi-purpose tools that help bridge the gap between theoretical knowledge and real-world watershed management. Ultimately, they ensure the sustainable use and protection of one of our most precious natural resources, water, by equipping scientists, policymakers, and stakeholders to make educated decisions about water resource management, environmental conservation, and disaster preparedness. For the sake of present and future generations, these models are vital parts of our toolset for creating sustainable and robust communities.
A concise overview of the alternatives that have to be assessed is provided below: (1) Physically-based models [image: image]: These models simulate the physical processes occurring in the watershed, such as rainfall-runoff, evapotranspiration, and soil infiltration, based on the principles of physics and hydrology. Examples include soil and water assessment tools and hydrologic modeling systems. (2) Conceptual models [image: image]: These models simplify the complex processes in a watershed by using conceptual representations of hydrological components, such as lumped parameter models. The HBV hydrology model is an example of this approach. (3) Distributed models [image: image]: These models divide the watershed into smaller spatial units and simulate processes separately for each unit. This allows for capturing spatial variability in climate, soil, and land use. MIKE-SHE hydrological model and distributed hydrology-soil-vegetation model are examples of distributed models. (4) Semi-distributed models [image: image]: These models strike a balance between conceptual and distributed approaches by dividing the watershed into several sub-basins and applying conceptual models to each sub-basin. These models are computationally more efficient than fully distributed models. The SWAT model can also be used in a semi-distributed configuration. (5) Data-driven models [image: image]: These models use machine learning techniques to learn patterns and relationships from observed data without explicit physical equations. Examples include artificial neural networks, support vector machines, and random forests applied to hydrological modeling. (6) Hybrid models [image: image]: Hybrid models combine different modeling approaches to take advantage of their strengths. For instance, a physically-based model could be combined with a data-driven model to improve predictive accuracy. (7) Climate change impact models [image: image]: These models focus on assessing the potential impacts of climate change on watershed processes. They involve scenarios of altered temperature, precipitation, and other climatic variables to predict how the watershed’s behavior might change. (8) Decision support systems models [image: image]: These models provide a platform for DMs to evaluate various management strategies and their impacts on the watershed. These models often incorporate multiple components, including hydrological, ecological, and socioeconomic factors.
WSMs can simulate the potential impacts of excessive precipitation or snowmelt on downstream regions, thereby facilitating the provision of timely warnings and the implementation of effective disaster preparedness measures. Therefore, WSMs in the environment could be categorized as a classical MAGDM problem. Based on the discussion above, the 2TL[image: image]-ROF-DEMATEL-MOORA method is suggested to evaluate the WSMs. In this particular scenario, a collection of eight WSMs, denoted as [image: image], is evaluated by a panel of five DMs represented as [image: image]. These DMs assign weights [image: image] to address the specific problem at hand. The group of five DMs is responsible for choosing the most suitable option from a set of eight alternatives. Their decision-making process involves evaluating four attributes, denoted as [image: image], which are defined as follows: (1) Accuracy and reliability [image: image]: Models should accurately represent real-world processes and produce reliable results under various conditions. Calibration and validation are crucial for ensuring accuracy. (2) Spatial and temporal resolution [image: image]: The complexity of spatial (related to space) and temporal (related to time) intricacies directly affects a model’s effectiveness and appropriateness. Models that incorporate a finer spatial and temporal resolution typically produce more precise results. (3) Data requirements [image: image]: Models vary in their data needs, ranging from basic meteorological data to detailed land cover, soil properties, and topography. The availability and quality of data influence model accuracy. (4) Computational efficiency [image: image]: Some models require extensive computational resources due to their complexity and detailed spatial discrimination. Computational efficiency is essential for large-scale applications and real-time simulations. All the attributes have a weight vector being [image: image] which is computed utilizing the 2TL[image: image]-ROF-DEMATEL method. Five individuals express their viewpoints in order to assign numerical values to each LTS [image: image] = {[image: image]: extraordinarily poor, [image: image]: extremely poor, [image: image]: poor, [image: image]: slightly poor, [image: image]: moderate, [image: image]: slightly excellent, [image: image]: excellent, [image: image]: extremely excellent, [image: image]: extraordinarily excellent}. Table 3 provides a detailed summary of the assessment values that are provided by the five DMs to each alternative.
TABLE 3 | Evaluation matrix by five DMs with 2TL[image: image]-ROFNs.
[image: Table 3]5.1 Decision analysis
This subsection outlines the evaluation approach employed for the selection of WSMs. The 2TL[image: image]-ROF-DEMATEL-MOORA method, which utilizes the 2TL[image: image]-ROFWPMM operator, is used for this purpose.
Step 1. Formulate the 2TL[image: image]-ROF evaluation matrix [image: image], and [image: image], encapsulating the evaluations provided by five DMs, as computed in Table 3.
Step 2. The utilization of Equation 7 serves the goal of normalizing the decision matrices. Given that all attributes exhibit advantageous characteristics, it can be shown that the five choice matrices remain unaltered.
Step 3. Using Equation 8, we can compute the support [image: image]. For the sake of simplicity, we can denote [image: image] as [image: image]. The computed results of [image: image] are presented as follows: [image: FX 1][image: FX 2][image: FX 3][image: FX 4][image: FX 5][image: FX 6][image: FX 7][image: FX 8][image: FX 9][image: FX 10]
Step 4. Utilizing Equation 9, we can determine the comprehensive support matrices [image: image] for the 2TL[image: image]-ROFN [image: image]. To facilitate convenience, we can symbolize [image: image] as a matrix [image: image]. The computed results of [image: image] are presented as follows:[image: FX 11][image: FX 12][image: FX 13][image: FX 14][image: FX 15][image: FX 16][image: FX 17][image: FX 18][image: FX 19][image: FX 20][image: FX 21][image: FX 22][image: FX 23]
Step 5. By utilizing Equation 10, we are able to calculate the power weight matrix for the judgment [image: image] associated with the 2TL[image: image]-ROFN [image: image]. To improve its usability, we can represent [image: image] as a matrix denoted by [image: image]. The computed results of [image: image] are presented as follows:
Step 6. To aggregate the values from the overall [image: image] to form [image: image], the 2TL[image: image]-ROFWPMM operator, as described in Naz et al. (2024), is employed. The resulting merged 2TL[image: image]-ROFNs matrix, denoted as: [image: image], is presented in Table 4.
Step 7. The DEMATEL model is utilized for the determination of attribute weights.
Step 7.1. The identification of the system’s components can be accomplished by several methods, such as conducting a comprehensive review of pertinent literature, engaging in group deliberations focused on practical obstacles encountered in real-life scenarios, and seeking input from domain experts.
Step 7.2. The construction of the direct influence matrix involves conducting pairwise comparisons of qualities with DMs, as seen in Table 5.
Step 7.3. Acquire a matrix that represents the direction and influence of a single value. The matrix values are presented below:
[image: image]
TABLE 4 | Collective evaluation matrix utilizing the 2TL[image: image]-ROFWPMM operator.
[image: Table 4]TABLE 5 | Direct influence matrix [image: image].
[image: Table 5]Then normalized the single valued direct-influence matrix. Normalized direct-influence matrix is given below:
[image: image]

Step 7.4. The total influence matrix is constructed according to the format presented below:
[image: image]

Step 7.5. The calculation of the row sums [image: image] and column sums [image: image] is displayed in Table 6.
Step 7.6. So, the normalized representation of the weight vector is as follows:
[image: image]
Step 8. Determine [image: image] with the help of formula suggested by Naz et al. (2023) and the results are shown in Table 7.
Step 9. Determine the 2TL[image: image]-ROF-[image: image] matrix with the help of Formula 3 and the results are shown in Table 8.
Step 10. Construct [image: image] matrix (tabulated in Table 9) by taking [image: image] from each column of [image: image] matrix calculated from Step 8. After that calculate the assessment values are tabulated in Table 10.
Step 11. Choose the maximum value from each row of [image: image] matrix (tabulated in Table 11) and assign a ranking in descending order to the overall assessment value.
TABLE 6 | Values of [image: image] and [image: image].
[image: Table 6]TABLE 7 | 2TL[image: image]-ROF-[image: image] matrix.
[image: Table 7]TABLE 8 | Score values of normalize decision matrix.
[image: Table 8]TABLE 9 | Reference points.
[image: Table 9]TABLE 10 | Assessment matrix.
[image: Table 10]TABLE 11 | Overall assessment value.
[image: Table 11]And the ranking of alternatives is as follows:
[image: image]
Therefore, [image: image] is the best WSM.
5.2 Parameter analysis
In this subsection, a thorough parameter analysis is conducted utilizing the parameters [image: image] and [image: image] to evaluate the stability and effectiveness of the suggested technique. The approach is based on the 2TL[image: image]-ROFWPMM operator. The objective of this analysis is to investigate how different values of the parameters [image: image] and [image: image] influence the obtained scores and rankings within our approach. To achieve this, we systematically vary the values of the parameters [image: image] and [image: image] and closely examine their impact on the outcomes, particularly on the scores and rankings generated by the 2TL[image: image]-ROFWPMM operator and the results are displayed in Tables 12 and 13. The visual depiction of parameter analysis is given in Figures 2–5.
TABLE 12 | Parameter analysis with the parameter [image: image] by the 2TL[image: image]-ROFWPMM operator.
[image: Table 12]TABLE 13 | Parameter analysis with the parameter [image: image] by the 2TL[image: image]-ROFWPMM operator.
[image: Table 13][image: Figure 2]FIGURE 2 | Parameter analysis with [image: image] parameter.
[image: Figure 3]FIGURE 3 | Parameter analysis with [image: image] parameter.
[image: Figure 4]FIGURE 4 | Parameter analysis with [image: image][image: image] parameter.
[image: Figure 5]FIGURE 5 | Parameter analysis with [image: image][image: image] parameter.
5.2.1 The effect of parameter [image: image] on the solution ranking
The parameter [image: image] in the 2TL[image: image]-ROFWPMM operator enables DMs to adjust the balance between different attributes when evaluating alternatives. This parameter influences how much importance is assigned to favorable or unfavorable attributes. For this purpose, we assign different values to parameter [image: image] in order to rank and identify the best one. Furthermore, it has been determined that the outcome values of the alternatives in various evaluations exhibit minimal differences. However, it is consistently seen that the optimal choice remains always the same. For instance, when considering [image: image], the calculated scores consistently ranked alternative [image: image] as the best choice. Similarly, for [image: image], the analysis consistently pointed to [image: image] as the optimal alternative. This remarkable consistency in the optimal choice, despite varying [image: image] values and minor discrepancies in scores, underscores the robustness of our approach. It highlights that while parameter [image: image] influences the scores and rankings, the best alternative remains stable, demonstrating the reliability of our decision-making process based on the 2TL[image: image]-ROFWPMM operator.
5.2.2 The effect of parameter [image: image] on the solution ranking
The present study evaluates the impact of parameter [image: image] on the ultimate results and then prioritizes alternatives using the suggested methodology. To assess the outcomes of the comprehensive aggregation, we establish fixed values for the various parameters of [image: image]. The final decision outcomes are subsequently employed to evaluate the available choices. The final findings are given in Table 13 by modifying [image: image] based on the 2TL[image: image]-ROFWPMM operator. Subsequently, the outcomes of these decisions are employed to establish a hierarchical order among the available possibilities. The selection of the optimal alternative is determined by the ranking outcomes, and it is consistently identified as the best option by the 2TL[image: image]-ROFWPMM operator. Changes in the values of the [image: image] parameter have a considerable impact on the outcomes of the alternative ranking. The ranking results exhibit consistency even when the imaginary component is altered, and the optimal alternative remains unchanged, as depicted in Table 13. The selection of the optimal alternative is determined by the ranking outcomes, with the [image: image] option being identified as the most favorable according to the 2TL[image: image]-ROFWPMM operator. By manipulating the values of [image: image] in order to get the most favorable choice outcome, the decision preference can be effectively articulated within the context of the decision-making process.
This consistency in the optimal choice, regardless of different [image: image] and [image: image] values and small score differences, highlights the robustness and reliability of our decision-making approach using the 2TL[image: image]-ROFWPMM operator. It demonstrates that while the parameter [image: image] and [image: image] influences the scores and rankings of alternatives, the best choice remains stable. This emphasizes that the decision-making process is dependable and not overly sensitive to variations in [image: image] and [image: image] values.
5.3 Comparative analysis
In this subsection, we employ validated methodologies to address the proposed MAGDM problem and evaluate the results using our framework to assess its practicality and efficacy. The proposed technique is subjected to a comparative study using several AOs and ranking systems. The evaluation outcomes for the selection of the best choice are computed meticulously through the implementation of these procedures. Hence, we solve the concerned problem for these approaches and ranked the results in Tables 14–17. The visual depiction of comparative analysis is given in Figures 6, 7.
TABLE 14 | The outcomes about L[image: image]-ROFWPMM operator.
[image: Table 14]TABLE 15 | The outcomes about 2TLPyFWPMM operator.
[image: Table 15]TABLE 16 | The outcomes about LIFPWA operator.
[image: Table 16]TABLE 17 | Ranking results of comparative analysis with different methods.
[image: Table 17][image: Figure 6]FIGURE 6 | Comparative analysis with different existing AOs.
[image: Figure 7]FIGURE 7 | Comparative analysis with different existing ranking methods.
5.3.1 Comparative analysis with different AOs
In this study, we compare our proposed method to three existing AOs: the L[image: image]-ROFWPMM operator developed by Liu and Liu (2019), the 2TLPyFWPMM operator developed by Deng et al. (2020), and the LIFPWA operator developed by Liu and Qin (2017). This evaluation is meant to determine whether or not the innovative approach described in this study is reliable and useful. Based on this computation, the alternatives are ranked to identify the best one. Furthermore, it has been determined that the outcome values of the alternatives in various evaluations exhibit maximal differences. However, it is consistently seen that the optimal choice remains always changed. When we make a comparison with the L[image: image]-ROFWPMM operator then the ranking is [image: image], and the best one is [image: image]. When we make a comparison with the 2TLPyFWPMM operator then the ranking is [image: image], and the best one is [image: image]. Lastly, when we make a comparison with the LIFPWA operator then the ranking is [image: image], and the best one is [image: image]. The numerical results are shown in Tables 14–16.
5.3.2 Comparative analysis with different ranking methods
In this analysis, we compare our proposed approach with the 2TL[image: image]-ROF-CODAS approach (Yager, 2016), the 2TLPyF-CODAS approach (He et al., 2020a), the 2TLFF-CODAS approach (Akram et al., 2023e), 2TL[image: image]-ROF-EDAS approach (Naz et al., 2022b), and the 2TLPyF-EDAS approach (He et al., 2020b) to properly represent the innovative approach presented in this study’s reasonableness and efficiency. Based on this computation, the alternatives are ranked to identify the best one. Furthermore, it has been determined that the outcome values of the alternatives in various evaluations exhibit minimal differences. However, it is consistently seen that the optimal choice remains slightly changed. When we make a comparison with the 2TL[image: image]-ROF-CODAS approach then the ranking is [image: image], and the best one is [image: image]. When we make a comparison with the 2TLPyF-CODAS approach then the ranking is [image: image], and the best one is [image: image]. When we make a comparison with the 2TLFF-CODAS approach then the ranking is [image: image], and the best one is [image: image]. When we make a comparison with the 2TL[image: image]-ROF-EDAS approach then the ranking is [image: image], and the best one is [image: image]. Lastly, when we make a comparison with the 2TLPyF-EDAS approach then the ranking is [image: image], and the best one is [image: image]. The numerical results are shown in Table 17.
Our analysis involves a comprehensive comparison of our proposed methodology with different AOs and ranking methods. The primary objective is to rigorously validate the effectiveness and rationale of our novel approach presented in this research paper. By conducting thorough computations and rankings, we aim to discern the most optimal alternative. To achieve this, we employed a range of datasets and scenarios to test the adaptability and robustness of our method under various conditions. Ultimately, this comprehensive evaluation seeks to establish the reliability and practical utility of our approach in addressing real-world decision-making problems.
6 CONCLUSION
To better understand the complex dynamics of watersheds, which are vital parts of our natural landscape, hydrologists and environmental scientists rely on WSMs. A WSM is a computational depiction of the complex processes that occur within a watershed, such as the flow of water, the distribution of precipitation, the actions of soil and plants, and the effects of human activities. These models are based on the idea of simulating a watershed’s behavior under different conditions, which provides researchers, scientists, and policymakers with invaluable insights into water flow across the landscape, the transport of pollutants, and the impact of factors like land use change, climate variation, or infrastructure development on the watershed’s health and sustainability. Management of water supplies is a fundamental use case for WSMs. They allow for accurate forecasting and control of a watershed’s water supply. This is of critical importance in areas where water is scarce or when water is used for multiple purposes. These models help with water allocation, conservation policies, and infrastructure construction by providing realistic estimates of water availability and demand. In addition, watershed models assume a critical role in the prediction and management of floods. Through the simulation of a watershed’s reaction to intense precipitation or the melting of snow, these models can offer early notification of the likelihood of flooding occurrences. This aids communities in their preparedness and enables them to respond efficiently, thereby mitigating harm and safeguarding human lives. WSMs are also highly advantageous for environmental conservation and protection.
These tools provide an evaluation of the influence of human activities, such as agriculture, urbanization, or industrial operations, on the quality of water and the overall wellbeing of ecosystems within a given watershed. Understanding this information is crucial for formulating policies and implementing strategies that effectively address pollution and uphold the integrity of ecological equilibrium. In the context of a dynamic climate, the significance of WSMs is progressively escalating. These studies aid in comprehending the influence of climate change on precipitation patterns, temperature variations, and hydrological cycles within a specific watershed. Consequently, they furnish useful empirical evidence for the formulation of policies aimed at adapting to and mitigating the aforementioned impacts. WSMs are highly adaptable and essential instruments that serve to connect the divide between scientific comprehension and the implementation of effective watershed management strategies. These tools provide individuals with the ability to make well-informed choices regarding water resources, environmental preservation, and readiness for disasters, guaranteeing the sustainable utilization and safeguarding of one of the Earth’s most valuable assets water. These models play a crucial role in our repertoire for constructing resilient and ecologically sustainable communities that cater to the needs of both current and future generations. The use of integrated watershed models to examine complex watershed systems and facilitate integrated river basin management is on the rise. We think that improved watershed management and scientific understanding can both benefit from integrated watershed modeling.
The water, land, air, plant, and human nexus within the watershed should be modeled to accurately reflect its dynamics and coevolution. As a stand-in for models of watershed systems that incorporate decision-making algorithms, the management-focused model is useful. The explicit linkage of attribute values in the modern environment means that the generalized WPMM AO can address problems in MAGDM that arise in the real-world. So, we suggested forming a group AO to combine 2TL[image: image]-ROFNs. This article considered the DEMATEL-MOORA method’s stability, feasibility, and simplicity in the calculation process and proposed a new tool, the 2TL[image: image]-ROF-DEMATEL-MOORA method, built on the 2TL[image: image]-ROFWPMM AO, that can be used to express DMs’ complex and uncertain decision information in the MAGDM setting. In order to produce results that are consistent with real-world scenarios, the proposed method can assign different weights to the attributes depending on the nature of the problem at hand. The numerical example supports the claim that our proposed method is more flexible than existing approaches. Our proposed method is still vital for dealing with real-world MAGDM scenarios because of its advantages and benefits. In comparison to alternative methodologies, the recently developed decision-making algorithm exhibits a higher prevalence of adoption and effectively mitigates the loss of knowledge. While the proposed 2TL[image: image]-ROF-DEMATEL-MOORA method offers flexibility and enhanced decision-making capabilities in MAGDM settings, it does have some limitations. First, the model’s complexity can increase significantly with the inclusion of multiple attributes and DMs, potentially leading to computational challenges in large-scale applications. Additionally, the accuracy of the model’s results depends heavily on the quality and reliability of the input data, which can vary in real-world scenarios.
Moreover, the method’s effectiveness in predicting real-world watershed dynamics may be influenced by the limitations of the available data and the assumptions made during model development, such as the simplification of environmental processes and human behaviors. Furthermore, the approach may require more extensive validation under diverse environmental and socio-economic conditions to fully establish its generalizability and robustness across different geographical regions. In the future, we will plan to broaden our scope to encompass cases involving two variables. Our initial goal is to see if the method we have proposed can be applied to other typical MAGDM situations, such as supplier selection, medical diagnostics, and so on. The rest of the study will examine prospective alternative AOs for 2TL[image: image]-ROFS and discuss their use in MAGDM environments. Additionally, more comprehensive case studies and field validations are necessary to assess the model’s performance in various real-world watershed management scenarios, including diverse climate conditions and land-use practices. Extending the model to incorporate real-time data from remote sensing and Internet of Things devices could enhance its predictive power and adaptability. Future work could also explore the integration of machine learning techniques to further improve the model’s ability to handle uncertainty and dynamic changes in watershed systems. Furthermore, incorporating a wider range of socio-economic factors, such as population growth or economic activities, into the decision-making process could provide more holistic solutions for integrated watershed management.
DATA AVAILABILITY STATEMENT
The original contributions presented in the study are included in the article/supplementary material, further inquiries can be directed to the corresponding author.
AUTHOR CONTRIBUTIONS
JL: Writing–original draft, Writing–review and editing. HS: Writing–original draft, Writing–review and editing. AS: Writing–original draft, Writing–review and editing. MR: Conceptualization, Data curation, Formal Analysis, Funding acquisition, Investigation, Methodology, Project administration, Resources, Software, Supervision, Validation, Visualization, Writing–original draft, Writing–review and editing. MB: Writing–original draft, Writing–review and editing. NS: Writing–original draft, Writing–review and editing.
FUNDING
The author(s) declare that financial support was received for the research and/or publication of this article. Educational Fund: Doctoral, and Scientific Research Start up Fund (Project No: 2019jb25).
GENERATIVE AI STATEMENT
The author(s) declare that no Generative AI was used in the creation of this manuscript.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
REFERENCES
 Akram, M., Bibi, R., and Deveci, M. (2023b). An outranking approach with 2-tuple linguistic Fermatean fuzzy sets for multi-attribute group decision-making. Eng. Appl. Artif. Intell. 121, 105992–992. doi:10.1016/j.engappai.2023.105992
 Akram, M., Khan, A., Luqman, A., Senapati, T., and Pamucar, D. (2023c). An extended MARCOS method for MCGDM under 2-tuple linguistic q-rung picture fuzzy environment. Eng. Appl. Artif. Intell. 120, 105892. doi:10.1016/j.engappai.2023.105892
 Akram, M., Muhammad, G., and Ahmad, D. (2023a). Analytical solution of the Atangana-Baleanu-Caputo fractional differential equations using Pythagorean fuzzy sets. Granul. Comput. 8 (4), 667–687. doi:10.1007/s41066-023-00364-3
 Akram, M., Naz, S., Feng, F., Ali, G., and Shafiq, A. (2023d). Extended MABAC method based on 2-tuple linguistic T-spherical fuzzy sets and Heronian mean operators: an application to alternative fuel selection. AIMS Math. 8 (5), 10619–10653. doi:10.3934/math.2023539
 Akram, M., Niaz, Z., and Feng, F. (2023e). Extended CODAS method for multi-attribute group decision-making based on 2-tuple linguistic Fermatean fuzzy Hamacher aggregation operators. Granul. Comput. 8 (3), 441–466. doi:10.1007/s41066-022-00332-3
 Al-shami, T. M., and Mhemdi, A. (2023). Generalized frame for orthopair fuzzy sets: (m, n)-fuzzy sets and their applications to multi-criteria decision-making methods. Information 14 (1), 56. doi:10.3390/info14010056
 Arora, R., Dhankhar, C., Yadav, A. K., and Kumar, K. (2023). “A TOPSIS method based on Entropy measure for q-rung orthopair fuzzy sets and its application in MADM,” in In soft computing for problem solving: proceedings of the SocProS. Singapore: springer nature Singapore , 709–718. doi:10.1007/978-981-19-6525-8-54
 Atanassov, K. T. (1986). Intuitionistic fuzzy sets. Fuzzy Sets Syst. 20 (1), 87–96. doi:10.1016/s0165-0114(86)80034-3
 Aydemir, S. B., and Yilmaz Gunduz, S. (2020). Extension of multi-Moora method with some q-rung orthopair fuzzy Dombi prioritized weighted aggregation operators for multi-attribute decision making. Soft Comput. 24 (24), 18545–18563. doi:10.1007/s00500-020-05091-4
 Basaran, H. H., and Tarhan, I. (2022). Investigation of offshore wind characteristics for the northwest of Turkiye region by using multi-criteria decision-making method (MOORA). Results Eng. 16, 100–757.
 Brauers, W. K. M., and Zavadskas, E. K. (2012). Robustness of MULTIMOORA: a method for multi-objective optimization. Informatica 23 (1), 1–25. doi:10.15388/informatica.2012.346
 Deng, X., Wang, J., and Wei, G. (2020). Multiple attribute decision making based on power muirhead mean operators under 2-tuple linguistic pythagorean fuzzy environment. Cogn. Comput. 12 (6), 1276–1298. doi:10.1007/s12559-020-09756-y
 Denoeux, T. (2023). Reasoning with fuzzy and uncertain evidence using epistemic random fuzzy sets: general framework and practical models. Fuzzy Sets Syst. 453, 1–36. doi:10.1016/j.fss.2022.06.004
 Du, Y. W., and Shen, X. L. (2023). Group hierarchical DEMATEL method for reaching consensus. Comput. and Industrial Eng. 175, 108842–842. doi:10.1016/j.cie.2022.108842
 Eti, S., Dincer, H., Gokalp, Y., Yuksel, S., and Kararoglu, D. (2023). Identifying key issues to handle the inflation problem in the health care industry caused by energy prices: an evaluation with decision-making models. Manag. Inflat. Supply Chain Disruptions Glob. Econ. , 162–178. doi:10.4018/978-1-6684-5876-1.ch011
 Ghiaci, A. M., and Ghoushchi, S. J. (2023). Assessment of barriers to IoT-enabled circular economy using an extended decision-making-based FMEA model under uncertain environment. Internet Things 22, 100–719. 
 Guneri, B., and Deveci, M. (2023). Evaluation of supplier selection in the defense industry using q-rung orthopair fuzzy set based EDAS approach. Expert Syst. Appl. 222, 119846–846. doi:10.1016/j.eswa.2023.119846
 He, S., and Wang, Y. (2023). Evaluating new energy vehicles by picture fuzzy sets based on sentiment analysis from online reviews. Artif. Intell. Rev. 56 (3), 2171–2192. doi:10.1007/s10462-022-10217-1
 He, T., Wei, G., Lu, J., Wu, J., Wei, C., and Guo, Y. (2020b). A novel EDAS based method for multiple attribute group decision making with Pythagorean 2-tuple linguistic information. Technol. Econ. Dev. Econ. 26 (6), 1125–1138. doi:10.3846/tede.2020.12733
 He, T., Zhang, S., Wei, G., Wang, R., Wu, J., and Wei, C. (2020a). CODAS method for 2-tuple linguistic Pythagorean fuzzy multiple attribute group decision making and its application to financial management performance assessment. Technol. Econ. Dev. Econ. 26 (4), 920–932. doi:10.3846/tede.2020.11970
 Herrera, F., and Martinez, L. (2001). A model based on linguistic 2-tuples for dealing with multigranular hierarchical linguistic contexts in multi-expert decision-making. IEEE Trans. Syst. Man, Cybern. Part B Cybern. 31 (2), 227–234. doi:10.1109/3477.915345
 Ihsan, M., Saeed, M., Khan, K. A., and Nosheen, A. (2023). An algebraic approach to the variants of convexity for soft expert approximate function with intuitionistic fuzzy setting. J. Taibah Univ. Sci. 17 (1), 2182144. doi:10.1080/16583655.2023.2182144
 Jin, F., Guo, S., Cai, Y., Liu, J., and Zhou, L. (2023). 2-Tuple linguistic decision-making with consistency adjustment strategy and data envelopment analysis. Eng. Appl. Artif. Intell. 118, 105671. doi:10.1016/j.engappai.2022.105671
 Komsiyah, S., and Balqis, D. A. (2023). Analysis of decision support system for determining industrial sub-district using DEMATEL-MABAC methods. Procedia Comput. Sci. 216, 499–509. doi:10.1016/j.procs.2022.12.162
 Kumar, R., Mishra, A. K., Dutta, S., Singh, A. K., and Kumar Singh, A. (2023). Optimization and prediction of response characteristics of electrical discharge machining using AHP-MOORA and RSM. Mater. Today Proc. 80, 333–338. doi:10.1016/j.matpr.2023.02.138
 Li, L., Zhang, R., Wang, J., Zhu, X., and Xing, Y. (2018). Pythagorean fuzzy power Muirhead mean operators with their application to multi-attribute decision making. J. Intelligent and Fuzzy Syst. 35 (2), 2035–2050. doi:10.3233/jifs-171907
 Liu, P., Khan, Q., and Mahmood, T. (2019a). Some single-valued neutrosophic power muirhead mean operators and their application to group decision making. J. Intelligent and Fuzzy Syst. 37 (2), 2515–2537. doi:10.3233/jifs-182774
 Liu, P., Khan, Q., Mahmood, T., and Hassan, N. (2019b). T-spherical fuzzy power Muirhead mean operator based on novel operational laws and their application in multi-attribute group decision making. IEEE Access 7, 22613–22632. doi:10.1109/access.2019.2896107
 Liu, P., and Liu, W. (2019). Multiple-attribute group decision-making method of linguistic q-rung orthopair fuzzy power Muirhead mean operators based on entropy weight. Int. J. Intelligent Syst. 34 (8), 1755–1794. doi:10.1002/int.22114
 Liu, P., and Qin, X. (2017). Power average operators of linguistic intuitionistic fuzzy numbers and their application to multiple-attribute decision making. J. Intelligent and Fuzzy Syst. 32 (1), 1029–1043. doi:10.3233/jifs-16231
 Mahmood, T., Haleemzai, I., Ali, Z., Pamucar, D., and Marinkovic, D. (2021). Power Muirhead mean operators for interval-valued linear Diophantine fuzzy sets and their application in decision-making strategies. Mathematics 10 (1), 70. doi:10.3390/math10010070
 Muirhead, R. F. (1902). Some methods applicable to identities and inequalities of symmetric algebraic functions of n letters. Proc. Edinb. Math. Soc. 21, 144–162. doi:10.1017/s001309150003460x
 Namburu, A., Mohan, S., Chakkaravarthy, S., and Selvaraj, P. (2023). Skin Cancer segmentation based on triangular intuitionistic fuzzy sets. SN Comput. Sci. 4 (3), 228. doi:10.1007/s42979-023-01701-8
 Naz, S., Akram, M., Al-Shamiri, M. M. A., Khalaf, M. M., and Yousaf, G. (2022a). A new MAGDM method with 2-tuple linguistic bipolar fuzzy Heronian mean operators. Math. Biosci. Eng. 19 (4), 3843–3878. doi:10.3934/mbe.2022177
 Naz, S., Akram, M., Fatima, A., and Nadeem, A. (2022b). Q-rung orthopair fuzzy 2-tuple linguistic hamy mean operators for MAGDM with modified EDAS method. In real life applications of multiple criteria decision making techniques in fuzzy domain. Singap. Springer Nat. Singap. , 369–415. doi:10.1007/978-981-19-4929−618
 Naz, S., Akram, M., Shafiq, A., and Akhtar, K. (2024). Optimal airport selection utilizing power Muirhead mean based group decision model with 2-tuple linguistic q-rung orthopair fuzzy information. Int. J. Mach. Learn. Cybern. 15 (2), 303–340. doi:10.1007/s13042-023-01911-9
 Naz, S., Shafiq, A., Butt, S. A., and Ijaz, R. (2023). A new approach to sentiment analysis algorithms: extended SWARA-MABAC method with 2-tuple linguistic q-rung orthopair fuzzy information. Eng. Appl. Artif. Intell. 126, 106943–943. doi:10.1016/j.engappai.2023.106943
 Ozdemirci, F., Yuksel, S., Dincer, H., and Eti, S. (2023). An assessment of alternative social banking systems using T-spherical fuzzy TOP-DEMATEL approach. Decis. Anal. J. 6, 100184–184. doi:10.1016/j.dajour.2023.100184
 Pan, L., Deng, Y., and Cheong, K. H. (2023). Quaternion model of Pythagorean fuzzy sets and its distance measure. Expert Syst. Appl. 213, 119222–222. doi:10.1016/j.eswa.2022.119222
 Priyanka, R., Ravindran, K., Sankaranarayanan, B., and Ali, S. M. (2023). A fuzzy DEMATEL decision modeling framework for identifying key human resources challenges in start-up companies: implications for sustainable development. Decis. Anal. J. 6, 100192–192. doi:10.1016/j.dajour.2023.100192
 Rao, F., and Xiao, M. (2023). A novel MADM algorithm for physical education teaching quality evaluation based on 2-tuple linguistic neutrosophic numbers power Heronian mean operators. Plos One 18 (2), e0279534. doi:10.1371/journal.pone.0279534
 Razzaque, A., Razaq, A., Alhamzi, G., Garg, H., and Faraz, M. I. (2023). A detailed study of mathematical rings in q-rung orthopair fuzzy framework. Symmetry . 15 (3), 697. doi:10.3390/sym15030697
 Saeed, M., Ahmad, M. R., and Rahman, A. U. (2023). Refined Pythagorean fuzzy sets: properties, set-theoretic operations and axiomatic results. J. Comput. Cognitive Eng. 2 (1), 10–16. doi:10.47852/bonviewjcce2023512225
 Sarkar, A., Deb, N., and Biswas, A. (2023). Weighted dual hesitant $$q$$-rung orthopair fuzzy sets and their application in multicriteria group decision making based on Hamacher operations. Comput. Appl. Math. 42 (1), 40. doi:10.1007/s40314-022-02160-2
 Sevim, F., and Kurtaran, A. T. (2023). Evaluation of Turkey’s health tourism performance with the MOORA method. Gumushane Univ. Sos. Bilim. Derg. 14 (1), 99–109. 
 Shahzadi, G., Luqman, A., and Ali Al-Shamiri, M. M. (2022). The extended MOORA method based on Fermatean fuzzy information. Math. Problems Eng. 2022 (1), 7595872. 
 Wan, B., Hu, Z., Garg, H., Cheng, Y., and Han, M. (2023). An integrated group decision-making method for the evaluation of hypertension follow-up systems using interval-valued q-rung orthopair fuzzy sets. Complex and Intelligent Syst. 9 (4), 4521–4554. doi:10.1007/s40747-022-00953-w
 Wankhede, S., Pesode, P., Pawar, S., and Lobo, R. (2023). Comparison study of GRA, COPRAS and MOORA for ranking of phase change material for cooling system. Mater. Today Proc. doi:10.1016/j.matpr.2023.02.437
 Wu, W. W., and Lee, Y. T. (2007). Developing global managers’ competencies using the fuzzy DEMATEL method. Expert Syst. Appl. 32 (2), 499–507. doi:10.1016/j.eswa.2005.12.005
 Yager, R. R. (2013). Pythagorean membership grades in multicriteria decision making. IEEE Trans. Fuzzy Syst. 22 (4), 958–965. doi:10.1109/tfuzz.2013.2278989
 Yager, R. R. (2016). Generalized orthopair fuzzy sets. IEEE trans. Fuzzy syst., IEEE transactions on fuzzy systems , 25(5), 1222–1230. doi:10.1109/tfuzz.2016.2604005
 Yilmaz, I., Erdebilli, B., Naji, M. A., and Mousrij, A. (2023). A fuzzy DEMATEL framework for maintenance performance improvement: a case of Moroccan chemical industry. J. Eng. Res. 11 (1), 100019–019. doi:10.1016/j.jer.2023.100019
 Yue, Q., Zou, W., and Hu, W. (2023). A new theory of triangular intuitionistic fuzzy sets to solve the two-sided matching problem. Alexandria Eng. J. 63, 57–73. doi:10.1016/j.aej.2022.07.018
 Zadeh, L. A. (1965). Fuzzy sets. Inf. Control 8 (3), 338–353. doi:10.1016/s0019-9958(65)90241-x
 Zeng, S., Ali, Z., Mahmood, T., and Jin, H. (2022). Complex interval-valued q-rung orthopair 2-tuple linguistic aggregation operators and their application in multi-attribute decision-making. Appl. Artif. Intell. 36 (1), 2033471. doi:10.1080/08839514.2022.2033471
 Zhang, Z. X., Wang, L., Wang, Y. M., and Martinez, L. (2023). A novel alpha-level sets based fuzzy DEMATEL method considering experts’ hesitant information. Expert Syst. Appl. 213, 118925–925. doi:10.1016/j.eswa.2022.118925
Conflict of interest: The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2025 Li, Saleh, Salih, Rasheed, Bilal and Shabbir. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.




OPS/images/inline_138.gif
00 X, = skl &

L&)
CRAMN





OPS/images/inline_137.gif
%88 = (aGh{i - (- APy - AT Empilyy A k) A6,






OPS/images/inline_14.gif





OPS/images/inline_139.gif
). A0





OPS/images/inline_136.gif





OPS/images/inline_135.gif





OPS/images/inline_141.gif
Ny = ((£p,,0,)s (£1,,8)))





OPS/images/inline_140.gif
= (a5






OPS/images/inline_143.gif





OPS/images/inline_142.gif
Ny = ((£p,,0,), (£1,,83))





OPS/images/crossmark.jpg
©

|





OPS/images/inline_128.gif





OPS/images/inline_127.gif





OPS/images/inline_13.gif





OPS/images/inline_129.gif





OPS/images/inline_126.gif





OPS/images/inline_134.gif
Ny = ((£p,,0,), (£1,,83))





OPS/images/inline_131.gif
Ny ~ N>





OPS/images/inline_130.gif





OPS/images/inline_133.gif
Ny = ((£p,,0,), (£1,,81))





OPS/images/inline_132.gif





OPS/images/inline_118.gif
Ny = ((£p,,0,), (£1,,83))





OPS/images/inline_117.gif
Ny = ((£p,,0,), (£1,,81))





OPS/images/inline_12.gif





OPS/images/inline_119.gif





OPS/images/inline_125.gif





OPS/images/inline_124.gif





OPS/images/inline_121.gif





OPS/images/inline_120.gif





OPS/images/inline_123.gif





OPS/images/inline_122.gif





OPS/images/inline_108.gif





OPS/images/inline_11.gif





OPS/images/inline_109.gif





OPS/images/inline_115.gif





OPS/images/inline_114.gif





OPS/images/inline_116.gif





OPS/images/inline_111.gif
0< (A (£,(9), (9N + (A (£(9),£(9)) <k





OPS/images/inline_110.gif
0<A™" (£,(9),p0(9) <k, 0<A" (£(9),£(9)) <k





OPS/images/inline_113.gif





OPS/images/inline_112.gif





OPS/images/inline_1000.gif





OPS/images/inline_100.gif





OPS/images/inline_105.gif
& (V) € [-0.5,0.5)





OPS/images/inline_104.gif
£,(V), 5 (V) €S





OPS/images/inline_107.gif
(£, (V),g0(V))





OPS/images/inline_106.gif
((£,(9), 0 (V)), (£ (9),§(V)))





OPS/images/inline_101.gif
Ly





OPS/images/inline_1001.gif





OPS/images/inline_103.gif





OPS/images/inline_102.gif





OPS/images/inline_10.gif





OPS/images/fenvs-12-1502216-t033.gif
o B N
. a3 qonts oo osss
¥, 12307 oo 0174 0ass
¥, s a7 o o





OPS/images/fenvs-12-1502216-t039.gif
ohon S
A,
e
o (e
hvon (Caimy
fresesipoeiind

b e
(oo (e -aioe)
iR
T EA
o





OPS/images/fenvs-12-1502216-t038.gif
s

vl gyt
e (o e (o)
fiuooon (A (aimy (Caom
ooy (Cam (< h (Caon

o (i (G oo Goatm
(Cam (oo (© ad s






OPS/images/inline_1.gif





OPS/images/fenvs-12-1502216-t040.gif
oo

R S
R i i
iEAER A BB R
R G L G
R e e
e e e





OPS/images/fenvs-12-1502216-t035.gif
5 o (0 (E. a7 (G )
e (vt (i oann (sl
o5 [ oty (tomen (ot (oot

st e v B rtved

ey (Camn (oo o
(ke (Gt (Chi (G o
e (04D (000 (lAMED. (h-2081%





OPS/images/fenvs-12-1502216-t034.gif
5 w00 @ 0m (- (6 )
L bt i (0 (Cne
5 (o o (Gt
s [ Gomy (oo (o o
T G (G (o
& 70 (6o (ot i aww)
b (o o (€ g
dr thu -S4 (61D (00008 (6 00T)





OPS/images/fenvs-12-1502216-t037.gif
GCnon & ) )
e (i o e (o
(Goon (o (C e (o0
o () (A
s Gy ()
Gake) (€ (Caden (v
JSnane (-aian (1,008 (008





OPS/images/fenvs-12-1502216-t036.gif
R e
et (Csiom o (ot
L Ghe ERE S
s L G by (C o) (G0t
o (oo, (o (©am)
R e e ety
b e (e e
I Uo-82003) (hr-02000) {-001) (K- MS1S)





OPS/images/fenvs-12-1502216-t032.gif
A R
. a0 dois oz aost
) 0409 00013 00000 011z





OPS/images/fenvs-12-1502216-t031.gif
Ny Ny Ny Ny
. 000 doo7s oot 003
] 0236 00238 a0 0273





OPS/images/fenvs-12-1502216-t028.gif
N R
o (6, 0157 @00 (6, 0|
1) (E-DU) (£, 0103 (£, -047)

e T e gyl

(G o Eoow (oo

(o (G-ows 0w (& 0w

(G0 (6w (6w (€.

(o (Cow (60w @ 0w

. e, oo Ga-neoe,






OPS/images/fenvs-12-1502216-t027.gif
- T O 4
6 D) (6 D @ 09 6
prvi g v
(G € e @ 6 os)
(o) (6000 604w 0w
(G G Caw o)
(Eon e (€00 6 ) (6o
(G (e (6 o) € 0o
e






OPS/images/fenvs-12-1502216-t030.gif
e L -
5 w0 w0dn (6 v @ e
(G (o Coew (G0
5 o G Gomn (G0en
s o o (6o & 0
5 (G 6w (G (€
H
5
B

(o) (G 0w (com) (6 0o
s v v ver ey
S S, ey T

1





OPS/images/fenvs-12-1502216-t029.gif
s

(D (600 (0 (5 -a039)|
oy it (o (oo
e G (e ()
o Cots (oo (o
G (oo
procay

H065) (£ A7) (6, 0H068) (6 -00815)






OPS/images/fenvs-12-1502216-t024.gif
(ol @0 (@ 0 oz
(s e 0 (Een) (6 o)
(ke Cone (Convy (Coves
Goad (om (G0im) (601
(Easom) (@ 0w (€00 (Cos)
@ o (G (G oo
o @0 (oo (@0
e e e G e






OPS/images/fenvs-12-1502216-t023.gif
0 (6, 09 ok 6 0k
i R o e
(G €oumy -ason (€, -0sse)
(G070 (-0 om0 0
(£ (e 0w (6 000 (& oo
(R (€ s (G- (G, 0ins)
o (€0 (-aso) (6050
. e .






OPS/images/fenvs-12-1502216-t026.gif
AL TR L e e
6230 (6, 0290 €,-0289 (6, 0730
€0 (€ aao) (6 0008 (6, 0263)

o G o s
(G020 (6 20 (6, 0200 (6, 02520
(G (G (602w 6.0k
(G (€ ) (6 (6,20
(e (6 ) (6, ) (6, a2
A ) e Br B






OPS/images/fenvs-12-1502216-t025.gif
i

FEFTEEET

L A T
(6020 (6, 02559 (0,032 16,0380
(a0 (6 e (6 e (6
oy (oo o (as

A (00 (60 o)
G G (@ e (@ )
(Eonm (€. (6.2 (6. aen)
(e 00 (6w (6, s (e, s
S An? Go ) G SR Go






OPS/images/fenvs-12-1502216-t021.gif
(e oz
(@)
Gaisy
(ov
o3
caim)
(s
P

a0l @ o]
oy (om0 w6
(G059 (& o) (Cowsn
o (6 0o (00w
oy (Eowen (Cosm
(oS (G 0 (6 a2
i Commy Eama
D





OPS/images/fenvs-12-1502216-t020.gif
k

i
;
bd

(@03 (6000 (6 Dk 6 0l |
(0l (€ o) (©05) (e, s
o v e v
(o (600 (6069 (60116
@ (o (G (6037
Gome (Cawm) (@ 00 e o)
o G-t @00 Eam)
o s At |






OPS/images/fenvs-12-1502216-t022.gif
(G000 (6 00N (€010 (600750
(o (o (o (e i
Cans) () o G
Cadn (v (Gown (G 0w
(0 @ 0son (£l 0w (6 0zsa)
@ aos) oy (€ (6 o
o (o (0o (6 -awes)
brpp b i gl B g g B e





OPS/images/fenvs-12-1502216-t017.jpg
MAGDM methods

The proposed approach

Parameter

Ranking results

X630 >N >0 >N >N >k >k

‘ 2TLg-ROF-CODAS approach (Yager 2016)
‘ 2TLPYE-CODAS approach (He et al, 2020a)
‘ 2TLFE-CODAS approach (Akram et al., 2023¢)
l 2TLg-ROF-EDAS approach (Naz et al., 2022b)

 2TLPYF-EDAS approach (He et al, 2020b)

I IR SN
N>R > >M>N >k >Rk
I S e LIRS
J>X>h >k >k > >k >k

A LR T S





OPS/images/fenvs-12-1502216-t016.jpg
Alternatives

LIFPWA

Score functions

kY ((£0,0.2452), (£5,-0.2457)) 0.0307
X ((£0,0.3504), (£,-0.3675)) 0.0449
Y ((£0,0.3278), (£5,-0.3977)) 0.0453
X ((£0,0.3864), (£5,-0.3413)) 0.0455
% ((£0,0.3396), (£4,0.3257)) 0.0416
% ((£0,0.3128), (£5,-0.3242)) 0.0398
Y ((£0,0.3291), (£4,-0.3668)) 0.0435
% ((£0,0.3703), (£5,-0.3635)) 0.0459

SO CSR J JOR, L SN S (e T






OPS/images/fenvs-12-1502216-t019.gif
o

foeveiar iR et
Gonoen (s oy
e i s
e it (e e
freras i v Nrevon)

iy
ity
Pyl
v
asm





OPS/images/fenvs-12-1502216-t018.gif





OPS/images/fenvs-12-1502216-t013.jpg
rameters

(11212)

Scores

00276, 0.0435, 0.0706, 0.0343, 0.0203, 0.0781, 0.0502, 0.0066

Ranki

36>3 5% >0 >N > >k

[8/34017/5]

0.0711, 0.0829, 0.0947, 0.0783, 0.0475, 0.1092, 0.0859, 0.0559

(111473 0.0416, 0.0613, 00868, 0.0497, 0.0320, 0.0923, 00679, 0.0111 36>3>3 505> 0 >35>
[2067) 0.0736, 0.0836, 0.0838, 0.0832, 0.0582, 0.1110, 00838, 0.0671 2633753 > 0 >3 >0 >3 >3
(1020 00350, 0.0358, 0.0293, 0.0326, 0.0246, 0.0822, 0.0427, 00335 3633 >0 >N >3 > >0 >k
1210) | 00357, 00514, 00753, 0.0427, 0.0208, 00913, 0.0588, 0.0252 2633553 > 3 >3 >3 23>0
(1234 00718, 0.0861, 0.0954, 00799, 0.0537, 0.1079, 0.0871, 00355 263353 >0 > X >0 >3 >0
(22713753 0.0696, 0.0864, 0.0982, 0.0780, 0.0549, 0.1060, 0.0872, 00302 3633553 > 0 >3 >0 >35>
[035/29/4] 0.0641, 0.0774, 0.0940, 0.0708, 0.0393, 0.1066, 0.0826, 00454 36>3>1 >0 >0 >N >k
[2305) | 0.0695, 00806, 00908, 0.0765, 0.0455, 01089, 0.0849, 00550 363355350 > 3> 23>0
[2045] | 00720, 00822, 00899, 00790, 0.0489, 01087, 00854, 00586 36>3>3 >0 >0 > N >k
(17213722 | 0.0469, 00652, 0.0879, 00549, 0.0328, 0.0971, 00719, 0.0147 333553 >0 >3 >0 >35>

>N >3 >R >l >k >k >






OPS/images/fenvs-12-1502216-t015.jpg
Alternatives

((£6,0.1720), (£5,0.1448))
((£6,0.4874), (£, ~0.3206))
((£7,-0.3417), (£6,-0.0951))

((£7,-03779), (£, ~0.0974))

Score functions
05908
05768
05740

05704

& e |2

((£7,-0.2915), (£, ~0.0846))

((£6,0.1178), (£5,0.4119))

05782

05636

E

S I N T s e g

((£7,-0.2771), (£, 0.3408))

((£7,0.0102), (£7,-0.1206))

05390

05142






OPS/images/fenvs-12-1502216-t014.jpg
Alternatives

Lg-ROFWPMM

Score functions

kY ((£5,-0.2268), (€3, ~0.0589)) 06145
Y ((£5,0.3086), (£45,-0.4385)) 06092
3 ((£6,-0.3476), (£, -0.1597)) 06133
X ((£6,-0.3823), (£4,-0.1435)) 06101
% ((£6,-0.2788), (£4,-0.1282)) 06156
% ((£5,-0.2240), (£3,0.1196)) 06035
Y ((£6,-0.1622), (£4,0.1679)) 06044
% ((£6,0.4654), (£5,-0.1522)) 0.6011

Sl e 0 T s e s R g





OPS/images/fenvs-12-1502216-t010.jpg
Y 0.0445 00570 0.0156 00370
% 0.0295 00161 0.0727 0.0092
3 0.0000 0.0901 0.0104 00208
X 0.0136 00148 0.0646 0.0059
35 0.0169 00379 0.0361 00032
3 0.0069 0.0489 0.1029 0.0000
3 0.0205 00790 0.0018 00013
35 0.0099 0.0000 0.0000 00226






OPS/images/fenvs-12-1502216-t009.jpg
Attributes Ny N> N3 Na

Values | (6,01348) | (£,,00359) | (£,,0.3380) | (£4,-0.0090)





OPS/images/fenvs-12-1502216-t012.jpg
Parameters

Scores

Ranking

113 0.0390, 0.0661, 0.0343, 0.0624, 0.0486, 0.0803, 0.0372, 00349 332> 0>k >0 >, >k >k
32 | 00546, 0.0898, 00547, 00869, 0.0709, 01044, 00423, 00515 333 >N 3> >N >l
6 0.0429, 0.0593, 00860, 0.0496, 0.0281, 0.0932, 0.0686, 00119 33253 >R > X >0 ks>
8 0.0208, 0.0374, 0.0751, 0.0263, 0.0145, 0.0747, 0.0469, 00029 33333 >R > M >R >33
13 0.0036, 0.0090, 0.0469, 0.0039, 0.0028, 0.0335, 0.0136, 0.0009 2>%6> 3 >0 >3 >0 >35>
17/4 | 0.0661, 00837, 0.0908, 00769, 0.0489, 0.1106, 0.0843, 0.0323 233 >N >0 >R >N 2>k
2306 0.0693, 0.0901, 00894, 0.0840, 0.0571, 01149, 00851, 0.0371 26>0> 3> 3 >3 > >35>
16 00013, 0.0035, 00324, 00014, 0.0011, 00167, 00059, 00005 R L TIIET I
17 0.0009, 0.0026, 0.0282, 0.0010, 0.0008, 0.0128, 0.0044, 0.0004 33353 >0 >N >N >l >
20 0.0005, 0.0010, 0.0181, 0,000, 0.0005, 0.0054, 0.0019, 00002 333633 >0 >3 > >l >0
2 0.0003, 0.0004, 00110, 0.0003, 0.0003, 0.0021, 0.0007, 0.0000 333653 >0 >N >0 i >

| 00216, 00415, 00776, 00305, 0.0168, 00786, 00513, 0.0039 36>35>3 >3 >3 >k >l >3

5317






OPS/images/fenvs-12-1502216-t011.jpg
Alternatives bY 22 23 24 Is 26 37 A8

Values





OPS/images/inline_817.gif





OPS/images/inline_818.gif





OPS/images/inline_816.gif





OPS/images/inline_886.gif





OPS/images/inline_887.gif
A5 P AL 2 A2 A 2 A 2 A7 2 A 2 Ay





OPS/images/inline_88.gif





OPS/images/inline_885.gif





OPS/images/fenvs-12-1502216-t006.jpg
Ry
Co
Ry +Cp

Ry = Cy

0.1683

2.0442

22125

-1.8759

05582

03758

09340

0.1824

14616

0.2619

17235

1.1997

12342

07405

19747

04937






OPS/xhtml/nav.xhtml
Contents

		Cover

		Fuzzy-based group decision-making approach utilizing a 2-tuple linguistic -rung orthopair set for the selection of optimal watershed system model		1 Introduction		1.1 Motivation

		1.2 Contribution

		1.3 Structure





		2 Literature review		2.1 q-rung orthopair fuzzy set

		2.2 2-Tuple linguistic representation model

		2.3 Power Muirhead mean aggregation operator

		2.4 DEMATEL method

		2.5 MOORA method

		2.6 Abbreviations and descriptions





		3 Review of fundamental concepts		3.1 Terminologies and notations





		4 Decision analysis with a 2TLq-ROF-DEMATEL-MOORA approach in MAGDM environment		4.1 Pseudocode framework

		4.2 Complexity analysis





		5 Numerical illustration		5.1 Decision analysis

		5.2 Parameter analysis

		5.3 Comparative analysis





		6 Conclusion

		Data availability statement

		Author contributions

		Funding

		Generative AI statement

		Publisher’s note

		References









OPS/images/fenvs-12-1502216-t005.jpg
N
N2
N
N

((0,0.0000, (s0,0.0000))
((5+,0.0000, (s1,0.0000))
((56,0.0000), (2, 0.0000))

((s7,0.0000), (s4,0.0000))

((53,0.0000), (s, 0.0000))
((50,0.0000, (50, 0.0000))
((s4,0.0000), (53, 0.0000))

((s5,0.0000), (s2,0.0000))

((53,0.0000), (s2,0.0000))
((55,0.0000), (s2,0.0000))
((50,0.0000), (50, 0.0000))

((52,0.0000), (s1,0.0000))

‘ ((54,0.0000), (51,0.0000))

‘ ((54,0.0000), (53,0.0000))
‘ ((56,0.0000), (51,0.0000))

‘ ((50,0.0000), (s0,0.0000))






OPS/images/fenvs-12-1502216-t008.jpg
3 0.3390 02766 04799 03508
3 0.3990 04399 02514 04622
3 05168 0.1441 05005 04158
X 0.4625 04451 02840 04751
35 0.4493 03527 03979 04860
A 0.4891 03087 0.1306 04989
3 0.4347 0.1885 05350 0.4938
3 04773 05045 05422 04085






OPS/images/fenvs-12-1502216-t007.jpg
Alternatives Attributes

% ((£3,0.0649) (£6,0.4097)) ((£3,~0.3594) (£7,~0.1786)) ((£4,0.0182) (£5,-0.2700)) ((£3,-0.2273) (£, 0.3020))
Y ((£3,0.4006) (£, ~0.1124)) ((£4,0.0550) (£5,0.4999)) ((£2,0.4281)(£7,-0.0365)) ((£4,-0.2706) (€5, 0.0235))
Y ((£4,0.4336) (£4, -0.3950)) ((£3,-0.3381) (£7,0.4827)) ((£4,-0.3828) (£4,-0.4212)) | ((£4,-0.3502) (£6,-0.2717))
X (En-0275)(E,00159) | ((£:,01365)(£5,02263) ((£3,-0.4522) (£, ~0.2260)) ((£5,-0.2466) (€5, 0.2680))
% ((£4,0.0676) (£5,0.3636)) ((£3,0.3940) (£4,0.3226)) ((€0322)(6,-01091)  ((64,-0.1830) (£, 0.4404))
% ((£4,-0.2661) (£4,0.2839)) ((£3,0.2881) (£7,-0.3589)) ((Eoo000,) (£5, ~0.4698)) ((£4,-0.0172) (£4,0.0401))
¥ ((£4,-0.4358) (£5,0.4608)) ((£2,02575)(£7,0.2818)) ((£5,-0.2991) (£n.0000,)) ((£4,0.1815) (£4,0.4173))

B ((£4,-0.0728) (£5,-0.2488)) ((£4,-0.0103) (£4,-0.2755)) (65 -01189(E002985) | ((E2-02741) (g 02753)





OPS/images/fenvs-12-1502216-t004.jpg
Alternatives Attributes

" ((£4,-0.0981) (£;,-0.2146)) ((£4,-0.0985) (£3,-0.4313)) ((£5,0.1870) (£,,0.1168)) ((£4,-0.4687) (£, ~0.4203))
Y ((£4,0.3234) (£, ~0.1583)) ((£6,-0.1149) (£1,-0.4467)) ((£3,0.1598) (£5,~0.2436)) ((£5,-0.2698) (£2,0.3329))
3 ((£6,~0.4149) (£1,-0.4577)) ((£4,-0.0672) (£5,-0.0322)) ((£5,-0.3138) (£, 0.3928)) ((£5,-0.3678) (£5,~0.4050))
N ((£5,-0.2735) (£, ~0.3464)) ((£5,-0.3805) (£,0.3850)) ((£3,0.3151) (£, 0.2894)) ((£6~0.0460) (€2, ~0.0434))

P (e 0MEOE00ME) (£ -00149)(E,04958) (6,03121) (£, -0.4586) | ((£5,-0.1619) (£1,0.1002))
% ((£5,-0.2628) (£1,-0.0285)) ((£5,-0.1645) (£2,0.1223)) ((£0,0.0000) (£, 0.3768)) ((£5,0.0419) (£,,~0.2001))

7 ¥ ((£5,-0.4726) (£5,0.2037)) ((£3,0.3402) (£4,0.0921)) ((£6,0.0052) (£0,0.0000)) ((£5,0.2823) (£,,0.0806))
% ((£5,-0.0247) (£,,0.3778)) ((£6,0.2009) (£,0.0344)) ((£4,0.2108) (9, 0.0090)) ((£3,04719) (£5, ~0.4103))






OPS/images/fenvs-12-1502216-t003.jpg
Alternatives

Evaluation matrix by Dy

Attributes

X ((£2,0), (£4,0)) ((€2,0), (£6,0)) ((£7,0), (£1,0)) ((£,0), (£7,0))
7 % ((£6,0), (£2,0)) ((€5,0), (£5,0)) ((£2,0), (£6,0)) ((£5,0), (£3,0))
3 ((£7,0), (£1,0)) ((€1,0), (£7,0)) ((£4,0), (£4,0)) ((£6,0), (£2,0))
3 ((£1,0), (£,0)) ((£5,0), (£3,0)) ((£2,0), (£6,0)) ((£,0), (£1,0))
B ((£2,0), (£6,0)) ((£6,0), (£2,0)) ((£5,0), (£5,0)) ((£4,0), (£4,0))
3 ((£2,0), (£6,0)) ((€7,0), (£1,0)) ((£1,0), (£7,0)) ((£5,0), (£3,0))
3 ((£5,0), (£5,0)) ((€2,0), (£6,0)) ((£5,0), (£5,0)) ((£4,0), (£4,0))
s ((£5,0), (£3,0)) ((€4,0), (£4,0)) ((£6,0), (€2,0)) ((£,0), (£5,0))

3 ((£1,0), (£7,0)) ((€4,0), (£4,0)) ((£6,0), (£2,0)) ((£3,0), (£5,0))
[ ((£2,0), (£6,0)) ((€7,0), (£1,0)) ((£1,0), (£7,0)) ((£5,0), (£3,0))
3 ((£4,0), (£4,0)) ((£6,0), (£2,0)) ((£3,0), (£5,0)) ((£1,0), (£7,0))
X ((£4,0), (£4,0)) ((€5,0), (£3,0) ((£2,0), (£5,0)) ((£2,0), (£1,0))
35 ((£7,0), (£1,0)) ((€1,0), (£7,0)) ((£5,0), (£5,0)) ((£6,0), (£2,0))
% ((£6,0), (£2,0)) ((€5,0), (£5,0)) ((£2,0), (£6,0)) ((£5,0), (£3,0))
b ((£5,0), (£,0) ((£2,0), (£6,0)) ((£2,0), (£1,0)) ((£4,0), (£4,0))
3 ((£5,0), (£5,0)) ((86,0), (£2,0)) ((£4,0), (£4,0)) ((£2,0), (£6,0))

((£6,0), (£2,0)

((£2,0), (£6,0)

E ((£4,0), (£4,0)) ((£5,0), (£5,0)) ((£2,0), (£5,0)) ((£5,0), (£3,0))
% ((£2,0), (£5,0) ((€2,0), (£,00) ((£4,0), (£4,0)) ((£6,0), (£2,0))
7!; ((£7,0), (£1,0)) ((€1,0), (£7,0)) ((£6,0), (£2,0)) ((£4,0), (£4,0))
s ((£5,0), (£1,0)) ((€4,0), (£4,0)) ((£3,0), (£5,0)) ((£1,0), (£2,0))
» 35 ((£6,0), (£2,0)) ((&5,0), (£3,0) ((£1,0), (£7,0) ((£3,0), (£5,0))
3 ((£5,0), (£3,0)) ((€2,0), (£6,0)) ((£1,0), (£7,0)) ((£6,0), (£2,0))
3 ((£2,0), (£5,0)) ((€5,0), (£3,0)) ((£6,0), (£2,0)) ((£,0), (£1,0))
» s ((£1,0), (£7,0)) ((£6,0), (£2,0)) ((£7,0), (£1,0)) ((£3,0), (£5,0))

((£3,0), (£5,0))

((£4,0), (£4,0))

((£2,0), (£6,0))

((£6,0), (£2,0))

((£1,0), (£,0))

((£3,0), (£5,0))

((£3,0), (£5,0)
((£4,0), (£4,0)

((£1,0), (£7,0)

((£7,0), (£,0)
((£5,0), (£3,0)

((£3,0), (£5,0)

((£4,0), (£,0))
((£1,0), (£,0)

((£4,0), (£,0))

((£6,0), (£2,0))
((£2,0), (£6,0))
((£6,0), (£2,0))

((£5,0), (£3,0))

((£7,0), (£,,00)

((£6,0), (£2,0))
((£1,0), (£,0)

((£2,0), (£,0))

((£5,0), (£5,0))

((£1,0), (£7,0))

((£6,0), (£2,0))

((£6,0), (£2,00)

((£1,0), (£7,0))
((£6,0), (£2,0))
((£3,0), (£5,0))

((£4,0), (£4,0))

((£4,0), (£4,0)

((£6,0), (£2,0))
((£2,0), (£6,0)
((£1,0), (£,0)

((£5,0), (£5,0)

((£7,0), (£,,0))

((£4,0), (£4,0))
((£5,0), (£,0))
((£5,0), (£,0)

((£6,0), (£2,0))

((£5,0), (£3,0)

((£2,0), (£6,0))
((£1,0), (£7,0))
((£2,0), (£6,0))
((£7,0), (£1,0))

((£5,0), (£3,0))

((£6,0), (£2,0))

((£7,0), (£,,0))

((£2,0), (£6,0))

((£3,0), (£5,0))
((£2,0), (£6,0))
((£6,0), (£2,0))

((£2,0), (£,0)
((£4,0), (£4,0))
((£5,0), (£1,0)

((£1,0), (&,0)
((£6,0), (£2,0))
((£5,0), (£,0))

((£5,0), (£3,0))
((£,0), (£2,0))

((£3,0), (£5,0))






OPS/images/logo.jpg
& frontiers | Frontiers in Environmental Science





OPS/images/math_qu34.gif
N N Ny Ny
N, 00623 00249 00160 0.0651
N 02307 00306 01714 0.125
N, 08253 01307 00314 0.4742
. 0.9258 0.1896 0.0431 0.0757






OPS/images/inline_734.gif





OPS/images/math_qu35.gif
w = (0.2962,0.1403, 0.2669, 0.2967)" .





OPS/images/inline_171.gif





OPS/images/inline_280.gif





OPS/images/inline_737.gif





OPS/images/math_qu5.gif
@'(1+T(RL))
1+7(R%))






OPS/images/inline_172.gif





OPS/images/inline_281.gif





OPS/images/inline_738.gif





OPS/images/math_qu6.gif





OPS/images/inline_279.gif





OPS/images/inline_735.gif





OPS/images/math_qu36.gif





OPS/images/inline_17.gif





OPS/images/inline_28.gif





OPS/images/inline_736.gif





OPS/images/math_qu4.gif





OPS/images/inline_175.gif





OPS/images/inline_284.gif





OPS/images/inline_740.gif





OPS/images/math_qu9.gif





OPS/images/inline_176.gif





OPS/images/inline_285.gif
D =1{D, D5, Dy, Dy, Ds}





OPS/images/inline_741.gif





OPS/images/inline_173.gif





OPS/images/inline_282.gif





OPS/images/inline_739.gif





OPS/images/math_qu7.gif
G = gX,

9

- max

M) s Y Ve MAXocs e Ve

1





OPS/images/inline_174.gif





OPS/images/inline_283.gif





OPS/images/inline_74.gif





OPS/images/math_qu8.gif





OPS/images/inline_179.gif





OPS/images/inline_177.gif





OPS/images/inline_286.gif





OPS/images/inline_742.gif





OPS/images/inline_178.gif





OPS/images/inline_287.gif





OPS/images/inline_75.gif





OPS/images/inline_288.gif





OPS/images/inline_76.gif





OPS/images/inline_181.gif





OPS/images/inline_290.gif





OPS/images/inline_77.gif





OPS/images/inline_182.gif





OPS/images/inline_291.gif





OPS/images/inline_78.gif





OPS/images/inline_18.gif





OPS/images/inline_289.gif





OPS/images/inline_760.gif





OPS/images/inline_180.gif





OPS/images/inline_29.gif





OPS/images/inline_761.gif





OPS/images/inline_185.gif





OPS/images/inline_294.gif





OPS/images/inline_788.gif
1111/21/2],11114/5],1206 /],





OPS/images/inline_186.gif





OPS/images/inline_295.gif





OPS/images/inline_789.gif





OPS/images/inline_183.gif
.

W,





OPS/images/inline_292.gif





OPS/images/inline_786.gif
151//4)






OPS/images/inline_184.gif





OPS/images/inline_293.gif





OPS/images/inline_787.gif
q(g =235/6 16 1/ 20 235 55/7)





OPS/images/inline_187.gif





OPS/images/inline_296.gif
Ly





OPS/images/inline_188.gif





OPS/images/inline_26.gif





OPS/images/inline_260.gif
oc Jaxb





OPS/images/inline_611.gif





OPS/images/math_18.gif
(re+e)™+ (re-c)' |, =128, (18)





OPS/images/inline_261.gif





OPS/images/inline_62.gif
Ly





OPS/images/math_19.gif
19






OPS/images/math_16.gif
a6





OPS/images/inline_61.gif





OPS/images/math_17.gif





OPS/images/inline_264.gif





OPS/images/inline_637.gif





OPS/images/math_3.gif
nxm(g(..(”’(: ﬂ))',(A"f.,s»)'»

A(F(N) € [0.k), 6





OPS/images/inline_265.gif
K"





OPS/images/inline_64.gif





OPS/images/math_4.gif
o=

v)

A (A(N) € [0.K].

) (1))

)





OPS/images/inline_262.gif





OPS/images/inline_63.gif
ks





OPS/images/math_2.gif





OPS/images/inline_263.gif





OPS/images/inline_636.gif





OPS/images/math_20.gif
r-4
0= m(T) @0





OPS/images/inline_268.gif





OPS/images/inline_65.gif
Ly





OPS/images/inline_269.gif





OPS/images/inline_266.gif
S (R}, N7)





OPS/images/inline_647.gif





OPS/images/math_5.gif
k
A(2(|
(A

->\—/
p-/\






OPS/images/inline_267.gif





OPS/images/inline_648.gif





OPS/images/math_6.gif
WAMME (@), 05, a0)

3 [T 6ee0mno)®
211





OPS/images/math_7.gif





OPS/images/inline_144.gif





OPS/images/inline_270.gif





OPS/images/inline_68.gif





OPS/images/math_qu1.gif





OPS/images/inline_145.gif





OPS/images/inline_271.gif





OPS/images/inline_69.gif





OPS/images/math_qu10.gif





OPS/images/inline_66.gif





OPS/images/math_8.gif





OPS/images/inline_27.gif





OPS/images/inline_67.gif





OPS/images/math_9.gif
©





OPS/images/inline_148.gif
o-(

1
(1)

2
(2)

@ (b)

)





OPS/images/inline_274.gif





OPS/images/inline_71.gif





OPS/images/math_qu3.gif





OPS/images/inline_149.gif





OPS/images/inline_275.gif





OPS/images/inline_72.gif





OPS/images/math_qu32.gif
Ny o Na o Ny Ny
N, 00000 00074 00064 0.0312
N 00312 00000 00944 0.0238
N 02363 00238 00000 0.2373
A, 04817 0.0944 0.0009 0.0000





OPS/images/inline_146.gif
o






OPS/images/inline_272.gif





OPS/images/inline_7.gif





OPS/images/math_qu11.gif





OPS/images/inline_147.gif
1a. | ¢ € [bff





OPS/images/inline_273.gif





OPS/images/inline_70.gif





OPS/images/math_qu2.gif
- (o) (6106%)) i T (beneftindex),
« 2e)) i (costindex)






OPS/images/inline_151.gif





OPS/images/inline_278.gif





OPS/images/inline_16.gif





OPS/images/inline_15.gif





OPS/images/inline_276.gif





OPS/images/inline_73.gif





OPS/images/math_qu33.gif
Ni N2 Ny Ny
N, 00000 00128 00112 00541
N 0.0541 00000 01636 0.0413
N 04096 00413 00000 0.4112
A, 0.8348 0.1636 0.0016 0.0000





OPS/images/inline_150.gif
5k





OPS/images/inline_277.gif





OPS/images/inline_733.gif





OPS/images/inline_551.gif





OPS/images/inline_907.gif





OPS/images/inline_552.gif
[ N, |





OPS/images/inline_908.gif





OPS/images/inline_553.gif





OPS/images/inline_909.gif





OPS/images/inline_556.gif





OPS/images/inline_911.gif





OPS/images/inline_557.gif





OPS/images/inline_92.gif





OPS/images/inline_554.gif





OPS/images/inline_91.gif





OPS/images/inline_555.gif
h = [Ny Jaxs





OPS/images/inline_910.gif





OPS/images/inline_56.gif





OPS/images/inline_95.gif
-





OPS/images/inline_560.gif





OPS/images/inline_96.gif





OPS/images/inline_558.gif





OPS/images/inline_93.gif
[(P): L — [0, 1]





OPS/images/inline_559.gif





OPS/images/inline_94.gif
-





OPS/images/inline_561.gif





OPS/images/inline_562.gif





OPS/images/inline_98.gif





OPS/images/inline_251.gif





OPS/images/inline_563.gif





OPS/images/inline_99.gif





OPS/images/inline_97.gif





OPS/images/inline_254.gif





OPS/images/inline_566.gif





OPS/images/math_11.gif
an






OPS/images/inline_255.gif





OPS/images/inline_57.gif





OPS/images/math_12.gif





OPS/images/inline_252.gif
Ty ATy .





OPS/images/inline_564.gif





OPS/images/math_1.gif
(b, (p(b)LI(2)))|0 € L},

(1)





OPS/images/inline_253.gif





OPS/images/inline_565.gif





OPS/images/math_10.gif
=

w'(1+T(RL))

S w(1+7(xy)

o)





OPS/images/inline_258.gif





OPS/images/inline_6.gif





OPS/images/math_15.gif
G(I-G)". (15)






OPS/images/inline_259.gif





OPS/images/inline_60.gif
Ly





OPS/images/inline_256.gif





OPS/images/inline_58.gif





OPS/images/math_13.gif





OPS/images/inline_257.gif
w' € [0, 1]





OPS/images/inline_59.gif
Ly





OPS/images/math_14.gif
g

o

G5
o
o

12g.20.






OPS/images/inline_89.gif





OPS/images/inline_888.gif





OPS/images/inline_889.gif
Al P A5 2 2 A2 A8 2 A 2 A7 > Ay





OPS/images/inline_892.gif





OPS/images/inline_893.gif





OPS/images/inline_890.gif





OPS/images/inline_891.gif
AR P AL P AT 2 A 2 A7 > A5 2 A 2 A





OPS/images/inline_896.gif
Al P A 2 2 A1 2 A7 > Ay 2 A5 2 Ag





OPS/images/inline_897.gif





OPS/images/inline_894.gif





OPS/images/inline_895.gif





OPS/images/inline_898.gif
Al P AM A 2 A 2 AT 2 A5 2 A3 > Ag





OPS/images/inline_899.gif





OPS/images/cover.jpg
& frontiers | Frontiersin Environmenta | Science

Fuzzy-based group decision-
making approach utilizing a 2-
tuple linguistic g-rung orthopair
set for the selection of optimal
watershed system model





OPS/images/inline_9.gif





OPS/images/inline_546.gif





OPS/images/inline_901.gif





OPS/images/inline_547.gif
\oc





OPS/images/inline_902.gif





OPS/images/inline_544.gif





OPS/images/inline_90.gif





OPS/images/inline_545.gif





OPS/images/inline_900.gif
Al P A 2 A 2 A7 > A3 > Ay 2 A5 > Ag





OPS/images/inline_55.gif





OPS/images/inline_905.gif
AR P AT 2 AL 2 A1 2 A5 2 Ay 2 A 2 Ag





OPS/images/inline_550.gif





OPS/images/inline_906.gif





OPS/images/inline_548.gif





OPS/images/inline_903.gif
AR P AT 2 A 2 A1 2 A5 > A 2 A 2 Ag





OPS/images/inline_549.gif





OPS/images/inline_904.gif





OPS/images/inline_243.gif





OPS/images/inline_244.gif





OPS/images/inline_242.gif





OPS/images/inline_247.gif





OPS/images/inline_248.gif





OPS/images/inline_245.gif





OPS/images/inline_246.gif





OPS/images/inline_250.gif





OPS/images/inline_249.gif





OPS/images/inline_25.gif





OPS/images/inline_535.gif
S (R}, N7)





OPS/images/inline_224.gif





OPS/images/inline_536.gif
S (R}, N7)





OPS/images/inline_227.gif
Wy ¢





OPS/images/inline_539.gif
\oc





OPS/images/inline_228.gif





OPS/images/inline_54.gif





OPS/images/inline_225.gif





OPS/images/inline_537.gif
grd





OPS/images/inline_226.gif





OPS/images/inline_538.gif
grd





OPS/images/inline_230.gif





OPS/images/inline_542.gif
\oc





OPS/images/inline_231.gif





OPS/images/inline_543.gif





OPS/images/inline_229.gif





OPS/images/inline_540.gif





OPS/images/inline_23.gif





OPS/images/inline_541.gif
\oc





OPS/images/inline_232.gif





OPS/images/fenvs-12-1502216-g005.gif
b

»

2

"

wam s,
adwssasis
aa0s
s30esy
s3an1in
sawneorms





OPS/images/fenvs-12-1502216-g006.gif
I

=

[r—






OPS/images/fenvs-12-1502216-g003.gif
sz
sats
ser
se0
s
sas






OPS/images/fenvs-12-1502216-g004.gif
4

5

B

s
e
waoen
sa020)
peweeey
ez





OPS/images/fenvs-12-1502216-t002.jpg
Notation Terminology Notation Terminology

(&) MD (&,8) NMD
F Score function I Accuracy function
k | Greatest linguistic term R | 2TLg-ROFN
[ 3 Alternatives | N Attributes
D DMs s Support degree
W Weights of DMs @ Weights of attributes
T | Combined support degree ¢  Power weights
WN Weighted normalized matrix e Score function matrix
o | References point matrix h | Decision matrix






OPS/images/fenvs-12-1502216-g007.gif
e Op N [r——
R —
[ r—
b %
PR —
g ® prr—

.





OPS/images/fenvs-12-1502216-t001.jpg
scription

ES Fuzzy set 4-ROFS g-Rung orthopair ES
2TLg-ROFS 2-Tuple linguistic g-ROFS AO Aggregation operator
WPMM Weighted power Muirhead mean DEMATEL Decision-making trial and evaluation laboratory
MOORA Multi-objective optimization based on the ratio analysis WSM Watershed system model
DMs Decision-makers MAGDM Multi-attribute group decision-making

o 2-Tuple linguistic MD Membership degree
NMD Non-membership degree Lg-ROFWPMM Linguistic q-rung orthopair fuzzy WPMM
2TLPyFWPMM 2-Tuple linguistic Pythagorean fuzzy WPMM LIFPWA Linguistic intuitionistic fuzzy power average
CODAS Combinative distance-based assessment EDAS Evaluation based on distance from average solution






OPS/images/fenvs-12-1502216-g001.gif





OPS/images/inline_233.gif





OPS/images/fenvs-12-1502216-g002.gif
sa1
sen
aae
e
ean
aeirp





OPS/images/inline_234.gif





OPS/images/inline_237.gif





OPS/images/inline_238.gif





OPS/images/inline_235.gif





OPS/images/inline_236.gif





OPS/images/inline_240.gif





OPS/images/inline_241.gif





OPS/images/inline_239.gif





OPS/images/inline_24.gif





OPS/images/inline_807.gif





OPS/images/inline_207.gif
[T (NG ) | axe





OPS/images/inline_42.gif





OPS/images/inline_81.gif





OPS/images/inline_208.gif
[Coclaxe (K =1,2,...,¢)





OPS/images/inline_43.gif





OPS/images/inline_810.gif





OPS/images/inline_40.gif





OPS/images/inline_808.gif





OPS/images/inline_206.gif





OPS/images/inline_41.gif





OPS/images/inline_809.gif





OPS/images/inline_210.gif





OPS/images/inline_46.gif





OPS/images/inline_813.gif





OPS/images/inline_211.gif





OPS/images/inline_47.gif





OPS/images/inline_814.gif





OPS/images/inline_209.gif





OPS/images/inline_44.gif





OPS/images/inline_811.gif





OPS/images/inline_21.gif





OPS/images/inline_45.gif





OPS/images/inline_812.gif





OPS/images/inline_214.gif





OPS/images/inline_212.gif





OPS/images/inline_48.gif





OPS/images/inline_815.gif





OPS/images/inline_213.gif





OPS/images/inline_49.gif





OPS/images/inline_5.gif





OPS/images/inline_217.gif





OPS/images/inline_52.gif





OPS/images/inline_218.gif
(Vo )bt





OPS/images/inline_53.gif





OPS/images/inline_215.gif





OPS/images/inline_50.gif





OPS/images/inline_216.gif





OPS/images/inline_51.gif





OPS/images/inline_220.gif





OPS/images/inline_532.gif





OPS/images/inline_221.gif





OPS/images/inline_533.gif
h™ = Noclsxs =
(85 @5 (5, 8) salo= 1,2,

»8,¢=1,2,3,4





OPS/images/inline_219.gif





OPS/images/inline_530.gif





OPS/images/inline_22.gif





OPS/images/inline_531.gif





OPS/images/inline_222.gif





OPS/images/inline_534.gif
1,2,3,4,5)





OPS/images/inline_223.gif





OPS/images/inline_297.gif
Ly





OPS/images/inline_790.gif





OPS/images/inline_189.gif





OPS/images/inline_298.gif





OPS/images/inline_791.gif





OPS/images/inline_79.gif





OPS/images/inline_191.gif





OPS/images/inline_30.gif





OPS/images/inline_794.gif
1/3,2/3,6,17/4,23/6,53/7






OPS/images/inline_192.gif





OPS/images/inline_300.gif
ks





OPS/images/inline_795.gif





OPS/images/inline_19.gif





OPS/images/inline_299.gif
Ly





OPS/images/inline_792.gif





OPS/images/inline_190.gif





OPS/images/inline_3.gif





OPS/images/inline_793.gif





OPS/images/inline_195.gif





OPS/images/inline_303.gif





OPS/images/inline_798.gif





OPS/images/inline_196.gif





OPS/images/inline_304.gif





OPS/images/inline_193.gif





OPS/images/inline_301.gif





OPS/images/inline_796.gif





OPS/images/inline_194.gif





OPS/images/inline_302.gif





OPS/images/inline_797.gif





OPS/images/inline_197.gif
K"





OPS/images/inline_198.gif
((£},>05)> (£] »8,))





OPS/images/inline_32.gif





OPS/images/inline_80.gif





OPS/images/inline_199.gif





OPS/images/inline_33.gif
(1)





OPS/images/inline_800.gif





OPS/images/inline_799.gif





OPS/images/inline_31.gif





OPS/images/inline_8.gif





OPS/images/inline_200.gif





OPS/images/inline_36.gif
u-+v <1





OPS/images/inline_803.gif





OPS/images/inline_201.gif





OPS/images/inline_37.gif
u+rv<l





OPS/images/inline_804.gif





OPS/images/inline_2.gif





OPS/images/inline_34.gif
(v)





OPS/images/inline_801.gif





OPS/images/inline_20.gif





OPS/images/inline_35.gif





OPS/images/inline_802.gif





OPS/images/inline_204.gif
S (R}, N7)





OPS/images/inline_4.gif





OPS/images/inline_205.gif





OPS/images/inline_202.gif





OPS/images/inline_38.gif





OPS/images/inline_805.gif





OPS/images/inline_203.gif





OPS/images/inline_39.gif
ut+ 11 <1





OPS/images/inline_806.gif





