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Solar radiation comprises the primary renewable source of energy on Earth and
has so been exploited in the last 20 years. Despite this, solar radiation
measurements are scarce worldwide, thus giving space to modelling.
Nevertheless, modelling solar radiation at an hourly level is nowadays required
for a short-term output forecast from solar installations. The daily global solar
radiation decomposition models are one category of solar models that convert
daily solar radiation values to hourly ones. The Collares-Pereira and Rabl (CPR)
and Collares-Repeira, Rabl and Gueymard (CPRG) models have shown to provide
a better performance than others at individual sites without exhibiting any sign of
universality on the other hand. The current study looks at this gap. In this regard,
twelve sites are selected around the world. To estimate hourly values, the CPR
and CPRG models are applied to daily solar radiation estimates for each site in
particular years. Hourly data sets that are openly accessible provide the daily
values. Additionally, daily and monthly values are derived from the estimated and
observed hourly values. The hourly, daily, and monthly scales are used to
compare the two models’ performances. The CPR model outperforms the
CPRG model across all sites and time scales. A universal coefficient of
correction is used to further enhance the CPR performance, bringing the
CPR-estimated solar radiation very close to the observed one.
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1 Introduction

Solar energy is the primary source on Earth for controlling various fields such as the
atmospheric environment (Giesen et al., 2008), terrestrial climate (Larsen et al., 2007), and
terrestrial ecosystems (Bojinski et al., 2014). The abundance of solar radiation on Earth also
makes it the most significant renewable energy source. As a result, it has been used in a
variety of solar energy applications, primarily in the form of photovoltaic (PV) energy, such
as (Kambezidis, 2021; Kambezidis, 2022). The substantial contribution that solar radiation
makes to the Earth’s thermal (energetic) balance is another crucial function. The
hydrological cycles employed for irrigation, agriculture, and water-resource
management are impacted by this equilibrium in terms of evapotranspiration (Boscaini
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et al., 2020). For these reasons, the knowledge of solar radiation
availability at a location is important. Furthermore, using solar
energy requires this kind of understanding (Khatib et al., 2012).
However, even now, there is a lack of data based on surface solar
radiation measurement stations (Kambezidis, 2022). This
disadvantage has long since made the creation of models of solar
radiation necessary.

The models may be statistical procedures (e.g., heuristic, fuzzy
logic), mathematical formulations (e.g., linear, polynomial), or
artificial intelligence (e.g., artificial neural networks, generalised
regression, feedback-back forward, cascade-forward back-
propagation, neuro-fuzzy, and optimised ANNs) (Kambezidis,
2022; Khatib et al., 2012). The purpose of the models is to
synthesise solar radiation time series in locations without solar
data availability. Predicting the short-term (few hours ahead)
solar radiation at a place is another goal, particularly for the AI-
based models. This short-term knowledge is highly significant for
the market of renewable energy (Nwokolo et al., 2022).

Hourly readings are crucial for solar modelling assessments or
in-depth analyses of the solar availability at the site of interest, even
though many meteorological stations worldwide now record
horizontal solar radiation on a daily basis (Kambezidis, 2022).
With the intention of providing hourly values of global
horizontal solar radiation in conjunction with meteorological
records or to fill in gaps, the so-called daily global solar radiation
decomposition (DGSRD) models (Yao et al., 2015) were developed
back in the 1950s, for example Whillier (1956). Depending on the
input parameters that are employed, the DGSRD models are
separated into two groups. Solar geometry (i.e., solar hour angle,
solar declination, day length, and time, either local or solar) is used
in the first category. Whillier’s work is a typical example (Whillier,
1956). Liu and Jordan (1960), Collares-Pereira and Rabl (1979),
Gueymard (1986), which is a modification of the CPR, although this
latter researcher later developed an own model (Gueymard, 2000),
Garg and Garg (1987), and Newell (1983) are other models of this
type. The second group comprises models that utilise the Gaussian
function, including representative models created by Jain (1984),
Jain (1988), Baig et al. (1991), El shazly (1996).

Using data from specific sites, the accuracy of the
aforementioned DGSRD models has been demonstrated. These
sites include four in South Africa (Whillier, 1956), one in the
United States (Liu and Jordan, 1960), five in the United States
(Collares-Pereira and Rabl, 1979), one in Canada (Gueymard, 1986;
Gueymard, 2000), four in India (Garg and Garg, 1987), one in the
United States (Newell, 1983), one in Italy (Jain, 1984), one in Canada
(Jain, 1988), one in Pakistan (Baig et al., 1991), and one in Egypt (El
shazly, 1996). All of these studies have looked at data from one or
more sites in a single country, with the exception of the work by
Gueymard (2000), which collected data from 135 locations
worldwide to develop and assess his own model. However, none
of these studies have assessed the most popular DGSRD models of
categories 1 and 2 using global data and drawn conclusions
regarding their effectiveness. Therefore, bridging this gap is the
goal of the current work. Only models that have demonstrated
accuracy in the majority of research have been selected here for
simplicity’s sake; the CPR and CPRG models satisfy the
requirements, as demonstrated by Yao et al. (2015). Thus, these
two DGSRD models have been considered in the current work.

The article is divided into sections. Section 2 deploys the data
and methodologies used. Section 3 provides the results of the study.
Section 4 gives the conclusions of the work and discusses its main
achievements, while it refers to future work in order to expand the
efficiency of the models. A nomenclature is also deployed to provide
a summary of the abbreviations and main symbols used in the study.
Acknowledgements and references follow.

2 Materials and methods

2.1 Data collection

To implement the goals of the study, the same 12 sites around
the world with those selected by Kambezidis et al. (2024) were used.
The selection criteria were: different environmental characteristics
(i.e., different climatological conditions), different terrain features
(i.e., different topographical characteristics), and distribution across
the continents (provided that available measurements exist). This
way, all the climatological, terrain and distribution patterns are
reflected in the solar radiation data. Table 1 shows the selected sites
in alphabetical order together with their geographical coordinates,
environmental description, climatological classification, and period
of usable data, while Figure 1 provides a world map indicating the
location of the 12 sites.

For the purpose of the study, the global horizontal irradiance, Hg

(in Wm-2), included in the data sets of Kambezidis et al. (2024) for
the 12 sites, was also used. The selection of the sites and their solar
radiation data were based on the BSRN (Baseline Surface Radiation
Network), except for Athens (ATH); in this case, data from the
Actinometric Station of the National Observatory of Athens
(ASNOA) not belonging to BSRN was used. The abbreviations of
the sites (except for Athens) are those provided by the BSRN
typology. A description of the BSRN operation can be found in
Driemel et al. (2018). All data was downloaded from the BSRN
network on permission, except for the Athens data, which is part of
the solar radiation components measured at ASNOA, Greece, in
continuous operation since 1952.

As shown in Table 1, single years were selected for analysis at
each site instead of a period of years. As mentioned in Kambezidis
et al. (2024)“. . .That was performed on the rationale that no
climatological analysis was intended to be conducted within the
scope of this study . . . For this reason, the year for each site was
selected in the period 1999 to 2020 from the BSRN list of stations,
with an additional restriction that the individual years cover the
mentioned period as broadly as possible. This way, any weather
peculiarities occurring over an extended area within a specific year
would be avoided.”

All data values are hourly averages. The BSRN network provides
its data in UTC (universal time coordinated), while the data from
ASNOA is in LST (local standard time). Therefore, a transformation
of all UTC data into LST ones for the 12 sites, except ATH, took
place in the data elaboration phase. In this stage, the corresponding
solar hour angle, ω (positive degrees after solar noon, −180o ≤ ω ≤
180o), solar altitude, γ (positive degrees above the local
horizon, −90o ≤ γ ≤ 90o), solar azimuth, ψ (positive degrees after
solar noon, −180o ≤ ψ ≤ 180o), and solar declination, δ (in
degrees, −23.5o ≤ δ ≤ 23.5o) values over the selected year for
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each station were calculated by using the XRONOS.bas code
(Kambezidis and Papanikolaou, 1990; Kambezidis and
Tsangrassoulis, 1993), (xronos means time in Greek with x being

spelled as ch). XRONOS.bas is an improvement to the original
SUNAE code (Walraven, 1978). A discontinuity in the estimation of
ψ at the sunrise and sunset moments was recently discovered and

TABLE 1 The 12 selected sites of the present study in alphabetical order. The symbols φ, λ, and z denote the geographical latitude (positive degrees north of
the Equator), the geographical longitude (positive degrees east of the Greenwich meridian), and the altitude of the site (amsl = above mean sea level),
respectively. In column6, I denotes rural, and II denotes urban environment. N = north, S = south, E = east,W=west. All geographical coordinates have been
rounded to the second decimal digit.

Number#, site, country
(abbreviation)

φ
(deg)

λ (deg) z (m
amsl)

Terrain features
(topography)

Terrain
type

Köppen-Geiger
climate classification

Period

#1, Athens, Greece (ATH) 37.97 N 23.72 E 107 Shrubs, trees (hilly) II Csa (temperate, dry summer, hot
summer)

2000

#2, Boulder, United States (BOU) 40.05 N 105.01 W 1,577 Grass (flat) I BSk (arid, steppe, cold) 1998

#3, Carpentras, France (CAR) 44.08 N 5.06 E 100 Cultivated land (hilly) I Csa (temperate, dry summer, hot
summer)

2018

#4, De Aar. S. Africa (DAA) 30.67 S 23.99 E 1,287 Sand (flat) I BSk (arid, steppe, cold) 2017

#5, Gandhinagar, India (GAN) 23.11 N 72.63 E 65 Shrubs (flat) II BSh (arid, steppe, hot) 2020

#6, Ilorin, Nigeria (ILO) 8.53 N 4.57 E 350 Shrubs (flat) I Aw (tropical, savannah) 2003

#7, Kishinev, Moldova (KIS) 47.00 N 28.82 E 205 Grass (flat) II Dfb (cold, no dry season, warm
summer)

2020

#8, Lerwick, UK (LER) 60.14 N 1.18 W 80 Grass (hilly) I Cfc (temperate, no dry season,
cold summer)

2003

#9, Lindenberg, Germany (LIN) 52.21 N 14.12 E 125 Cultivated land (hilly) I Dfb (cold, no dry season, warm
summer)

2018

#10, Payerne, Switzerland (PAY) 46.82 N 6.94 E 491 Cultivated land (hilly) I Dfb (cold, no dry season, warm
summer)

2013

#11, Regina, Canada (REG) 50.21 N 104.71 W 578 Cultivated land (flat) I Dfb (cold, no dry season, warm
summer)

2003

#12, Solar Village, S. Arabia (SOV) 24.91 N 46.41 E 650 Desert, sand (flat) I BWh (arid, desert, hot) 2002

FIGURE 1
Location of the 12 selected sites (green circles). The circled numbers correspond to those in column 1 of Table 1. For the reader’s ease, 1 = ATH, 2 =
BOU, 3 = CAR, 4 = DAA, 5 = GAN, 6 = ILO, 7 = KIS, 8 = LER, 9 = LIN, 10 = PAY, 11 = REG, and 12 = SOV.
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solved by providing an update version of XRONOS [XRONOS.ma
in the Matlab environment (Kambezidis et al., 2022)]. For the
purpose of the present work, the latest version of XRONOS was
used to calculate the γ,ψ, and δ values at the 12 sites halfway between
two consecutive hours (i.e., at n:30′ between hours n and n+1).
Then, these values were assigned to the Hg value at the n+1 h. After
completing these steps, a quality-control procedure took place over
all the 12 data sets: values of Hg,h ≤ 0 Wm-2 were rejected; also no
calculation was made for γ < 5o. The remaining hourly values on
each day were summed up to give the daily ones in Whm-2.

2.2 Methodology

As mentioned in the Introduction, two specific DGSRD models
are considered in the present analysis, i.e., the CPR and CPRG ones.
Their mathematical formulations are the following.

2.2.1 The CPR model

Hg ,h

Hg,d
� rCPR (1)

rCPR � π

24
· a + b · cosω( ) · cosω − cosωss

sinωss − π·ωss
180( ) · cosωss

(2)

a � 0.4090 + 0.5016 · sin ωss − 60o( ) (3)
b � 0.6609 − 0.4767 · sin ωss − 60o( ) (4)

ωss � acos −tanφ · tan δ( ) (5)
where Hg,h and Hg,d are the hourly and daily solar radiation values in
Wm-2 and Whm-2, respectively; rCPR is the ratio of hourly to daily
global horizontal solar radiation (in h-1); ωss is the sunset solar hour
angle (in degrees); φ is the geographical latitude of the site (positive

degrees in the northern hemisphere); a, b are the constants
of Equation 2.

2.2.2 The CPRG model

Hg ,h

Hg,d
� rCPRG (6)

rCPRG � r0
f c

· a + b · cosω( ) (7)

a � 0.4090 + 0.5016 · sin ωsr − 60o( ) (8)
b � 0.6609 − 0.4767 · sin ωsr − 60o( ) (9)
r0 � π

24
· cosω − cosωsr

sinωsr − π·ωsr
180( ) · cosωsr

(10)

f c � a + 0.5 · b ·
π·ωsr
180 − sinωsr · cosωsr

sinωsr − π·ωsr
180 · cosωsr

(11)

ωsr � acos tanφ · tan δ( ) (12)
where rCPRG is the ratio of hourly to daily global horizontal solar
radiation (in h-1); ωsr is the sunrise solar hour angle (in degrees); a, b
are the constants of Equation 7.

2.2.3 Data processing
For each of the 12 sites, the hourly ratios rCPR and rCPRG were

calculated from the expressions (Equations 2, 7) for the CPR and
CPRG models, respectively. Then, the criteria mentioned in Section
2.1 were applied to the 12 data sets, which left 4527, 4757, 4858,
4719, 4547, 4540, 4831, 4964, 4852, 4910, 4724, and 4771 h free of
errors on annual basis for the ATH, BOU, CAR, DAA, GAN, ILO,
KIS, LER, LIN, PAY, REG, and SOV sites, respectively. After
cleaning the data sets, a summation of the Hg,h hourly values for
each day in the year corresponding to each site took place to derive
the daily Hg,d values. The daily Hg,d values were afterwards

TABLE 2 Statistical estimators per site for the evaluation of the CPR-estimated hourly Hg,h values with the observed ones by using linear regression analysis.
All regression analyses were derived at the 99.9% CI (α = 0.001). The overbars and σ() denote the annual average and standard deviation, respectively, while
the subscripts obs and est refer to the corresponding observed and estimated values. All numbers have been rounded to the second decimal digit except for
p, which is integer.

Site RMSE
(Wm-2)

MBE
(Wm-2)

MAE
(Wm-2)

R2 d ɑ p Sig Hg,h,obs

(Wm-2)
Hg,h,est

(Wm-2)
σ(Hg,h,obs)
(Wm-2)

σ(Hg,hh,est)
(Wm-2)

ATH 67.69 −0.92 43.65 0.94 0.99 0.001 0 Yes 379.50 378.58 284.20 269.81

BOU 137.70 3.18 110.99 0.76 0.97 0.001 0 Yes 335.32 338.50 283.26 251.94

CAR 98.81 3.72 78.10 0.87 0.98 0.001 0 Yes 310.25 313.97 278.52 263.67

DAA 97.94 1.18 74.91 0.91 0.99 0.001 0 Yes 452.59 453.76 334.97 326.94

GAN 91.99 0.31 74.88 0.89 0.99 0.001 0 Yes 360.15 360.46 271.35 250.14

ILO 132.86 0.97 108.38 0.80 0.98 0.001 0 Yes 382.59 383.56 295.68 256.64

KIS 33.91 1.12 12.26 0.89 0.99 0.001 0 Yes 120.03 121.15 100.22 97.13

LER 68.14 2.71 43.27 0.87 0.98 0.001 0 Yes 163.99 166.70 184.98 165.22

LIN 64.47 2.47 41.14 0.93 0.99 0.001 0 Yes 254.45 256.92 243.70 234.09

PAY 87.35 3.94 66.66 0.89 0.99 0.001 0 Yes 285.76 289.70 269.19 253.45

REG 111.18 4.59 90.63 0.81 0.99 0.001 0 Yes 300.49 305.08 254.70 240.95

SOV 56.98 −0.56 38.37 0.97 1.00 0.001 0 Yes 488.61 488.04 346.01 335.95
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FIGURE 2
Scatter plots of the hourly mean Hg,h,est estimated values from the CPR model versus the Hg,h,obs observed ones for the 12 sites (panels (A-L),
respectively) during the year for each of them. The solid red lines indicate the 1:1 lines and the green dotted ones the linear fits to the Hg,h,est - Hg,h,obs data
pairs. All the linear regressions are significant at the 99.9% CI.
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multiplied by the hourly rCPR or rCPRG values of the same day to
produce the estimated Hg,h values for the CPR and CPRG models,
respectively. Annual and monthly values were also calculated for the
observed and modelled Hg values at all the 12 sites. The same
averaging process was applied to the rCPR and rCPRG hourly values;
these monthly and annual r values in association with the
corresponding Hg values were used to see if a better performance
of the CPR and CPRG models could be achieved in terms of the
statistical metrics discussed in the following Section. All solar
radiation values refer to all-sky conditions.

2.2.4 Model performance
To evaluate the model-estimated values (i.e., the performance of

the CPR and CPRG models) the following statistical metrics were
considered: the root mean-square error (RMSE), the mean-bias
error (MBE), the mean-absolute error (MAE), the coefficient of
determination (R2), and the index of agreement (d). Further, a linear
(or non-linear in some cases) regression analysis took place between
the observed and estimated hourly, daily and monthly Hg values at
the 99.9% confidence interval (CI). The formulations of the metrics
are given below.

RMSE � ∑N
i�1

���������
Ei − Oi( )2

N

√
(13)

where Ei and Oi are the ith estimated and observed value,
respectively; N is the total number of data points as deployed in
Section 2.2.3 for the 12 sites. The RMSE is a measure of the average
difference between the predicted values from a model and the actual
ones and provides information on the short-term performance of
the model. Mathematically, it is the standard deviation of the
residuals, which represent the distance between the regression
line and the data points. The RMSE, therefore, quantifies how
dispersed these residuals are, revealing how tightly the observed
data is around the predicted values. The closer the data points to the
regression line, the lower the RMSE value and the more errorless the
model. This way, a model with less error produces more precise
estimations.

MBE � 1
N
∑N
i�1

Ei − Oi( ) (14)

The MBE serves as a metric to identify the average bias in the
estimations of a model as it provides information on the long-term
performance of the model. A negative MBE value gives the average
amount of underestimation in the calculated value. So, one
drawback of this statistical metric is that overestimation of an
individual observation may cancel underestimation in a separate
one. Nevertheless, the lower the MBE, the higher the
model’s accuracy.

MAE � 1
N
∑N
i�1

Ei − Oi| | (15)

The MAE is a measure of the errors between the estimations
from a model and the actual values. It is used to measure how close
the estimated values are to the observed ones. It is a simple but
powerful metric used to evaluate the accuracy of regression models.
It measures the average absolute difference between the predicted
and actual values. The lower the MAE, the better the performance of
the model.

R2 � 1 − ∑N
i�1 Ei − Oi( )2∑N
i�1 Oi − �O( )2 (16)

The R2 shows the proportion of the variation in the estimated
variable from the observed one. It is a statistical measure that
indicates how well a model predicts an outcome. It varies
between 0 and 1. A higher R2 value indicates a better fit of the
model to the data, meaning that the model can explain a larger
proportion of the variation in the observed variable. The overbar
over O indicates the average of the observed variable.

d � 1 − ∑N
i�1 Ei − Oi( )2∑N

i�1 Ei − �O
∣∣∣∣ ∣∣∣∣ + Oi − �O

∣∣∣∣ ∣∣∣∣( )2 (17)

The d is a statistical measure that assesses the level of agreement
between the observed and modelled values. It ranges between 0 and
1, where 1 indicates perfect agreement and 0 indicates no agreement
at all. It is often used in fields like hydrology, meteorology, and
environmental science to evaluate the accuracy of models and

TABLE 3 Regression equations for the observed versus the estimated solar
radiation hourly data at all the 12 sites at the 99.9% CI by using the CPR-
model expressions (1)–(5) and the CPRG-model ones (6)–(12); the
corresponding R2 values have been taken from Tables 2, 4, respectively. All
numbers have been rounded to the second decimal digit.

Site Model Regression equations R2

ATH CPR
CPRG

Hg,h,est = 0.92·Hg,h,obs + 28.57
Hg,h,est = 0.14 × 10−2·H2

g,h,obs − 0.21· Hg,h,obs

+ 163.68

0.94
0.87

BOU CPR
CPRG

Hg,h,est = 0.78·Hg,h,obs + 77.82
Hg,h,est = 0.10 × 10−2·H2

g,h,obs + 159.03
0.76
0.71

CAR CPR
CPRG

Hg,h,est = 0.89·Hg,h,obs + 39.32
Hg,h,est = 0.14 × 10−2·H2

g,h,obs + 61.40
0.87
0.81

DAA CPR
CPRG

Hg,h,est = 0.93·Hg,h,obs + 31.23
Hg,h,est = 1.16·Hg,h,obs + 38.16

0.91
0.91

GAN CPR
CPRG

Hg,h,est = 0.87·Hg,h,obs + 48.05
Hg,h,est = 0.05 × 10−2·H2

g,h,obs + 0.49·Hg,h,obs

+ 92.34

0.89
0.78

ILO CPR
CPRG

Hg,h,est = 0.78·Hg,h,obs + 86.78
Hg,h,est = 0.83·Hg,h,obs + 82.17

0.80
0.79

KIS CPR
CPRG

Hg,h,est = 0.91·Hg,h,obs + 11.63
Hg,h,est = 0.17 × 10−2·H2

g,h,obs + 0.43·Hg,h,obs

+ 44.89

0.89
0.64

LER CPR
CPRG

Hg,h,est = 0.83·Hg,h,obs + 30.09
Hg,h,est = 0.20 × 10−2·H2

g,h,obs + 259.37
0.87
0.14

LIN CPR
CPRG

Hg,h,est = 0.93·Hg,h,obs + 21.19
Hg,h,est = 0.16 × 10−2·H2

g,h,obs + 132.16
0.93
0.70

PAY CPR
CPRG

Hg,h,est = 0.89·Hg,h,obs + 35.18
Hg,h,est = 0.16 × 10−2·H2

g,h,obs − 0.19·Hg,h,obs

+ 149.37

0.89
0.77

REG CPR
CPRG

Hg,h,est = 0.85·Hg,h,obs + 48.52
Hg,h,est = 0.16 × 10−2·H2

g,h,obs − 0.23·Hg,h,obs

+ 179.87

0.81
0.66

SOV CPR
CPRG

Hg,h,est = 0.96·Hg,h,obs + 20.07
Hg,h,est = 0.09 × 10−2·H2

g,h,obs + 0.10·Hg,h,obs

+ 131.69

0.97
0.94
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predictions. Therefore, the closer the d to 1, the higher the
model’s accuracy.

Further to the above statistical indicators, the percent error
(PE) and the standard error (SE) were also adopted for the error
analysis discussed in Section 3.4. These statistics are defined
as follows.

PE %( ) � �E − �O
�O

× 100 (18)

The PE is the relative size of the difference between an estimated
value, and the true (observed) value. It compares the difference in values
to the expected actual value and tells how far off the estimated value is.
The overbar over E indicates the average of the estimated variable. PE
values up to ±5% are acceptable and the modelled-estimated values are
then considered satisfactory; values of PE ≥ |10%| indicate failure of the
estimated values (Christie et al., 2005).

SE � σ��
N

√ (19)

where σ is the standard deviation of the population (data points of
the variable). The SE refers to the standard deviation of the
distribution of the sample average taken from a population. The
smaller the SE, the more representative the sample is of the overall
population. And the more data points involved in the calculations of
the mean, the smaller the SE tends to be. In cases where the SE is
large, the data may have some notable irregularities. If the mean of
the estimated values of the variable x is �x, the physical meaning of SE
is, if N estimations of the variable were repeated, there would be a
68% probability that the mean value in the new data set will lie
within �x ± SE.

In the propagation of errors theory (Taylor, 1982), if two time
series of data, A and B, are independent of each other with errors ΔA
and ΔB, respectively, the error of a third time series C of the same
variable will have error ΔC � �����������(ΔA2 + ΔB2)√

. In the present study,

the data sets A, B, and C refer to the Hg,h,est values for the same site
and model.

3 Results

3.1 Evaluation of the CPR and CPRG models
at the hourly scale

To perform this evaluation, the observed and estimated hourly
Hg,h values were subjected to the selected statistical metrics of
Section 2.2.4. Tables 2, 4 give the outcomes of the statistical
indicators for all the sites and for the CPR and CPRG models,
respectively. In both cases the CI has been set to 99.9% (α = 0.001),
while the null hypothesis is that the estimated hourly Hg,h values are
not related significantly with the observed ones. However, the
p-values are seen to be close to zero (and definitely less than α)
at all the sites and both types of the DGSRD models; this rejects the
null hypothesis and concludes that all the regression models are
significant at the set CI. Despite this general remark, several specific
issues can attract attention.

The CPR models (Table 2) at 8 (namely BOU, CAR, GAN, ILO,
KIS, LER, PAY, and REG) out of the 12 sites provide R2 < 0.90; the
lowest accuracy is shown at the BOU site (R2 = 0.76). Nevertheless,
this is not the only criterion to decide about the CPR’s performance.
These 8 models (especially BOU, ILO, and REG) show higher values
of RMSE andMAE than the remaining 4 sites (i.e., ATH, DAA, LIN,
SOV), while the MBE values of the 8 sites are not that greater than
those for the remaining 4 sites. The higher RMSE values of the 8 sites
conclude that there is a great dispersion of the residuals (estimated
hourly values − observed hourly values) and, therefore, the observed
data is not tightly deployed around the predicted values. Along the
same line, the great MAE values of the same sites imply that
the estimated values are not so close to the observed ones. On

TABLE 4 Statistical estimators per site for the evaluation of the CPRG-estimated hourly Hg,h values with the observed ones by using non-linear regression
analysis. All regression analyses were derived at the 99.9% (α = 0.001) CI. The overbars and σ() denote the annual average and standard deviation,
respectively, while the subscripts obs and est refer to the corresponding observed and estimated values. All numbers have been rounded to the second
decimal digit except for p, which is integer.

Site RMSE
(Wm-2)

MBE
(Wm-2)

MAE
(Wm-2)

R2 d ɑ p Sig Hg,h,obs

(Wm-2)
Hg,h,est

(Wm-2)
σ(Hg,,h,obs)
(Wm-2)

σ(Hg,,h,est)
(Wm-2)

ATH 161.95 24.13 119.49 0.87 0.97 0.001 0 Yes 379.50 403.71 284.18 334.77

BOU 185.43 28.29 142.67 0.71 0.96 0.001 0 Yes 342.14 372.89 286.72 307.87

CAR 209.94 −4.86 161.55 0.81 0.95 0.001 0 Yes 314.76 311.25 279.93 362.99

DAA 169.63 110.03 139.51 0.91 0.98 0.001 0 Yes 450.68 550.99 335.54 397.71

GAN 137.50 6.67 102.61 0.78 0.98 0.001 0 Yes 360.36 364.15 271.53 264.05

ILO 135.75 3.83 109.66 0.79 0.98 0.001 0 Yes 382.59 386.42 295.68 260.22

KIS 80.54 19.56 57.22 0.64 0.93 0.001 0 Yes 120.03 139.59 100.23 125.76

LER 478.20 169.01 218.90 0.14 0.53 0.001 0 Yes 163.99 333.00 184.98 473.98

LIN 214.30 66.13 142.71 0.70 0.91 0.001 0 Yes 254.45 320.58 243.75 334.36

PAY 228.40 59.08 162.49 0.66 0.94 0.001 0 Yes 300.49 359.57 254.70 339.62

REG 111.18 4.59 90.63 0.81 0.92 0.001 0 Yes 281.22 285.95 97.00 95.95

SOV 122.11 15.46 100.53 0.94 0.99 0.001 0 Yes 488.61 504.06 346.01 363.68
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FIGURE 3
Scatter plots of the hourly mean Hg,h,est estimated values from the CPRG model versus the Hg,h,obs observed ones for the 12 sites (panels (A-L),
respectively) during the year for each of them. The solid red lines indicate the 1:1 lines and the green dotted ones the linear fits to the Hg,h,est - Hg,h,obs data
pairs. All the non-linear regressions are significant at the 99.9% CI.
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FIGURE 4
Scatter plots of the daily mean Hg,d,est estimated values from the CPR and CPRGmodels versus the Hg,d,obs observed ones for the 12 sites (panels (A-
L), respectively) during the year for each of them. The solid red lines indicate the 1:1 lines, the green dotted ones the linear fits to the Hg,d,est - Hg,d,obs data
pairs for the CPR and the pink dotted lines for the CPRG model. The R2 values are as follows. CPR model: ATH (1.00), BOU (0.95), CAR (1.00), DAA (1.00),
GAN (0.98), ILO (1.00), KIS (0.99), LER (1.00), LIN (1.00), PAY (1.00), REG (0.99), and SOV (0.99). CPRGmodel: ATH (0.98), BOU (0.29), CAR (0.88), DAA
(0.89), GAN (0.92), ILO (1.00), KIS (0.93), LER (0.59), LIN (0.94), PAY (0.96), REG (0.92), and SOV (0.99). All the linear and non-linear regressions are
significant at the 99.9% CI.
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FIGURE 5
Scatter plots of themonthlymeanHg,m,est estimated values from theCPR andCPRGmodels versus theHg,m,obs observed ones for the 12 sites (panels
(A-L), respectively) during the year for each of them. The solid red lines indicate the 1:1 lines, the green dotted ones the linear fits to the Hg,m,est - Hg,m,obs

data pairs for the CPR and the pink dotted lines for the CPRG model. The R2 values are as follows. CPR model: ATH (1.00), BOU (0.99), CAR (1.00), DAA
(1.00), GAN (1.00), ILO (1.00), KIS (1.00), LER (1.00), LIN (1.00), PAY (1.00), REG (1.00), and SOV (1.00). CPRG model: ATH (0.99), BOU (0.96), CAR
(0.92), DAA (0.81), GAN (0.98), ILO (0.99), KIS (0.97), LER (0.61), LIN (0.96), PAY (0.98), REG (0.95), and SOV (1.00). All the linear and non-linear regressions
are significant at the 99.9% CI.
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the contrary, their MBE values do not follow the high values of the
RMSE and MAE; this means that the models at these sites
overestimate the actual data so many times as they
underestimate them; the result is that the overestimations are
cancelled out by the underestimations. Nevertheless, for all the
12 stations d ≈ 1, which indicates perfect agreement between the
estimated and the observed hourly values; this may seem awkward
in relation to the previous statistical indicators, but it can be taken
as a close follow-up of the estimated to the observed hourly values,
i.e., very similar patterns in the solar radiation variability. In
conclusion, the CPR methodology seems to be quite successful
for the ATH, DAA, LIN, and SOV sites at the hourly level and less

successful, but acceptable, at the other 8 locations. This is a
differentiation to the conclusion drawn by Yao et al. (2015)
who found that the CPR model is accurate for just one location
in China (i.e., Jiading). To prove the truth of the above statistical
results, Figure 2 shows the variation of the estimated versus the
observed hourly Hg,h values for all the sites. The linear regression
equations for the scatter plots in Figure 2 are given in Table 3.
These findings corroborate the overall significance of the
regression models. In general, the CPR models seem to have a
good performance at 11 sites and an inferior one for 1 site (BOU).

TABLE 5 Statistical indices of percent error (PE) and standard error (SE) for the error analysis of both DGSRD models at the 12 sites. The SE values were
combined with the solar radiation estimated averages at each site for bothmodels; the averages of Hg,h,est have been taken from Tables 2, 4 for the CPR and
CPRG models, respectively.

Site PE (%) Hg,h,est ± SE (Wm−2)

CRP model CPRG model CRP model CPRG model

ATH −0.24 +6.36 378.58 ± 5.92 403.71 ± 4.98

BOU +0.95 +8.44 338.50 ± 5.35 372.89 ± 4.40

CAR +1.20 +25.84 313.97 ± 3.78 311.25 ± 5.89

DAA +0.26 +34.11 453.76 ± 4.76 550.99 ± 5.72

GAN +0.09 +2.07 360.46 ± 3.71 364.15 ± 3.90

ILO +0.25 −1.00 383.56 ± 3.81 386.42 ± 3.86

KIS +0.93 +16.29 121.15 ± 4.39 139.59 ± 4.79

LER +1.65 +103.06 166.70 ± 2.35 333.00 ± 6.73

LIN +0.97 +25.99 256.92 ± 3.37 320.58 ± 4.81

PAY +1.38 +17.51 289.70 ± 3.62 359.57 ± 4.76

REG +1.53 +19.66 305.08 ± 3.48 285.95 ± 5.61

SOV −0.11 +3.16 488.04 ± 4.86 504.06 ± 5.26

FIGURE 6
Propagation error, ΔHg,h,est (Wm-2), for both DGSRD models at
the 12 sites.

FIGURE 7
Intra-annual variation of the monthly mean CoC values
calculated via the CPR model at all the 12 sites. The solid black line
represents the monthly average CoC values and the vertical black bars
its standard deviations around the mean.
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The CPRG models (Table 4) at only 2 (namely DAA, and SOV)
out of the 12 sites provide R2 > 0.90. Though a non-linear regression
has been applied to the estimated-observed hourly pairs, this does

not prove so successful for the majority of the sites as in the case of
the CPR model. The values of the RMSE, MBE, MAE, and R2

statistical indices are now worse than those for the same sites

FIGURE 8
Annual mean values of Hg,a (a = annual) for the observed (obs),
estimated (est), estimated corrected with an annual CoC (aaCoC*est),
an individual monthly average CoC (mCoC*est), and an overall
monthly average CoC (maCoC*est).

FIGURE 9
Annual mean CoC values, ave(CoC), as function of the absolute
geographical latitude, |φ|, of the 12 sites.

TABLE 6 Annual differences in Wm-2 and % between the Hg,a,obs values and the Hg,a,est, Hg,a,aaCoC*est, Hg,a,mCoC*est and Hg,a,maCoC*est ones. All numbers have
been rounded to the second decimal digit.

Site Hg,a,obs − Hg,a,est

Wm-2 (%)
Hg,a,obs − Hg,a,aaCoC*est

Wm-2 (%)
Hg,a,obs − Hg,a,mCoC*est

Wm-2 (%)
Hg,a,obs − Hg,a,maCoC*est

Wm-2 (%)

ATH 0.95
(0.26)

5.01
(1.38)

0
(0)

4.12
(1.13)

BOU −2.68
(−0.82)

0.99
(0.31)

0
(0)

0.41
(0.12)

CAR −3.73
(−1.27)

−0.41
(−0.14)

0
(0)

−1.17
(−0.40)

DAA −0.98
(−0.22)

4.02
(0.90)

0
(0)

4.09
(0.92)

GAN −0.12
(−0.03)

3.87
(1.09)

0
(0)

3.53
(0.99)

ILO −0.90
(−0.24)

3.38
(0.89)

0
(0)

3.36
(0.88)

KIS −1.16
(−1.02)

0.13
(0.11)

0
(0)

−0.23
(−0.20)

LER −2.69
(−1.91)

−1.09
(−0.77)

0
(0)

−1.71
(−1.22)

LIN −2.39
(−1.05)

0.19
(0.08)

0
(0)

−0.77
(−0.34)

PAY −3.89
(−1.47)

−0.88
(−0.33)

0
(0)

−1.72
(−0.65)

REG −4.72
(−1.68)

−1.52
(−0.54)

0
(0)

−2.25
(−0.80)

SOV 0.57
(0.12)

5.98
(1.24)

0
(0)

5.17
(1.07)
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and the CPR models. Nevertheless, d ≈ 1 at all the sites (except for
LER with d = 0.53), a result that is interpreted in the same way as for
the CPR models. The lowest accuracy is shown at the LER site (R2 =
0.14, Table 3). In conclusion, the CPRG methodology seems to be
less successful for all the sites at the hourly level. This is again a
contradiction to the conclusion drawn by Yao et al. (2015) who
found that the CPRG model is quite accurate for Jiading, China.

To provide a visual inspection of the statistical results, Figure 3
shows the variation of the estimated versus the observed hourly Hg,h

values. The linear regression equations (CPR models) for the scatter
plots of Figure 2 are given in Table 3, and the non-linear regression
expressions (CPRG models) of Figure 3 in Table 3. One should note
that in many sites the quadratic expressions for the CPRG models
miss some coefficients; this comes from the regression analysis,
which revealed their p values to be greater than 0.001, thereby non-
significant coefficients; nevertheless, after removing these
coefficients, the regression expressions satisfy the significance test.
In general, the CPRG models seem not to have as a good
performance as the CPR models at all the sites at the hourly level.

3.2 Evaluation of the CPR and CPRG models
at the daily scale

After examining the efficiency of the CPR and CPRG models at
the hourly level, it would be interesting to see whether the models
can reproduce the daily Hg,d values. To do this, the observed and
estimated hourly meanHg,h values at all the sites were converted into
daily mean ones. Figure 4 provides the results for the CPG and
CPRG models together for space saving. The statistical indicators
used in Section 3.1 have been omitted here, because the graphs in
Figure 4 speak for themselves. One can easily conclude that the CPR
models perform almost ideally, since the estimated-observed daily
pairs coincide with the 1:1 line and their R2 values are practically
equal to 1. The CPRG models fail to reproduce the daily solar
radiation values, especially in the case of the BOU and LER sites.

3.3 Evaluation of the CPR and CPRG models
at the monthly scale

The last evaluation of the selected DGSRD models concerns the
monthly level. As in Section 3.2, the hourly mean Hg,h values at all
the sites were converted into monthly mean ones in both models.
The results are shown graphically in Figure 5 for the CPR and CPRG
models together for space saving. It is evident to conclude that the
CPR models are superior to the CPRG ones, because they lie along
the 1:1 lines at all the sites.

3.4 Error analysis

This Section is devoted to the errors derived from the modelled
data in relation to the observed one. The statistics used here refer to
the PE and SE described in Section 2.2.4. Now, PE (%) �
Hg,h,est−Hg,h,obs

Hg,h,obs
× 100 (excluding the zero Hg,h values in the

calculation of the averages), and SE � σHg,h,est��
N

√ (N is the number of
the non-zero Hg,h,est hourly data). The overbars indicate the average

value of the measured (obs) and modelled (est) hourly solar
radiation values. Table 5 gives the PE and SE values for both
CPR and CPRG models and all the 12 sites. From the Table it is
easily seen that the PE values for the CPR models lie in the range
[−0.24%, +1.65%], which is fully acceptable as being < ±5%. The
CPRG models show PE values in the range [−1.00%, +103.06%]; the
only acceptable PEs are those corresponding to the sites of GAN
(+2.07%), ILO (−1.00%), and SOV (+3.16%). The − and + signs
indicate respective lower and higher Hg,h,est averages than the
Hg,h,obs ones. The greater PE values in the CPRG models imply
that the Hg,h,est hourly values are far more off the Hg,h,obs ones in
comparison to the CPRmodels; in other words, the errors associated
with the CPRG models are higher than those related to
the CPR ones.

The SE was calculated by taking into account the entire Hg,h,est

time series at each site. The SE values were found to lie in the range
[1.81, 7.30] for the CPR and in the range [1.19, 6.31] for the CPRG
model. It is noticed that the SE values are contained in comparable
ranges for both models; this is quite reasonable as this statistic refers
to the representativeness of the Hg,h,est time series to another
repeated estimations for the same site and model. In other
words, the mean value of any future Hg,h,est data set will have a
68% probability to lie in the rangeHg,h,est ± SE for the same site and
model, where Hg,h,est is the mean value of the estimated data set in
the present study.

To find the propagation error in the Hg,h,est data for each site and
model, the error in the mean value was considered as follows. For
each site and model the annual Hg,h,est mean was taken into account
from Tables 2, 4. New averages A and B were then derived as �A =
Hg,h,est + 0.1xHg,h,est, and �B = Hg,h,est − 0.1 xHg,h,est. Their
combined error is ΔC �

�������������������������
( �A −Hg,h,est)2 + (�B −Hg,h,est)2

√
.

Figure 6 provides these propagation errors for all the sites and
both models. It is clearly seen that the propagation error in the
CPRG models is higher than that for the CPR ones. This is
interpreted as another drawback of the former models.

The possible source of extra errors in the CPRG models in
comparison with that for the CPR ones may be the non-linear factor
fc introduced in the CPRG formulation (see Equation 7). Indeed, if fc
is taken equal to 1 for a moment, the CPRG expression coincides
with the CPR one. Therefore, a probable improvement for the CPRG
model’s performance would be the re-definition or modification of
the fc factor.

3.5 Coefficient of correction

In Sections 3.1–3.3 the superiority of the CPR model to the
CPRG one was shown. This fact comes from the linearity (along the
1:1 line) of the former and the quadratic behaviour (away from the 1:
1 line) of the latter model. Therefore, the present Section deals with
the CPR model only.

At this stage, a question may be raised about how to improve
further the performance of the CPR model universally. For this
reason, the ratios of the monthly averages of Hg,m,obs to the Hg,m,est

values were considered for each site. These monthly ratios, named
coefficients of correction (CoC), are shown in Figure 7 for all the
12 sites. It is seen that almost all CoC curves fall within the monthly
standard deviations except for the BOU and LER sites, which were
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found in the previous sections not to perform equally well to those of
the other 10 sites; indeed, the CoC values of January, November and
December for the BOU and LER sites fall outside of the standard
deviation limits in these 3 months. Nevertheless, this may not mean
a catastrophe, and, therefore, the universal CoCs can be
adopted as are.

The CoC values for all the sites were afterwards used in three
ways: (i) by multiplying the estimated hourly Hg,h,est values by the
annual average CoC = 0.99 calculated from all sites, (ii) by
multiplying the estimated hourly Hg,h,est values by the particular
monthly averages of CoC (0.97, 0.99, 0.99, 1, 1, 0.99, 0.99, 1, 1, 1,
0.99, 0.96, respectively for January to December) calculated from all
sites, and (iii) by multiplying the estimated hourly Hg,h,est values by
using the individual monthly averages of CoC for each site. New
Hg,h,est values were then derived. The outcome of this process is
presented in Figure 8, which shows the annual mean Hg,a (subscript
a implies annual) values for the observed, the before-correction-
estimated and the after-corrections-estimated values.

The differences in the annual means upon the various estimated
values at the sites in comparing them to the observed values are seen
to be almost negligible (see Figure 8). To quantify these differences,
Table 6 shows them in bothWm-2 and in %. The highest precision in
the estimated values is provided by the application of the individual
monthly mean CoC values for each site. This gives estimated values
equal to the observed ones (column 4, Table 6). Nevertheless, the
calculation of the monthly CoC values for every site becomes a
tedious work and, in many aspects, not so wise. An acceptable
accuracy is given by the application of an annual universal value of
CoC = 0.99 (column 3, Table 6), which gives very comparable results
to the application of monthly mean universal CoC values (column 5,
Table 6). This last conclusion is considered acceptable and may be
used worldwide.

A last issue concerning the variation of the annual mean and
standard deviation values of CoC for all the sites as function of the
absolute geographical latitude (meaning that the − southern latitude
of DAA becomes positive) are shown in Figures 9, 10, respectively.
Non-linear fits to the data points in both plots have been introduced.

There is, though, a guess that these fits may become flat in the range
0o < |φ| < 23.5o if more sites are added in this zone. This conclusion is
in line with a similar recent finding by Kambezidis et al. (2023) for
the correction factor (CF), as function of |φ|; the CF has been defined
as the ratio of energy received on an inclined plane by taking into
account a near-real ground albedo to that under the constant albedo
value of 0.2. It is interesting to note that the zone [−23.5o, +23.5o] lies
between the Tropic of Capricorn in the southern hemisphere and the
Tropic of Cancer in the northern one. The average CoCs in Figure 9
show a decline after the latitude of |φ| > 23.5o; this can be interpreted
as a lesser need to correct the CPR-estimated solar radiation values
as an increase in |φ| is associated with fewer clear-sky (CS) days and,
therefore, lower CS solar radiation levels. On the contrary, the
decrease in CS events with an increase in |φ| results in a higher
dispersion of the CS and non-CS events, thereby increasing σ(CoC).

4 Discussion

The performance of two DGRSD models that can generate
hourly global horizontal solar radiation (Hg,h) values at a site
from recorded daily values under all-sky conditions was
thoroughly investigated in this work. The CPR (Collares-Pereira
and Rabl) and the CPRG (Collares-Pereira, Rabl and Gueymard)
were the two models chosen. Twelve global locations were chosen
for this purpose in order to demonstrate whether or not both models
are applicable everywhere. Since the goal was to demonstrate the
effectiveness of the models rather than to provide climatological
results, specific years for each place were utilised rather than a range
of years.

Several statistical indices, including RMSE, MBE, MAE, R2, and
d, at the 99.9% CI, were employed to assess the models’
performance. The hourly Hg,h ratios were calculated by
multiplying the hourly rCPR and rCPRG ratios (Equations 1, 6,
respectively) by the daily Hg,d values.

The observed and calculated hourly Hg,h values were contrasted.
The CPR models produced R2 < 0.90 for 8 of the 12 sites (BOU,
CAR, GAN, ILO, KIS, LER, PAY, and REG). However, while the
MBEs of the 8 sites were not significantly higher than those of the
other 4, the RMSE and MAE values of the aforementioned 8 models
(particularly BOU, ILO, and REG) were higher. The BOU site had
the lowest accuracy (R2 = 0.76). However, the result of d ≈ 1 for every
site showed perfect agreement between the estimated and observed
values. In summary, the CPR methodology appears to be quite
effective for the ATH, DAA, LIN, and SOV locations at the hourly
level. Overall, the CPR models appear to perform well across all
locations, with BOU showing a lower performance. Out of the
12 sites, only 2 (DAA and REG) have CPRG models that yielded
R2 > 0.90. These two sites’ RMSE, MBE, MAE, and R2 statistical
index values were found lower than those of the CPRmodels and the
identical sites. However, d ≈ 1 at every site, which is comparable to
the CPR models’ outcome. The LER site had the lowest accuracy
(R2 = 0.14). In summary, the CPR modelling appears to be more
effective than the CPRGmethodology at the hourly level for all sites.

At every site and in bothmodels, the hourly Hg,h values that were
observed and calculated were transformed into daily Hg,d values. For
the 12 locations and both models, twelve scatter plots were created
for the Hg,m,est–Hg,m,obs pairs. For the CPR and CPRGmodels, linear

FIGURE 10
Annual standard deviation values of CoC, σ(CoC), as function of
the absolute geographical latitude, |φ|, of the 12 sites.
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and quadratic fits were obtained, respectively. Only the data pairs
pertaining to CPR were discovered to be along the 1:1 line, despite
the fact that both regression fits had extremely high R2 values. In
summary, it was discovered that the CPR models performed nearly
flawlessly; however, the CPRG models were unable to replicate the
daily values, particularly for the BOU and LER sites.

The monthly level was the focus of the most recent assessment of
the chosen DGSRD models. For both models, the hourly mean Hg,h

data at each site was transformed into monthly mean Hg,m values.
Regression fits were derived to the Hg,m,est – Hg,m,obs data pairs, and
scatter plots were created similarly to the daily-scale case. Finding
that the data at every site falls along the 1:1 lines confirmed once
more that the CPR model outperforms the CPRG one.

The following was shown by an error analysis of the Hg,h,est

hourly values at each site and in both DGSRDmodels. While the PE
for the CPRG model was found to be higher, indicating a poorer
performance compared to the CPR model, the percent error for the
CPR model fell within the acceptable range of ±5% about the
individual annual Hg,h,est average. The standard error analysis of
the Hg,h,est data set revealed that, for the same location and model,
the mean value of any subsequent Hg,h,est data set will probably fall
within the range Hg,h,est ± SE. At every site, a propagation-of-error
study revealed a greater mistake in the CPRGmodelling. A potential
explanation for the aforementioned errors may be attributed to the
extra fc factor introduced in the expression of the CPRG model.

The coefficient of correction (CoC) was defined as the ratio
between the observed to the estimated solar radiation values. This
was carried out to look into the potential for further enhancing the
CPR models’ performance. CoCs were determined using 3 methods:
(i) an overall annual average for all sites, (ii) monthly averages for
each site, and (iii) overall monthly averages for all sites. For the
3 CoC methods, the differences between the yearly mean values of
Hg,a,obs and Hg,a,est were computed in both Wm-2 and %. The
differences were found negligible, thus concluding that the
overall annual average of CoC = 0.99 can be used universally to
bring the hourly CPR-derived values closer to the observed ones. In
practical terms, the universal CoC value is useful in the
transformation of hourly, daily or monthly global horizontal
solar radiation data that can be obtained via satellite
observations, solar modelling or data re-analysis at regions that
do not have access to these types of measurements. Naturally, even
though this CoC value is universal, it could change if other sites are
added in a future study.

Ultimately, the current study showed that the CPR model is
highly practical and applicable globally. However, in order to
confirm its universality, the methodology created in this work
should be applied to more locations worldwide in future
research. Particularly, if new sites are chosen in the zone 0o <
|φ| < 30o, this could improve the effectiveness of the CPRmodels and
validate the conclusion made in Section 3.5 with a potential
explanation of the significance of this occurrence using machine-
learning techniques.
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Nomenclature

Abbreviations

AI artificial intelligence

amsl above mean sea level

ANN artificial neural network

ASNOA actinometric station of the National Observatory of Athens

BSRN baseline surface radiation network

CI confidence interval

CoC coefficient of correction

CPR model Collares-Pereira and Rabl model

CPRG model Collares-Pereira, Rabl and Gueymard model

CS clear skies

DGSRD model daily global solar radiation decomposition model

LST local standard time

MAE mean-absolute error

MBE mean-bias error

PE percent error

RMSE root mean-square error

SE standard error

UTC universal time coordinated

Symbology

γ solar altitude (degrees)

δ solar declination (degrees)

λ geographical longitude (degrees)

σ standard deviation

φ geographical latitude (degrees)

ψ solar azimuth (degrees)

ω solar hour angle (degrees)

d index of agreement

Hg global horizontal solar irradiance (Wm-2)

R2 coefficient of determination

N number of data points

z altitude (m)
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