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The ability to detect diseased trees before symptoms emerge is key in

forest health management because it allows for more timely and targeted

intervention. The objective of this study was to develop an in-field approach

for early and rapid detection of beech leaf disease (BLD), an emerging

disease of American beech trees, based on supervised classification models

of leaf near-infrared (NIR) spectral profiles. To validate the effectiveness of

the method we also utilized a qPCR-based protocol for the quantification

of the newly identified foliar nematode identified as the putative causal

agent of BLD, Litylenchus crenatae ssp. mccannii (LCM). NIR spectra were

collected in May, July, and September of 2021 and analyzed using support

vector machine and random forest algorithms. For the May and July datasets,

the models accurately predicted pre-symptomatic leaves (highest testing

accuracy = 100%), but also accurately discriminated the spectra based on

geographic location (highest testing accuracy = 90%). Therefore, we could

not conclude that spectral differences were due to pathogen presence alone.

However, the September dataset removed location as a factor and the models

accurately discriminated pre-symptomatic from naïve samples (highest

testing accuracy = 95.9%). Five spectral bands (2,220, 2,400, 2,346, 1,750, and

1,424 nm), selected using variable selection models, were shared across all

models, indicating consistency with respect to phytochemical induction by

LCM infection of pre-symptomatic leaves. Our results demonstrate that this

technique holds high promise as an in-field diagnostic tool for BLD.
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Introduction

Beech leaf disease (BLD) was first detected on American
beech (Fagus grandifolia) in Ohio in 2012 and has since spread
throughout the northeastern United States and into Canada
(Ewing et al., 2019). There are two characteristic symptoms of
BLD, including an interveinal darkening of the leaf (i.e., banded
symptoms) and a complete darkening and thickening of the
entire leaf (i.e., crinkled symptoms) (Fearer et al., 2022). The
presence of a new subspecies of nematode, Litylenchus crenatae
ssp. mccannii (LCM), is considered a necessary condition for
symptom development (Carta et al., 2020) but it may not
be sufficient to cause disease, because the nematodes used in
the experiments by Carta et al. (2020) were extracted from
symptomatic leaves. In previous work (Ewing et al., 2021) we
found that such leaves also contained specific bacteria in the
genera Wolbachia, Erwinia, Pseudomonas, and Paenibacillus,
and one fungal species in the genus Paraphaeosphaeria, while
LCM was found in both symptomatic and disease-free beech
trees. These microbes may therefore be involved in BLD
etiology as LCM associates, or perhaps LCM leaf damage
may simply facilitate tissue colonization by these microbes
(Ewing et al., 2021).

One of the most important factors to consider in the
management of plant diseases is the interval of time between
infection and symptom expression, also known as the latency
period. Infected but asymptomatic trees can act as reservoirs
and spreaders of inoculum, which means that they can be
competent hosts (Gervasi et al., 2015). Therefore, management
based on appearance of symptoms is almost invariably one step
behind. For this reason, typically the true front of a disease
center is beyond the limits of symptomatic trees, which can limit
management effectiveness (Lee et al., 2015). This has been the
case with most, if not all, past forest epidemics, such as chestnut
blight and Dutch elm disease (Griffin, 2000; Martin et al., 2015).
At the same time, treatment of asymptomatic trees within a
certain distance from the front can be cost-prohibitive and
ecologically unwarranted, given uncertainties on the locations
of the true margins of an infestation. Consequently, once
symptoms appear on trees, management options may be limited
due to the extent of pathogen spread and establishment (Griffin,
2000; Martin et al., 2015). Thus, early disease detection is
key to limit pathogen spread and develop targeted disease
management approaches.

While early molecular detection methods can almost always
be developed, they are very labor-intensive, expensive, and
often limited by operational robustness, including the efficacy
of DNA extractions and primer design and low sensitivity
(Schaad and Frederick, 2002; Fang and Ramasamy, 2015). Near-
infrared (NIR) spectroscopy, coupled with specific machine
learning (ML) algorithms, offers a promising alternative to
traditional disease detection techniques. ML is a form of artificial
intelligence that is particularly useful for developing predictive

models in large and complex datasets (Singh et al., 2016). The
use of ML in assessing forest health has gained popularity in
the last decade because, when coupled with remote sensing
operations, it serves as powerful tool to predict environmental
variables such as a forest’s carbon storage capacity and the
effects of biotic and abiotic stressors (Mascaro et al., 2014;
Schratz et al., 2021). In addition, while it has not yet been
widely implemented in forest management, ML coupled with
NIR spectroscopy shows promise for use as an early in-
field detection tool for plant disease (Conrad et al., 2020).
NIR spectroscopy is a type of vibrational spectroscopy that
measures the radiation reflected by an object over the 750–
2,500 nm region of the electromagnetic spectrum (Martinelli
et al., 2015). The spectral signature of a leaf is influenced by
variables in the optical, dielectric, or thermal characteristics of
the vegetation elements, so the spectral signature of a stressed
leaf will be different from that of a healthy leaf due to changes
in the overall phytochemistry (Baret et al., 2007). This spectral
signature is known as a chemical fingerprint (Fiehn, 2001).
NIR spectroscopy specifically measures chemicals containing
the groups -OH, -NH, and -CH, which are found in plants’
primary and secondary metabolites (Martinelli et al., 2015;
Conrad et al., 2020). Therefore, the leaf ’s spectral profile can
be influenced by the activation of plant defense mechanisms,
even at the pre-symptomatic stage (Gold et al., 2020). It is
well known that plant defense chemicals containing -OH, -NH,
and -CH groups, such as phenolics, flavonoids, and alkaloids,
begin accumulating around the infection zone immediately
following pathogen attack (Bois and Lieutier, 1997; Viiri et al.,
2001; Bonello and Blodgett, 2003; Witzell and Martín, 2008).
A study by Conrad et al. (2020) recently demonstrated that such
phytochemical induction can be used to differentiate the NIR
spectra from pathogen-free and pre-symptomatic rice plants
(Oryza sativa) as early as one day post inoculation with the
fungus Rhizoctonia solani.

There are no tools currently available for BLD management
on a stand or landscape scale. The objective of this study was
to design a pipeline for foliar NIR spectroscopy-based early in-
field detection of BLD. The desired outcome from this work was
a user-friendly approach that allows for real-time differentiation
between visually identical American beech foliage from LCM-
infected but asymptomatic trees (i.e., pre-symptomatic trees)
and pathogen-free (naïve) trees, a challenge that would be most
prominent outside the zone of infestation. To do so, we used
asymptomatic leaves from symptomatic trees as proxies for
pre-symptomatic trees and compared them to asymptomatic
leaves from presumably naïve trees. Our hypothesis was that
there would be no or very few LCM nematodes in leaves from
naïve trees, and a significantly greater number of nematodes
in leaves from pre-symptomatic trees, which would explain
any differences in the NIR spectral profiles. To verify the pre-
symptomatic and naïve status of the leaves, we utilized an LCM-
specific quantitative PCR (qPCR) assay to assess the number
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of nematodes present in leaf samples. qPCR is a powerful tool
used in microbial diagnostics as it provides the absolute quantity
of target DNA in a specific sample in real time, based on the
calibration curve generated from the quantification cycle (Cq)
and serially diluted samples (Kralik and Ricchi, 2017). In this
study, qPCR was used to verify that asymptomatic leaves from
presumably naïve trees harbored lower population sizes of LCM
than asymptomatic leaves from symptomatic trees.

Materials and methods

NIR spectral sampling

In 2021, American beech trees in six permanent BLD plots
located in Ohio and Pennsylvania were chosen for collection
of NIR spectra (Figure 1). Two plots in northeast Ohio and
three plots in Pennsylvania were symptomatic and one plot in
Ohio served as our distal-naïve site, as it is located well outside
the current zone of infestation and contains only asymptomatic
trees. The distances between the sites ranged from 0.6 to 269
miles. These sites were sampled in May and July of 2021. Given
the great distance between some of the sites, we decided to only
sample two new sites in northeast Ohio in September of 2021
that were approximately one mile apart (Figure 1: Kiwanis and
Johnson sites) to eliminate geographic location as a confounding
factor. The Kiwanis site was heavily infested with BLD while the
Johnson site was asymptomatic but in the zone of infestation
(hereafter referred to as local-naïve).

In May and July, spectral measurements were taken
from five asymptomatic leaves on each of ten symptomatic
trees (hereafter referred to as pre-symptomatic) in the five
symptomatic plots, except for the Centerville site which
included 17 trees (N = 168 and 281 for May and July,
respectively), and from ten healthy leaves on each of 20 trees
from the distal-naïve plot (N = 180 and 200 for May and
July, respectively). In September, spectral measurements were
taken from 10 asymptomatic leaves on each of 10 symptomatic
trees in the Kiwanis plot (N = 71) and 10 healthy leaves on
each of 10 trees from the local-naïve plot (N = 100). Spectra
were collected from easily accessible leaves in the lower canopy.
However, due to varying levels of BLD severity in symptomatic
plots and the inaccessibility of leaves of each symptom type in
the lower canopy, it was not always possible to collect the same
number of leaves from each tree, which is why the number of
spectral samples vary between the months. In addition, spectra
from sites 101 and Working Woods could not be collected
in May due to unfavorable weather conditions. The spectra
were collected at the top right portion of the adaxial side of
each leaf to maximize consistency across samples. The NIR
spectra were collected using a handheld NeoSpectra Scanner
(Si-Ware Systems, Menlo Park, CA, United States) with a two-
second collection time and a resolution of 16 nm as measured

at 1,550 nm. The NeoSpectra Scanner has its own optical,
mechanical, and electrical components combined on one chip
that allows the quality and intensity of incident light to be
consistent across readings (Si-Ware, 2021). The spectral range
of the instrument is 1,350–2,500 nm. A two-second background
measurement was collected between each tree using a white
reference surface provided with the Scanner. The spectra were
collected, visualized, and exported using the NeoSpectra Scan
Android application (Si-Ware Systems).

Spectrum pre-processing

Following modified methods from Conrad et al. (2020),
the raw NIR spectra were imported into R version 4.0.3 (R
Core Team, 2021), and outliers were detected and trimmed
using packages “fda.usc” and “fda” (Febrero-Bande and Oviedo
la Fuenta, 2012; Ramsay et al., 2020). Outliers were identified
based on the assumption that the depth of the spectral
curve and the sample’s outlyingness are inversely related
(Febrero-Bande and Oviedo la Fuenta, 2012Febrero-Bande
and Oviedo de la Fuenta 2012). Additional outliers were
identified and removed based on abnormal NIR reflectance
intensities determined using boxplots. From the 348 spectra
collected in May, seven spectra were identified as outliers
and removed using the depth-based approach and two were
removed based on abnormalities at the 1,843 and 1,692 nm
wavelengths (N = 339). For the July dataset consisting
of 481 spectra, 58 spectra were removed due to machine
malfunction at site 101. In addition, 28 spectra were identified
as outliers and removed using the depth-based approach and
two outliers were removed based on abnormalities at the 1,349
and 1,877 nm wavelengths (N = 393). In September, four
spectra were removed using the depth-based approach only
(N = 167).

Machine learning

Spectra were transformed to the second derivative using
the package “mdatools” with the following parameters: width
of filter window = 15, porder = 2, and dorder = 2 (Conrad
et al., 2020; Kucheryavskiy, 2020). All datasets were randomly
split into training (70% of data) and testing (30%) sets using
the package “caret” (Kuhn, 2020) (Supplementary Table 1).
Supervised classification models were developed using SVM,
with scaling, using the package “e1071” (Meyer et al., 2021)
and random forest using packages “randomForest” (Liaw and
Wiener, 2002) and “VSURF” (Genuer et al., 2019). Optimal
parameters for both models were determined using a 10-fold
cross validation (Supplementary Table 2). Model performance
was evaluated using package “MLmetrics” (Yan, 2016) and
assessed based on the total accuracy from the training and
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FIGURE 1

Eight sampling plots were chosen for the near-infrared (NIR) spectral collection over the various time points in Ohio and Pennsylvania. The
symptom type of each plot is indicated by the color in the legend (Google Earth 9. 156. 0. 0, 2022).

testing set and the 10-fold cross validated accuracy on the
training set. In addition, receiver operating characteristic (ROC)
curves were generated to evaluate the testing set accuracy using
the package “ROCR” for SVM models and “pROC” for random
forest models (Sing et al., 2005; Robin et al., 2011).

To avoid overfitting the models, three variable reduction
methods were performed. The first method called “VarImp,”
uses the “caret” package (Kuhn, 2020) to calculate the
importance of each spectral band in influencing the response
(symptom type), and the second uses the random forest model
to identify spectral bands that are associated with the response
using the package “VSURF” (Genuer et al., 2019). The “VSURF”
method identifies two sets of variables: interpretation and
prediction (Genuer et al., 2019). While both sets of variables
are related to the response, the prediction variables are more
refined than the interpretation variables as they eliminate any
redundancy from the interpretation variables. Finally, a method
using spectral resampling that reduces the total number of
bands included in the analysis was performed using the package
“prospectr” (Stevens and Ramirez-Lopez, 2020). We selected a
bin size of five to reduce multicollinearity without adversely
impacting the model performance by decreasing the number of
bands too severely (Conrad et al., 2020). This reduced the total
number of bands used in the analysis from 74 to 15.

Finally, we used sparse partial least squares discriminant
analysis (sPLS-DA) to confirm the identities of important
spectral bands across analyses using the package “mixOmics”
(Rohart et al., 2017). A repeated five-fold cross-validation with
50 repeats of the training set was used to identify the optimal
number of components and variables for each component that
discriminated between the symptom types. The accuracy of
the model was evaluated based on the proportion of samples
correctly classified in the testing set and the balanced error rate
(BER) of the predictions of the testing set.

To further confirm the differences in spectral profiles
between symptom types in the September dataset, we also
conducted an analysis of variance (ANOVA) using the package
“stats” (R Core Team, 2021) on the average transformed
reflectance values of the key bands shared by all of the
variable reduction models that select for important wavelengths,
including VarImp, VSURF, and sPLS-DA.

DNA extraction and qPCR

After the NIR spectra collection in September, the ten local-
naïve and pre-symptomatic leaves as well as an additional five
banded, five crinkled, and five pre-symptomatic leaves from
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FIGURE 2

Average raw and second derivative transformed spectral signatures of pre-symptomatic (excluding the Kiwanis site) and distal-naïve samples in
May and July.

trees in the other symptomatic plots and ten leaves from trees
in the distal-naïve plot were collected and temporarily stored on
ice before being placed in a –80◦C freezer for long-term storage.
The leaves were bulked per tree based on symptom type and
ground in liquid nitrogen. In total, there were 20 distal-naïve,
46 pre-symptomatic, 10 local-naïve, 32 banded, and 16 crinkled
samples used for DNA extractions. Total DNA was extracted
from 50 mg of ground tissue using Qiagen’s DNeasy Plant Pro
Kit (Qiagen, Germantown, MD, United States). The quality of
the extracted DNA was confirmed using a NanoDrop UV 1000
Visible spectrophotometer (Thermo Fisher Scientific, Waltham,
MA, United States).

To quantify LCM in each of the sample types, each
sample was run in triplicate as technical replicates, along
with a non-template control and a positive control using
LCM DNA, for TaqMan

R©

determined using the equation qPCR
using primers and probe that target a 122-bp region of the
mitochondrial cytochrome c oxidase I specific to LCM (Marra
et al., in preparation).

qPCR sensitivity and quantification

Standards were prepared in triplicate to generate two types
of calibration curves for LCM DNA and nematode count.
A 10-fold dilution series of extracted LCM DNA was used to

generate a standard curve to quantify the amount of nematode
DNA in each sample. Since we did not know the amount of
DNA in a single LCM nematode, we quantified the number
of nematodes per gram of leaf tissue by creating standards
of 1, 10, and 100 nematodes. Nematodes were extracted from
symptomatic leaves collected from West Rock Ridge State
Park in New Haven, CT in September 2021. The nematodes
were counted using a dissecting microscope and aliquoted into
100 µl of a potassium buffer saline (PBS) solution (pH of
7.0). The aliquots were added to 20 mg of ground naïve leaf
tissue along with 500 µl of the DNeasy Plant Pro kit’s CD1
solution and 20 µl of Proteinase K and incubated at 56◦C
overnight. DNA extractions proceeded following the DNeasy
Plant Pro Kit protocol.

To determine the amount of LCM DNA and individual
nematodes present in each technical replicate, the Cq values
from each standard were plotted against the corresponding
log10 value of the starting DNA concentration or nematode
count to create two separate standard curves (Supplementary
Figures 1, 2). The derived amount of DNA or number of
nematodes was then averaged for the three technical replicates,
with the number of nematodes rounded to the nearest whole
number, and the standard error was reported. The equation
of the standard curve was used to determine the coefficient
of determination (R2), and the amplification efficiency was
determined using the equation E = 10(−1/m)–1 × 100%, where
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m is the slope of the standard curve. Because we did not
use a standard DNA serial dilution for nematode counts
and amplification efficiencies generally decrease when using
individual organisms as standards (Zemb et al., 2020), especially
when using an extreme variable such as a count of one nematode
(Chowdhury and Yan, 2021), we expected the efficiency of the
qPCR using the nematode count standards to be lower than
the qPCR using the LCM DNA series. A Welch’s ANOVA
was used to determine if there were significant differences in
DNA concentration or nematode numbers at p = 0.05 based
on symptom type. A Welch’s ANOVA was used due to the
heteroscedasticity of the data (Moder, 2010). If a significant
difference was found, a Tukey’s honestly significant difference
(HSD) test was used to calculate pairwise comparisons at the
95% confidence level.

Results

May and July NIR spectral analysis

The average raw and second derivative transformed spectra
for each symptom type from the May and July datasets can be
found in Figure 2. The overall shape of the second derivative
plots from both time periods are similar, but the intensities for
the symptom types differ, specifically between the wavelengths
1,353–1,451 nm, 1,697–1,854 nm, and 1,854–2,043 nm. The
trimmed spectral range for both the May and July analyses

included 74 bands ranging from 1,349 to 2,581 nm. The number
of bands was reduced further when using spectral resampling
(15 bands) and variable selection techniques. For both the May
and July datasets, VarImp reduced the number of bands to 20
and VSURF reduced the bands to 13 for the interpretation step
variables while the prediction step reduced the number of bands
to eight in May and nine in July (Supplementary Table 3). The
sPLS-DA analysis also selected variables of importance for the
optimal number of components for the May (five components)
and July (three components) data (Supplementary Table 4).
Only one band (2346) was shared in all analyses between the
two time periods.

All analyses using SVM had a 10-fold cross-validated
accuracy greater than 90% and a testing accuracy greater than
85% for both the May and July datasets (Table 1). The SVM
using all spectral bands had the greatest testing accuracy for
both time points (91% for May; 100% for July) and the greatest
10-fold cross-validated accuracy for the July data (100%), while
spectral resampling had the greatest 10-fold cross validated
accuracy for the May data (97.5%). ROC curves assessing the
testing accuracy of all SVM models for both time points can
be seen in Figure 3. The accuracy of the models was lower
when using random forest, but all analyses still had a 10-fold
cross-validated accuracy and testing accuracy greater than 80%
for both time points (Table 2). When using random forest,
the model using all spectral bands had the greatest testing
accuracy for July (94.9%) and both this model and the VSURF
interpretation model had the greatest testing accuracy for the

TABLE 1 Accuracies of the four distinct support vector machine (SVM) models used to classify leaf near-infrared (NIR) spectra based on tree
symptom type for the May and July datasets.

Time Model Data set Accuracy 10-fold CV accuracy Proportion correctly classified

Distal-naïve Pre-symptomatic

May Second derivative Training 1 0.946 1 1

Testing 0.910 – 0.943 0.872

VSURF* Training 0.946 0.946 0.976 0.912

Testing 0.880 – 0.943 0.976

VarImp Training 0.983 0.950 0.984 0.983

Testing 0.900 – 0.943 0.851

Resampled Training 0.987 0.975 0.984 0.991

Testing 0.891 – 0.887 0.896

July Second derivative Training 1 1 1 1

Testing 1 – 1 1

VSURF* Training 1 0.993 1 1

Testing 0.966 – 0.967 0.965

VarImp Training 1 0.993 1 1

Testing 0.966 – 0.950 0.983

Resampled Training 0.996 0.989 0.986 1

Testing 0.992 – 0.983 1

CV, cross validation.
*Used prediction step variables.
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FIGURE 3

Receiver operating characteristic (ROC) curves derived from the
testing of the support vector machine (SVM) models, showing
the classification accuracy of spectra from pre-symptomatic
(excluding the Kiwanis site) and distal-naïve samples for both
the May (left) and July (right) datasets. The diagonal line
represents perfect chance predictions.

May data (90%). The VSURF interpretation step had the greatest
10-fold cross validated accuracy for the May data (94%) while
the VSURF prediction step had the greatest for July (94.9%).
ROC curves assessing the accuracy of the testing sets for all
random forest models for both time points can be seen in

Figure 4. The sPLS-DA showed similar total accuracies for both
the May (86.1%) and the July (95.7%) testing sets (Table 3).

The average raw and second derivative transformed spectra
for each plot location can be seen in Supplementary Figure 3.
When using SVM with all spectral bands, the total 10-fold cross-
validated and testing accuracies were greater than 90% for both
the May and July datasets (Table 4). This strongly suggests that
plot location does influence the leaf spectra.

September NIR spectral analysis

Figure 5 shows the average raw and second derivative
transformed spectra for the local-naïve and pre-symptomatic
leaves from the September collection time, which removes
location as a confounding factor. When looking at the second
derivative spectra, the spectral intensities between the two
symptom types do not appear to differ from one another. The
variable selection techniques reduced the total number of bands
from 74 to 20 for VarImp, 25 for the VSURF interpretation
step, and eight for the VSURF prediction step (Supplementary
Table 3). The sPLS-DA analysis selected important variables
for four components and shared many of the same bands
as the variable selection techniques (Supplementary Table 4).
Five bands were shared among all analyses (2,220, 2,400,
2,346, 1,750, and 1,424), and the ANOVA showed that the
average transformed reflectance intensities of these bands were
significantly different based on symptom type (p « 0.001).

All SVM analyses had a testing accuracy greater than
70% and a 10-fold cross-validated accuracy greater than 75%
(Table 5). The model using all spectral bands had the highest
testing accuracy (95.9%) while the resampled dataset had the
highest 10-fold cross validated accuracy (96.6%). The random
forest testing and 10-fold cross-validated accuracies were
slightly higher than the SVM analyses (Table 6). The VSURF
prediction step and interpretation steps had the greatest testing
(79.6%) and 10-fold cross-validated (87.8%) accuracies for the
random forest models, respectively. ROC curves evaluating the
accuracy of the testing sets for all SVM and random forest
models can be seen in Figure 6. For both SVM and random
forest, the models were better at accurately classifying the
spectra from local-naïve trees. Finally, the sPLS-DA analysis
showed similar results as it was able to accurately classify 93.9%
of the spectra in the testing set (Table 7).

qPCR results

The efficiency of the qPCR analysis when using the 10-
fold dilution series of LCM DNA was 93.4% and the standard
curve resulted in an R2 value of 0.997 and a slope of –3.492
(Supplementary Figure 1). The qPCR detected LCM DNA in all
16 crinkled samples, 30 of the 32 banded samples, and 42 of the
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FIGURE 4

Receiver operating characteristic (ROC) curves derived from the testing of the random forest models, showing the classification accuracy of
spectra from pre-symptomatic samples (excluding the Kiwanis site) and distal-naïve samples for the both the May (left) and July (right) datasets.
The diagonal line represents perfect chance predictions.
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TABLE 2 Accuracies of the three distinct random forest models used to classify leaf near-infrared (NIR) spectra based on tree symptom type for the
May and July datasets.

Time Model Data set Accuracy 10-fold CV accuracy Proportion correctly classified

Distal-naïve Pre-symptomatic

May Second derivative Training 0.950 0.840 0.960 0.939

Testing 0.900 – 0.943 0.851

VSURF—prediction Training 0.929 0.850 0.936 0.921

Testing 0.850 – 0.887 0.809

VSURF—interpretation Training 0.908 0.940 0.936 0.877

Testing 0.900 – 0.925 0.872

July Second derivative Training 0.960 0.932 0.964 0.956

Testing 0.949 – 0.950 0.976

VSURF—prediction Training 0.953 0.949 0.950 0.956

Testing 0.940 – 0.950 0.930

VSURF—interpretation Training 0.957 0.940 0.950 0.963

Testing 0.923 – 0.950 0.895

CV, cross validation.

TABLE 3 Accuracies of the sparse partial least squares discriminant analysis (sPLS-DA) used to classify leaf near-infrared (NIR) spectra based on tree
symptom type for the May and July datasets.

Time Number of components BER Proportion correctly classified

Distal-naïve Pre-symptomatic Total

May 5 0.140 0.887 0.833 0.861

July 3 0.044 1 0.912 0.957

BER, balanced error rate.

TABLE 4 Accuracies of the support vector machine (SVM) model used to classify leaf near-infrared (NIR) spectra based on site location for the May
and July datasets.

Time Model Data set Accuracy 10-fold CV accuracy Proportion correctly classified

Northeast Ohio Central Ohio Pennsylvania

May Second derivative Training 0.996 0.941 0.974 1 1

Testing 0.900 – 0.933 0.887 0.906

July Second derivative Training 1 0.971 1 1 1

Testing 0.974 – 0.970 1 0.917

CV, cross validation.

46 pre-symptomatic samples while LCM DNA was only detected
in four of the 20 distal-naïve samples and two of the ten local-
naïve samples. The crinkled samples had the greatest average
DNA concentration (39.2 ± 9.8 ng/µl; average Cq = 14.25 ±

0.34) while the distal-naïve samples had the lowest (1.66e-06 ±

9.79e-07 ng/µl; average Cq = 36.65 ± 0.64) (Figure 7A). There
was a significant difference in the LCM DNA concentration
based on symptom type (p « 0.001), but only the crinkled DNA
concentration differed significantly from the other sample types
based on the post-hoc test. There was also a slightly significant
difference in DNA concentration (p = 0.0646) between the local-
naïve samples (4.37e-06 ± 3.02e-06 ng/µl; average Cq = 35.32 ±

0.34) and the pre-symptomatic samples (0.008 ± 0.003 ng/ml;
average Cq = 26.99 ± 0.59) from the Kiwanis site (Figure 8A).

When we used individual nematodes and not a serial
dilution of DNA, the qPCR efficiency was only 45%, and
the standard curve resulted in an R2 value of 0.877 and
a slope of –6.240 (Supplementary Figure 2). Similar to
the results from the qPCR based on pure DNA, crinkled
samples had the greatest average number of nematodes
(153,956 ± 19,552.9) per gram of leaf tissue while the
distal-naïve (35 ± 2.9) and local-naïve (54 ± 3.2) samples
had the least (Figure 7B). These differences were highly
significant between sample types according to the ANOVA
(p « 0.001), as shown in Figure 8B. The average nematode count
was also significantly different between local-naïve samples
and pre-symptomatic samples from the Kiwanis location
(p = 0.002) (Figure 8B).
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FIGURE 5

Average raw and second derivative transformed spectral signatures of pre-symptomatic samples from only the Kiwanis site and local-naïve
samples in September.

TABLE 5 Accuracies of the four distinct support vector machine (SVM) models used to classify leaf near-infrared (NIR) spectra based on tree
symptom type for the September dataset.

Time Model Data set Accuracy 10-fold CV accuracy Proportion correctly classified

Pre-symptomatic Local-naïve

September Second derivative Training 0.992 0.907 0.979 1

Testing 0.959 – 0.950 0.966

VSURF* Training 0.890 0.771 0.875 0.900

Testing 0.735 – 0.750 0.724

VarImp Training 1 0.812 1 1

Testing 0.776 – 0.750 0.793

Resampled Training 1 0.966 1 1

Testing 0.939 – 0.900 0.966

CV, cross validation.
*Used prediction step variables.

Discussion

The results of this study indicate that NIR spectroscopy
coupled with ML can discriminate asymptomatic leaves of
healthy trees and asymptomatic leaves of symptomatic trees,
therefore showing promise as an early in-field BLD detection
pipeline, which was the intended objective of this study.
However, while spectra from pre-symptomatic leaves and distal-
naïve leaves were discriminated with high accuracy in both the
May and July datasets, the NIR spectra were also differentiated
based on plot location, with equal or higher accuracies for
location than symptom type. Thus, we could not conclude
that the spectral differences in this dataset are due to the
presence of LCM alone. This is not surprising, as climate and
other environmental variables, as well as host genetics and the
phytobiome, have all been shown to influence leaf chemical
composition, and these factors are all affected by geographic
location (Holdenrieder et al., 2004; Top et al., 2017; Liu et al.,
2020). In a recent study focusing specifically on American
beech trees, it was discovered that the microbiome, especially

the mycobiome, of American beech leaves is significantly
differentiated by geographic location (Ewing et al., 2021).
Based on these results, we can conclude that tree location
must be considered when using NIR spectral analysis for early
disease detection.

However, the September analysis eliminated location,
and presumably population genetics, as factors given that
the Kiwanis and Johnson sites are adjacent. Again, the
technology successfully discriminated between leaves from pre-
symptomatic trees and leaves from local-naïve trees based
on their NIR spectral profiles. In all SVM and random
forest models, the testing accuracies ranged from 73.5 to
95.9%. These accuracies are comparable to other studies that
have used NIR spectroscopy for early plant disease detection
(Rumpf et al., 2010; Arens et al., 2016). For example, in
the study that used NIR spectroscopy and machine learning
algorithms to predict rice sheath blight before symptoms
were expressed, the testing accuracies were between 60.4
and 88.6% (Conrad et al., 2020). These results suggest that
chemical changes are occurring in asymptomatic American
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FIGURE 6

Receiver operating characteristic (ROC) curves derived from the testing of the support vector machine (SVM) (left) and random forest (right),
showing the classification accuracy of spectra from pre-symptomatic samples from only the Kiwanis site and local-naïve samples for the
September dataset. The diagonal line represents perfect chance predictions.
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TABLE 6 Accuracies of the three distinct random forest models used to classify leaf near-infrared (NIR) spectra based on tree symptom type for the
September dataset.

Time Model Data set Accuracy 10-fold CV accuracy Proportion correctly classified

Pre-symptomatic Local-naïve

Sept. Second derivative Training 0.780 0.776 0.688 0.843

Testing 0.776 – 0.700 0.828

VSURF—prediction Training 0.831 0.837 0.750 0.886

Testing 0.796 – 0.750 0.828

VSURF—interpretation Training 0.805 0.878 0.708 0.871

Testing 0.793 – 0.650 0.793

CV, cross validation.

beech leaves following pathogen infection and indicate that
NIR spectroscopy, combined with machine learning, has
strong potential for use as a tool for pre-symptomatic
disease detection.

Although no visual differences were noticeable between
the average second derivative transformed spectra profiles
for pre-symptomatic and local-naïve samples, there were
five bands (2,220, 2,400, 2,346, 1,750, and 1,424 nm) that
were shared across all variable selection models in the
September dataset, and the average transformed reflectance
of each band was significantly different based on symptom
type as indicated by the ANOVA. The band at 2,346 was
also shared among all analyses from the May and July
datasets. The bands located at 2,400, 2,346, and 1,750 nm
are closely related to bands previously reported to be
associated with plant cellulose (Curran, 1989). In addition,
the 2,220 nm band is near the band (2,180) associated
with protein and nitrogen in plants according to Curran
(1989). Therefore, it is possible that changes in the cell
wall and/or increases in cellulose-degrading enzymes and
nitrogen following attack from the BLD pathogen(s) could be
responsible for the changes in spectral composition of the pre-
symptomatic samples (Schultz et al., 2013; Malinovsky et al.,
2014).

The 1,424 nm band is most closely related to band
1,420 nm, which is associated with lignin (Curran, 1989).
Lignin is one of the most important specialized metabolites
of plants and is an important barrier that protects against
pests and pathogens (Liu et al., 2018). Lignin has also
been associated with an increase in plant resistance as
the cell wall accumulates large amounts of lignin following
a pathogen infection, and it has been shown to reduce
pathogen proliferation and movement (Liu et al., 2018). In
one example, Mandal et al. (2013) confirmed that lignin
concentrations were higher in tomato varieties that are
resistant to the pathogen Ralstonia solanacearum compared to
susceptible cultivars. More specific examples associated with
resistance in trees include studies showing that enhanced
lignin deposition is related to systemic induced resistance in

Austrian pines (Pinus nigra) afflicted with the fungal pathogen
Diplodia sapinea (ex Sphaeropsis sapinea) (Bonello and Blodgett,
2003; Bonello et al., 2006). Furthermore, when testing the
antifungal properties of several phenolic compounds in Austrian
pine, lignin showed the greatest antifungal activity and was
also necessary for fungistatic inhibition against D. sapinea
(Sherwood and Bonello, 2013).

Given this information, it is possible that lignin levels are
higher in the local-naïve beech samples and serving as a barrier
to LCM/pathogen infection, which could be responsible for the
changes in the spectral profile compared to pre-symptomatic
samples. While the exact BLD disease cycle has not been clearly
defined, studies show that LCM overwinters in American beech
buds as well as attached and detached leaves; live nematodes
are found in leaves throughout the growing season with the
greatest numbers found in late summer/early fall (Carta et al.,
2020; Reed et al., 2020). Since BLD symptoms are present at
bud break and do not progress throughout the season (Fearer
et al., 2022), this suggests that LCM causes symptoms prior
to bud break, which Carta et al. (2020) confirmed in their
study, and LCM migration into the leaf occurs sometime
before September (Reed et al., 2020). Therefore, it is possible
that higher lignin levels in local-naïve leaves are preventing
LCM/pathogen infection prior to bud break. However, a further
detailed chemical analysis of beech bud and leaf tissues would
have to be performed and the LCM life cycle as well as the
BLD disease cycle would have to be better defined to validate
these hypotheses.

Another hypothesis is that LCM load influences the
leaf ’s phytochemistry and may be the determining factor
for early BLD detection using NIR spectroscopy. While
LCM DNA was putatively detected in all symptom types
using qPCR, the Cq values reported for the distal-naïve and
local-naïve samples were greater than 35; these values are
indistinguishable from zero and may be due to random
late-cycle probe hydrolysis (Ruiz-Villalba et al., 2021). In
addition, the low qPCR efficiency of the nematode count
standard curve could lead to Cq-dependent biases when
interpolating nematode counts from the standard curve

Frontiers in Forests and Global Change 12 frontiersin.org

https://doi.org/10.3389/ffgc.2022.934545
https://www.frontiersin.org/journals/forests-and-global-change
https://www.frontiersin.org/


ffgc-05-934545 July 15, 2022 Time: 14:57 # 13

Fearer et al. 10.3389/ffgc.2022.934545

TABLE 7 Accuracy of the sparse partial least squares discriminant analysis (sPLS-DA) used to classify near-infrared (NIR) spectra based on tree
symptom type for the September dataset.

Time Number of components BER Proportion correctly classified

Pre-symptomatic Local-naïve Total

September 4 0.067 0.900 0.966 0.939

BER, balanced error rate.

FIGURE 7

(A) DNA concentration and (B) count per symptom type of Litylenchus crenatae mccannii (LCM). Error bars represent the standard error. Actual
DNA concentration and nematode counts are listed above the bars and significant differences (p < 0.05) between symptom types are
represented by different letters.

(Ruiz-Villalba et al., 2021). Therefore, it is more likely that
all distal-naïve and local-naïve samples are LCM-free. In
any case, symptomatic samples had significantly more LCM
DNA, and correspondingly higher nematode loads, than all
asymptomatic samples (i.e., pre-symptomatic, distal-naïve, and
local-naïve), and pre-symptomatic samples harbored more LCM
than both distal-naïve and local-naïve samples, confirming our
hypothesis. Most strikingly, pre-symptomatic samples from

the Kiwanis site had significantly more LCM DNA, and
correspondingly higher numbers of nematodes, than local-
naïve samples from the Johnson site. This suggests that the
higher numbers of nematodes in pre-symptomatic samples
are responsible for the measured changes in the spectral
profiles, and therefore, LCM count should be taken into
consideration when building NIR/ML-based models to identify
pre-symptomatic trees.
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FIGURE 8

(A) DNA concentration and (B) count of Litylenchus crenatae mccannii (LCM) in local-naïve samples and pre-symptomatic samples from only
the Kiwanis site. Actual concentration and nematode counts are listed above the bars and significant differences (p < 0.05) between symptom
types are represented by different letters.

Conclusion

NIR/ML-based modeling seems to be a promising approach
for early BLD detection. This study determined that the spectral
profiles of visually identical American beech leaves can be
discriminated based on the infection state of the tree and
suggests that LCM population sizes influence these spectral
differences. Based on these results, this approach appears to be
a viable, early in-field disease detection tool for BLD. However,
geographical distance between sampling locations must be taken
into consideration prior to sampling to account for potential
differences in host genetics and phenology. Specifically, models
should be standardized for each general location and time of
year. The system should be further verified on the ground

by testing its predictive power using molecular confirmation
of nematode load by way of the LCM-specific qPCR assay
described in this study or similarly accurate methods. Only if
the predictive power of the tool is confirmed on an operational
basis can it be recommended for use by forest health managers.

Finally, further characterization of the leaf chemical
composition of asymptomatic leaves from pre-symptomatic
trees could help uncover the biological basis for potential
resistance. Development of resistant germplasm by breeding
and/or preserving resistant trees is critical to prevent
the functional eradication of American beech in North
American forests. Non-native pathogens will inevitably become
permanent fixtures in our native ecosystems, and genetic
resistance provides an invaluable tool for managing the diseases
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associated with these invaders (Conrad and Bonello, 2016;
Showalter et al., 2018; Bonello et al., 2020).
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