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Machine learning-based stem 
taper model: a case study with 
Brutian pine
Fadime Sağlam *

Kastamonu University, Faculty of Forestry, Department of Forest Engineering, Kastamonu, Türkiye

Stem taper models are essential tools in forestry, allowing for the estimation of 
stem diameter at any height, as well as the calculation of merchantable and total 
stem volumes and wood assortments along the tree bole. Therefore, accurate 
taper prediction is crucial for sustainable forest resource assessment. This study 
developed stem taper models for estimating tree diameter using both traditional 
regression and machine learning (ML) approaches, using Pinus brutia Ten. as a 
model species. The research focused on two machine learning techniques, Random 
Forest (RF) and Extreme Gradient Boosting (XGBoost) to predict stem taper in 
comparison to traditional taper models. A total of 121 destructively sampled trees 
were measured for stem diameter at multiple heights, and various taper models 
were evaluated for their accuracy. The results show that the XGBoost model 
outperforms all other approaches, demonstrating superior predictive accuracy 
with minimal error, as indicated by lower root mean square error (RMSE), mean 
absolute error (MAE), and bias values. While RF also performed well, XGBoost 
was selected for this study due to its better predictive performance and the more 
consistent error distributions between the training and test datasets. This research 
highlights the potential of ML techniques in forest modeling, offering enhanced 
accuracy and efficiency for forest inventory and management applications.
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1 Introduction

Volume estimations are one of the key components of growth and yield models. The 
accurate estimation of a tree’s total or commercial volume is crucial for both forest 
inventory studies and forest management planning. Volume estimates are an important 
stand parameter used for accurately calculating the volume of trees and stands, as well 
as the distribution of this volume across commercial classes, preparing forest management 
plans, making projections for the future of the forest products industry, and estimating 
biomass and carbon accumulation using appropriate biomass expansion factors (Fang 
et al., 2000; Jiang et al., 2005; Diéguez-Aranda et al., 2006; Corral-Rivas et al., 2007; 
Crecente-Campo et  al., 2009; Castedo-Dorado et  al., 2012; de-Miguel et  al., 2012; 
Gómez-García et al., 2015).

Stem taper models are considered one of the most reliable methods for estimating tree 
volume and commercial volume of trees (Fang et al., 2000; Rojo et al., 2005; Diéguez-Aranda 
et al., 2006; Li and Weiskittel, 2011; Ercanlı et al., 2014; Özçelik and Crecente-Campo, 2016). 
With the help of stem taper models, it is possible to easily estimate: (i) the diameter of the stem 
at any given height, (ii) the height of the stem corresponding to any given stem diameter, (iii) 
the volume of the commercial (marketable) stem, (iv) the total stem volume, (v) the volumes 
of all wood types that can be obtained from the stem, and (vi) the volume of the stem section 
between any two given heights (Kozak, 2004). As noted by de-Miguel et al. (2012), another 
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important aspect of stem taper models for forestry applications is their 
ability to be integrated into growth and yield models, enabling the 
prediction of wood-product classes and quantities to be obtained for 
different site conditions and planning alternatives.

Stem taper equations have been developed over time to 
estimate stem volume. Earlier formulations often relied on basic 
linear or exponential relationships, which may fall short in 
accurately reflecting the geometric variability along different stem 
segments—namely the basal, central, and upper parts. To overcome 
these shortcomings, more refined models have emerged. One 
notable example is the segmented taper model proposed by Max 
and Burkhart (1976), which represents the stem as a composite of 
geometric forms—neiloid, paraboloid, and cone—each 
corresponding to a specific portion of the stem (Kozak, 1988; Ko 
et al., 2025). In addition to segmented models, variable-exponent 
taper equation, widely used in forest property modeling and 
analysis, characterizes tree stem form with a varying exponent or 
variable from the base to the top, representing a range of forms 
including paraboloid, conic, neiloid, and other intermediate shapes 
(Kozak, 1988). By adjusting the independent variable-exponent 
within a continuous function, more accurate estimates of tree stem 
forms can be achieved. It has been demonstrated by a considerable 
number of studies that the variable-exponent taper equation is 
characterized by reduced bias and the provision of more accurate 
estimates of diameters at various stem heights (Kozak, 1988; 
Muhairwe, 1999; Sakici et al., 2008; Xu et al., 2022; Seki, 2023).

The nonlinear least squares method is a widely utilized 
approach in the development of stem taper models. Nonetheless, 
the use of nonlinear regression models for biological data can 
present challenges such as violations of assumptions like 
homoscedasticity and normality (Sakici and Ozdemir, 2018; 
Ercanli 2020; Sahin, 2024). This may compromise the reliability 
of parameter estimates and lead to biased or inefficient 
predictions. In light of the constraints of traditional regression 
models, recent studies in forestry have increasingly turned to 
machine learning (ML) approaches. Approaches like Extreme 
Gradient Boosting (XGBoost) and Random Forests (RF) have 
been developed to address intricate, nonlinear relationships and 

to accommodate the irregularities commonly encountered in 
biologic datasets. These approaches are especially effective in 
modeling forest biometric variables, where the interrelationships 
between variables are frequently intricate and nonlinear. 
Furthermore, in contrast to traditional regression models, 
machine learning techniques can frequently produce more 
dependable predictions by learning directly from the data. 
Consequently, ML approaches can offer an option for traditional 
methods, with the potential to enhance reliability of forest 
management practices (Breiman, 2001; Chen and Guestrin, 2016; 
Sakici and Ozdemir, 2018; Özcelik et al., 2019; Senyurt and Ercanli, 
2019; Bayat et al., 2020; Diamantopoulou and Georgakis, 2024).

The aim of this study is to improve the accuracy and efficiency 
of stem taper predictions by developing models that integrate novel 
machine learning techniques. While the empirical data were 
collected from Pinus brutia trees in the Eastern Mediterranean of 
Türkiye, the methodological focus of this research is broader. 
Given the increasing global interest in machine learning 
applications in forest modeling and the need for more flexible and 
accurate taper models across species and regions, this study 
explores the applicability of advanced algorithms such as XGBoost 
and RF to stem taper modeling. These models were developed and 
evaluated to demonstrate the potential of machine learning 
approaches as effective alternatives to traditional parametric 
models, with implications extending beyond the local context.

2 Materials and methods

2.1 Data

The necessary sample tree data for developing the stem taper 
models were collected from pure Pinus brutia stands at the Karaisalı 
Forest Enterprise, Adana Regional Directorate of Forestry 
(Figure 1). A total of 121 sample trees were chosen to accurately 
reflect the distribution of trees within the population based on their 
diameter and height classes in the study area. In order to obtain the 
data, sample trees were selected based on the criteria of being alive, 

FIGURE 1

Study area.
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healthy, with a stable top and a single stem, and were felled at stump 
height (0.3 m). The diameter at the stump (cm), the diameter at 
breast height (D, cm) and total height (H, m) were measured on the 
felled sample trees. Subsequently, at intervals of 1 meter starting 
from a height of 2.30 m (2.30 m, 3.30 m, 4.30 m, and so on), the 
stem diameters (cm) were measured. The measurements of both the 
D and stem diameters were taken twice at a 90-degree angle, and 
the averages were recorded. A total of 1933 stem diameter 
measurements were taken from the 121 sample trees. Approximately 
75% of the sample trees (90 trees, 1,472 diameter measurements) 
were randomly selected to serve as the model data set, while the 
remaining 25% (31 trees, 461 diameter measurements) were 
reserved for model validation. To ensure independence between 
training and testing datasets and to minimize potential within-tree 
autocorrelation effects, the data were split at the tree level. 
Consequently, no individual tree contributed measurements to both 
the model development and validation sets. This group-based 
partitioning strategy helps provide a more reliable evaluation of 
model performance on unseen trees. Summary statistics for both 
data sets are presented in Table 1. A plot of relative height against 
relative diameter is presented in Figure 2.

2.2 Data analysis

2.2.1 Regression approach for the stem taper 
model

Segmented taper equations conceptualize the tree stem as a 
composite of three geometric shapes—neiloid, paraboloid, and cone—
each representing the lower, middle, and upper sections of the stem, 
respectively. These models are particularly effective in capturing abrupt 
geometric transitions along the stem profile (Max and Burkhart, 1976; 
Sakici et al., 2008). The variable-exponent taper equations offer certain 
advantages, including a straightforward structure and ease of 
convergence in parameter estimation methods (Perez et  al., 1990; 
Newnham, 1992; Bi, 2000). Furthermore, several studies have 
highlighted its superior fit and appropriateness for analyzing tree stem 
shape (Özçelik and Crecente-Campo, 2016; Tang et al., 2017; Xu et al., 
2022). In addition to these groups, dynamic model (Garcia, 2015) has 
been employed in developing taper equations. Consequently, this study 
utilizes one segmented taper model, four commonly used variable-
exponent taper equations, and one dynamic taper model to estimate 
the stem diameter of Brutian pine (Table 2). The common nonlinear 
least squares method was employed for regression fitting on the 
candidate equations using R software, and the best taper equation was 
chosen according to the goodness-of-fit statistics.

2.2.2 Machine learning approach for the stem 
taper model

2.2.2.1 Random Forest (RF) and extreme gradient 
boosting modeling (XGBoost)

RF is an ensemble learning approach that enhances the 
performance of a set of estimators, specifically decision trees. The 
overall prediction is derived by taking the mean of the results from all 
individual decision trees in the model. The procedure of inputting the 
training data into the system adheres to the bagging technique, 
commonly referred to as “bootstrap aggregation.” In this methodology, 
several training subsets are created from the original dataset, enabling 
each subset to train a distinct estimator. As a result, the training data 
is partitioned into bootstrap samples with replacement, alongside the 
out-of-bag data used as a form of validation. This process improves 
the model’s robustness. Subsequently, each estimator expands by 
iteratively adding branches and nodes until it meets the predefined 
depth stopping criterion (Breiman, 2001; Breskvar et  al., 2018; 
Diamantopoulou and Georgakis, 2024). To efficiently train the RF 
model, the primary hyperparameters that require tuning include the 
number of decision trees in the forest (ntree), the number of features 
randomly selected at each split (mtry), the maximum depth 
(maxnodes) of the decision trees, and the minimum number of 
samples required to split an internal node (nodesize).

XGBoost is an ensemble learning technique rooted in boosting, 
where a series of weak learners, usually decision trees, are trained in a 
sequential manner. Each following tree seeks to address the mistakes 
of its predecessor by placing more emphasis on the instances that were 
inaccurately predicted by earlier trees. Besides reducing the training 
error, the model incorporates a regularization term to control its 
complexity and mitigate the risk of overfitting (Chen and Guestrin, 
2016; Diamantopoulou and Georgakis, 2024). To guarantee the 
performance and robustness of the XGBoost model, it is essential to 
finely tune several critical hyperparameters. These are: (1) the number 
of decision trees (nrounds), (2) the number of branches that determine 
the depth of each tree (max_depth), (3) the learning rate (eta), (4) the 
minimum loss reduction parameter required for splitting a node 
(gamma), (5) proportion of column subsamples to build each tree 
(colsample_bytree), (6) a parameter regulating the splitting to child 
node (min_child_weight), (7) the fraction of randomly selected 
training set instances (subsample). The set of necessary 
hyperparameters was optimized through the application of the grid-
search method combined with 5-fold cross-validation to ensure robust 
parameter selection and prevent overfitting. The machine learning 
techniques outlined previously were executed using the randomForest 
and xgboost libraries in R software.

TABLE 1 Descriptive statistics for the sample trees.

Data Variable N Minimum Maximum Mean Std. Deviation

Model
D 90 11.60 70.40 36.55 11.94

H 90 7.20 33.30 20.38 5.28

Test
D 31 15.40 75.60 40.02 13.77

H 31 8.30 30.30 19.86 5.36

Total
D 121 11.60 75.60 37.37 12.51

H 121 7.20 33.30 20.19 5.32

D: diameter at breast height (cm), H: total height (m).
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FIGURE 2

Plots of relative heights against relative diameters.

TABLE 2 Candidate stem taper models.
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2.3 Model evaluation

The performance of the chosen models was assessed by 
examining the discrepancies between the predicted and observed 
values. The evaluation of the models was conducted by employing 
the coefficient of determination (R2), root mean square error 
(RMSE), mean square error (MSE), bias, and also mean absolute 
error (MAE). The corresponding criteria equations (Equations 1–5) 
are provided below.

The coefficient of determination (R2):
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where; îd , ,id  id  represent the estimated, measured and average 
values of the dependent variable, n the number of observations, 
respectively.

Based on the statistical criteria outlined in the aforementioned 
equations, the models exhibiting the highest coefficient of 
determination (R2) and the lowest error metrics (RMSE, MSE, MAE, 
Bias) were identified. The relative ranking approach proposed by 
Poudel and Cao (2013) was applied to select the most optimal model. 
Additionally, the assumption of homoscedasticity and the normality 
of the residuals was investigated by plotting the predicted diameter 
values versus the residuals. A paired sample t-test was conducted to 
determine if there were statistically significant differences between 
observed and predicted values. For the machine learning models (RF 
and XGBoost), the consistency of error distributions between training 
and testing datasets was also examined to assess potential overfitting, 
with similar performance indicating good generalization capability 
and significant performance differences suggesting overfitting.

3 Results

The nonlinear least squares method was employed to fit six taper 
equations (Table 3). The performance of these models for predicting 
stem diameter was evaluated using 1,472 measurements across 90 
trees, based on R2, MSE, bias, and RMSE metrics. The rankings for 
each model, based on these evaluation criteria, are presented (Table 4). 
The Kozak (2004) model outperformed all others, achieving the 
highest R2 (0.968), the lowest error values (MSE = 4.346, 
RMSE = 2.085), making it the most reliable for diameter estimation. 
The Lee et  al. (2003) and Sharma and Parton (2009) models also 
performed well, ranking second and third, with minimal differences 

TABLE 3 The parameter estimates and standard errors of models.

Parameters Model 1 Model 2 Model 3 Model 4 Model 5 Model 6

a0 1.044178 (0.037224)

a1 0.984366 (0.013815)

a2 0.003999 (0.017020)

b0 0.990267 (0.003880)

b1 −2.33020 (0.03796) 1.521778 (0.040704) 0.305850 (0.028933) 1.977840 (0.008926) 0.992477 (0.003396) 2.225920 (0.17314)

b2 1.14527 (0.03180) 0.914126 (0.007068) −0.315584 (0.084627) 0.052608 (0.009645) −0.045127 (0.003891) 0.704190 (0.05275)

b3 0.18509 (0.02214) 1.314170 (0.134527) 0.601897 (0.019056) −0.170071 (0.014472) 0.155886 (0.024377) 6.212590 (0.49437)

b4 −5.57900 (1.29272) −2.023440 (0.170165) 0.859381 (0.654684) 0.063166 (0.028373)

b5 1.600751 (0.057102) 0.002643 (0.007755)

b6 −0.133095 (0.058009)
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TABLE 5 The optimal hyperparameter combination for ML approach.

ML Approach Hyperparameters Optimal Value

RF

mtry = (2, 3, 4) 3

ntree = 100 100

maxnodes = 40 40

nodesize = 2 2

XGBoost

nrounds = c(200, 300) 300

max_depth = c(2) 2

eta = c(0.01, 0.1) 0.1

gamma = c(1) 1

colsample_bytree = c(0.9) 0.9

min_child_weight = c(0.1) 0.1

subsample = c(0.5) 0.5

in their accuracy and error metrics. In contrast, the Max and Burkhart 
(1976), Sharma and Zhang (2004), and Garcia (2015) models ranked 
lower, exhibiting higher error rates, indicating lower effectiveness for 
the given dataset.

The error distributions for the nonlinear models are shown 
in Figure 3. The results show that the errors exhibit a random 
distribution. This random pattern indicates that the model does 
not exhibit any systematic bias, confirming good model fit to the 
observed data. This random distribution of residuals supports the 
assumption of homoscedasticity, indicating that the variance of 
the errors remains constant across all levels of the 
independent variables.

To obtain high-quality results, the ML models were subjected to 
optimal hyperparameter tuning. For each modeling approach, each 
hyperparameter was evaluated within a defined value range with 
specific increments. A grid search approach combined with 5-fold 
cross-validation was employed to identify the optimal hyperparameter 
combination, as shown in Table 5. The objective of this tuning process 
was to determine the specific set of hyperparameters that best fit the 
observed data values (based on R2, RMSE, MAE minimization).

Based on the comparison of the models presented in Table 6, the 
XGBoost model shows an overall superior performance. The R2, RMSE 

TABLE 4 The statistical criteria and ranks of models.

Model Goodness-of-fir statistics Ranking Overall 
Ranking

R2 MSE Bias RMSE R2 MSE Bias RMSE Total

Model 1 0.948 7.025 0.407 2.651 6.00 6.00 6.00 6.00 24.00 6.00

Model 2 0.966 4.606 0.028 2.146 1.50 1.49 1.21 1.54 5.74 1.43

Model 3 0.968 4.346 0.011 2.085 1.00 1.00 1.00 1.00 4.00 1.00

Model 4 0.965 4.643 0.165 2.155 1.75 1.55 2.94 1.62 7.87 1.97

Model 5 0.966 4.609 0.161 2.147 1.50 1.49 2.89 1.55 7.43 1.86

Model 6 0.964 4.835 0.152 2.199 2.00 1.91 2.78 2.01 8.70 2.18

The ranking refers to the evaluation of the test statistics (R2, RMSE, MSE, and Bias), where a smaller ranking value indicates better model prediction performance.
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FIGURE 3

Residuals for stem taper models.
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and MAE values indicate that XGBoost produces considerably more 
accurate and reliable predictions than the other models. Specifically, 
the lower MAE and RMSE values indicate that XGBoost produces 
predictions with minimal error, and the low error value indicates that 
the model does not exhibit systematic errors and therefore produces 
unbiased results. The RF model also performs well, with an R2 value 
similar to that of the Kozak (2004) model. However, compared to 
XGBoost, RF has slightly higher RMSE and MAE values. Nonetheless, 
the RF model remains a strong alternative, demonstrating high 
accuracy and low bias. Therefore, while XGBoost may be preferred 
when higher prediction accuracy is required, RF remains a valuable 
model for a variety of scenarios. The Kozak (2004) model, although 
having a lower R2 value than the other two models, still shows 
considerable predictive accuracy. However, its RMSE and MAE values 
are higher than those of XGBoost and RF, indicating that it provides 
less accurate predictions. Nevertheless, the Kozak (2004) model 
remains a viable alternative in certain applications.

The paired sample t-test results revealed significant differences in 
model performance regarding prediction bias. For the Kozak taper 
model and XGBoost, no statistically significant differences were found 
between observed and predicted diameter values (p > 0.05), indicating 
that these models provided unbiased predictions. However, the RF 
model showed statistically significant differences between observed 
and predicted values (p < 0.05), suggesting the presence of systematic 
bias in RF predictions.

The error distributions of the machine learning models (RF 
and XGBoost) for the training and test data are shown in Figure 4. 
The results show that the error distributions do not exhibit any 
trends and remain relatively low across both datasets. 
Importantly, both models demonstrated consistent performance 
between training and test datasets, indicating good generalization 
capability with no evidence of overfitting. In particular, the 
XGBoost model demonstrated superior performance with more 
consistent and lower error distributions compared to RF.

The coefficient of determination and error metrics for the most 
successful nonlinear model, Kozak (2004), and the machine learning 
models are presented in the graphs in Figure 5. As shown in Figure 5, 
the coefficient of determination and error metrics for the Kozak 
(2004) model and machine learning models clearly demonstrate that 
XGBoost achieves superior performance in both coefficient of 
determination and error metrics.

4 Discussion

In this study, the dataset of 1,472 measurements from 90 trees 
provided sufficient data for robust model development, enabling 

effective capture of underlying relationships between variables. 
Kozak (1988) and in particular ML models demonstrated significant 
potential in accurately predicting stem diameter. The Kozak (2004) 
model achieved strong performance with an R2 value of 0.968, only 
marginally lower than XGBoost approach. While its error metrics 
(MSE, RMSE, and MAE) were higher than XGBoost but lower than 
RF, the differences were relatively modest. The Kozak model’s 
relatively simpler parametric form, with fewer parameters to tune, 
could explain its slightly lower performance in this context. Given 
its competitive performance and simpler structure, the Kozak 
model remains an attractive option for applications where model 
interpretability and theoretical foundation are prioritized over 
marginal accuracy improvements. Notably, Ko et al. (2025) reported 
even superior performance of the Kozak model compared to 
machine learning approaches in their study of Pinus densiflora, 
suggesting that the relative performance of different modeling 
approaches may vary across species and datasets.”

The results of this study highlight the superior performance of the 
XGBoost model in predicting tree stem diameter compared to 
traditional and machine learning-based models. The comparative 
analysis reveals that XGBoost achieves the highest coefficient of 
determination (R2), the lowest error values (MSE, RMSE, and MAE), 
indicating superior predictive accuracy. The analysis of error 
distributions (Figure 4) further supports the model’s effectiveness. The 
absence of obvious trends in the residuals and the relatively low error 
values indicate that XGBoost fits the data well, with no systematic 
biases or patterns that would suggest prediction errors. The robustness 
of XGBoost is consistent with its reported success in various domains, 
including forestry and ecological modeling, where complex, high-
dimensional relationships are common Chen and Guestrin (2016). 
The model’s ability to handle non-linearity and interactions between 
predictors without requiring explicit specification of such relationships 
is one of the key reasons behind its superior performance. Additionally, 
XGBoost’s effectiveness may also be attributed to its optimization 
capabilities, such as regularization and gradient boosting, which help 
prevent overfitting and improve generalization on unseen data (Chen 
and Guestrin, 2016). The superior performance of XGBoost over RF 
in this study is consistent with findings from Diamantopoulou and 
Georgakis (2024), who also reported better performance of XGBoost 
compared to RF in European Black Pine stem volume prediction.

In comparison, the RF model, while still demonstrating reasonable 
predictive capability, ranked third in overall performance. Although 
it showed competitive results, its R2 value was slightly lower than both 
XGBoost and the Kozak (2004) model, with correspondingly higher 
RMSE and MAE values. The consistent performance of RF in various 
datasets has been well-documented in tree growth and forestry 
modeling and ecological applications (Breiman, 2001). Additionally, 

TABLE 6 The fitting statistics for stem taper models based on various modeling approaches.

Model Goodness-of-fit statistics Ranking Overall 
Ranking

R2 RMSE MAE R2 RMSE MAE Total

Kozak (2004) 0.968 2.085 1.580 2.00 1.92 1.86 5.78 1.93

RF 0.961 2.378 1.795 3.00 3.00 3.00 9.00 3.00

XGBoost 0.975 1.836 1.418 1.00 1.00 1.00 3.00 1.00

The ranking refers to the evaluation of the test statistics (R2, RMSE, MAE), where a smaller ranking value indicates better model prediction performance.
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RF often provides faster training times and requires less 
hyperparameter optimization, making it an appealing choice when 
rapid model development is needed (Cutler et al., 2007).

Hyperparameter tuning is critical for optimal model performance. 
Both XGBoost and RF algorithms require careful tuning of their 
hyperparameters to achieve optimal performance (Hastie et al., 2009; 
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Chen and Guestrin, 2016). For XGBoost, the process of hyperparameter 
optimization is particularly complex, as it involves the adjustment of 
numerous parameters, including max_depth, nrounds, and eta, among 
others. As noted in previous studies (Diamantopoulou and Georgakis, 
2024), hyperparameter tuning for XGBoost is both time-consuming and 
resource-intensive, requiring exhaustive techniques such as grid search. 
Grid search systematically tests all possible combinations of parameters 
within specified ranges, but it can be  computationally expensive, 
especially for large datasets. RF, by comparison, offers a relatively simpler 
approach to hyperparameter optimization, requiring fewer parameters 
to be tuned, such as ntree and mtry. However, while both models handle 
nonlinear relationships effectively, XGBoost’s gradient boosting approach 
may provide superior performance in capturing complex patterns and 
interactions, as demonstrated in the results of this study.

An important aspect of this study was the evaluation of error 
distributions, which revealed that all models, including XGBoost, RF, 
and the Kozak (2004) model, exhibited random residual patterns, 
supporting the assumption of homoscedasticity (Figures  3, 4; 
Montgomery et  al., 2021). This was further confirmed using an 
independent test dataset, where the residuals again showed no 
systematic trends (Figure 4). The consistent and patternless residual 
distributions across both training and validation datasets indicate that 
the ML models in particular capture underlying data structures 
effectively. These results suggest that overfitting is unlikely and support 
the generalization capability of the models when applied to new data.

Each method has distinct strengths and limitations. XGBoost, 
recognized for its superior performance with complex datasets, 
effectively combats overfitting by incorporating regularization terms, 
thereby minimizing model variance. However, developing a high-
performance XGBoost model requires challenging and time-
consuming hyperparameter optimization, which can be particularly 
demanding when working with large or highly specific datasets. In 
contrast, RF provides a more user-friendly machine learning approach 
that is relatively simpler to optimize and efficient in controlling 
overfitting. However, RF may struggle to identify complex nonlinear 
relationships often present in real-world datasets. As noted by 
Diamantopoulou and Georgakis (2024), while XGBoost’s 
hyperparameter tuning process is critical for optimal performance but 
resource-intensive, RF’s limitation in capturing data complexity could 
hinder its ability to fully represent intricate patterns. Therefore, while 
both models offer valuable contributions to predictive modeling, 
careful consideration of dataset characteristics and computational 
resources is crucial when selecting the most appropriate approach.

Model selection should consider specific application 
requirements and constraints. While XGBoost demonstrates 
superior overall performance, Random Forest offers advantages 
in computational efficiency and can handle high-dimensional 
data without extensive preprocessing. However, the decision to 
adopt machine learning approaches should not be made solely 
based on predictive performance. The interpretability advantage 
of traditional models like Kozak (2004) remains valuable in 
contexts where simpler, more interpretable models are required, 
especially in practical applications with limited computational 
resources. Furthermore, the computational complexity and 
hyperparameter optimization requirements of ML models may 
present barriers for smaller forestry operations.

These findings highlight the importance of context-
dependent model selection in forest biometrics. The choice of 
modeling approach should consider trade-offs between accuracy, 
implementation complexity, and interpretability, with 
implications extending beyond Pinus brutia to other species with 
comparable stem forms and growth patterns. Future research 
could enhance model performance by incorporating additional 
environmental variables or tree- and stand-specific characteristics 
to provide broader comparative insights across different data 
structures and forest conditions.

5 Conclusion

In conclusion, this study highlights the efficacy of machine 
learning models, particularly XGBoost, for predicting stem 
diameter in Pinus brutia stands. The XGBoost model 
outperformed both traditional nonlinear taper model and RF in 
terms of prediction accuracy and error metrics achieving the 
highest R2 value. While RF also showed competitive performance, 
it exhibited systematic bias in predictions, limiting its reliability. 
The Kozak (2004) model, although showing lower accuracy 
compared to XGBoost, demonstrated unbiased predictions and 
continues to be valuable where simplicity and interpretability are 
prioritized. The comparative evaluation of traditional taper 
models and machine learning techniques offers insights that 
extend beyond the local context. In particular, the findings 
highlight the potential applicability of machine learning-based 
taper modeling to a wide range of forest ecosystems and species 
with similar structural characteristics.

These findings demonstrate the potential of machine learning 
techniques for improving forest inventory accuracy and 
supporting more precise forest management decisions. As 
machine learning techniques and datasets continue to evolve, 
hybrid models and the integration of additional variables such as 
crown characteristics, site index, and stand density may provide 
further improvements in stem taper prediction.
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