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In Brazil, one of the most harmful costs for airlines is the number of lawsuits filed
against them. It is a problem that can affect its operations, reduce the entry of new
competitors and create legal uncertainty in the country. This work seeks to highlight
the factors whichmost contribute to the rise of judicial indemnities, discuss themost
relevant issues and identify the best techniques to predict the indemnified values. The
objective is to provide subsidies for airlines tomitigate the number of legal actions by
using machine learning models. This research contributes by discussing one of the
most relevant subjects in Brazilian air transport and comparing the machine learning
models’ performance. The study is based on lawsuits between 2016 and 2021 using
the companies’ data. The performanceofNaive Bayes, RandomForest, Support Vector
Machines, and Multinomial Logistic Regression models are evaluated through the
accuracy, area under the ROC curve, and confusion matrix. The results showed better
predictive power for Random Forest and Logistic Regression. The latter showed that
flight delays, cancellations, and airline faults have a negative effect on indemnities. The
above-average compensation is a tendency in some states, being the moral damage
awarded to customers the main cause of higher compensation.
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1 Introduction

The air transport industry, which has narrow profit margins, depends on external factors
that are not only outside the companies’ control, but also difficult to control, such as the price of
fuel (Doganis, 2019). Other factors, such as weather conditions, aeronautical infrastructure, air
traffic problems, and unexpected aircraft maintenance, can also hamper airline operations. In
addition to increasing the complexity of operations, some aspects may generate extra expenses
for the companies, such as costs with lawsuits, food supply, transport assistance, and
accommodation for passengers, since the chances of failure may frustrate customers’
expectations (Gasparotto et al., 2018).

Some conditions not controlled by the companies, such as meteorology, studied by de
Oliveira et al. (2021), aircraft in transit, and air traffic system may generate more lawsuits.
Having to cancel flights in favor of flight safety is common. The service offered is presented as a
factor that can directly interfere with consumers’ relations (Sezgen et al., 2019; Lucini et al.,
2020). One of the most relevant aspects of customer satisfaction is related to companies’
punctuality, a point observed by Arora and Mathur (2020). Although Brazilian airlines face
many lawsuits, their performance is similar to the United States, which is around 80%.
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Non-operational aerodromes, air traffic intensity, and flight delays are
other causes of lawsuits. In short, these extra costs with passengers are
approximately 3% of the total companies’ costs in the industry1.

The airlines’ low efficiency in solving conflicts, the guarantee of
compensation, or a culture of litigation ingrained in the country
contribute to the problem in Brazil. Some companies encourage
legal actions by buying the right of the passenger to receive
compensation. These companies help to inhibit the growth of
Brazilian aviation, as they may increase legal uncertainty, reduce
the chances of foreign companies to operate in the country, reduce
competition and influence the ticket price.

According to Yadav and Goriet (2022), the airline’s performance is
affected by external factors, such as political, economic and legal
directives. The cost of legal compliance is an example that influences
revenue and performance. The difficulty of discussing the problem is
also present in China’s air transport. Wang (2015) states that there are
several laws regarding the issue. The discrepancies and controversies
on the scope of the carrier’s liabilities, on the doctrine of liability
fixation, and the amount of compensation provided for in related laws
generate these difficulties.

The liability of the airline is an issue that goes beyond the delay
and flight cancellation. It is present in accidents and diseases. Sipos
(2021) explains that there are situations in which the judge establishes
an accident and the air carrier’s liability. However, it requires the
existence of a cause-effect relationship between the accident and the
airline’s negligence. The Court of Justice of the European Union2

indicates that airlines may be released from their obligation to pay
compensation if they prove that the cancellation or delay was due to
extraordinary circumstances beyond their actual control and that
could not have been avoided even if all reasonable measures had
been taken. Additionally, the regulation provides for flat-rate
compensation.

In Brazil, the airlines must follow the rules set out in Resolution
No. 400, of 13 December 2016 recommended by ANAC (National
Civil Aviation Agency) regarding assistance to passengers. The
hypotheses of assisting consumers listed in the Resolution are
similar to the causes of dissatisfaction shown by Xu and Li (2016).
If customer assistance is not provided, it may still be recourse to the
special civil courts in some Brazilian airports. According to Sabo et al.
(2021), these courts were created to enable citizens’ access to justice.
Another way to solve conflicts is to contact the company directly
through the Consumidor.gov platform, a public service to solve
consumer-company disputes considering lawsuits the last measure.

The consumption relationship in air transport is subject to the
Consumer Defense Code (Sabo et al., 2021). This law establishes
consumer protection rules, such as access to judicial and
administrative bodies to prevent or repair property and moral
damages3. Brazilian judicial decisions are based on this law,
without prejudice to international treaties in which Brazil is a
party, such as the Montreal and Warsaw Conventions, both related

to international air transport. Non-etheless, judges are still confused
about the application of one or another rule.

Discussing legal actions in air transport is complex because of
different national laws, regional cultures, treaties, and the judiciary.
Some judges do not recognize these laws, and most passengers do not
know their rights and obligations. Additionally, the difficulty to find
data makes it hard to get information, either nationally or
internationally. Generally, data on customers and compensations
paid by airlines are classified, making access to relevant
information difficult.

This research considered the Random Forest, Support Vector
Machines, Naive Bayes, and Multinomial Logistic Regression
(MLR) models to address the following research questions: What
are the most relevant factors to define the judicial indemnity value?,
and which model has the best performance when predicting the final
indemnity?

Random Forest uses bagging replacement sampling and random
selection of attributes and causes variability in the induced trees, which
makes it competitive compared to other approaches. It is known for its
predictive capacity. SVM allows for solving complex problems with an
appropriate kernel function, which helps to have satisfactory results if
the proper kernel is used. In addition, it can handle databases with
relatively high dimensions and noisy data. Naive Bayes presents the
assumption that the attribute values are conditionally independent,
which brings simplicity to solving the algorithm and less
computational cost. Despite this, it can perform comparably to
neural networks and decision trees in some domains. Multinomial
logistic regression is cost-effective. It can establish relationships
between variables, does not have different results if the reference
base is another category, and provides the direction (positive or
negative) of the relationship between the variables. These models
were part of the research choice.

These models are widely used in the literature in several domains,
such as recommendation systems by Rrmoku et al. (2022), speech
detection by Alaoui et al. (2022), road traffic accidents by Bokaba et al.
(2022), air pollution prediction by Kumar and Pande (2022), charging
demand of electric buses by Deb and Gao (2022), prediction of risk of
unmanned aircraft by Truong and Choi (2020), prediction of demand
for air taxi aviation by Rajendran et al. (2021). The performance results
are evaluated based on the confusion matrix, the accuracy, the area
under the ROC curve, and the algorithms’ processing time. The reason
for using these algorithms is their performance shown in the literature
and the computational cost involved.

The hypothesis based on the literature that applies the referred
models indicates the Random Forest, being an ensemble and robust
one, might be the best approach to classify the compensation values
given the attributes present in lawsuits. Based on the database
knowledge, the moral damages, the northern region, and canceled
flights are the main factors for high indemnities.

The primary contribution of this study is to highlight the main
factors that lead clients to take legal action and to show what most
affects compensation values. Furthermore, it points out possible
hypotheses for different behaviors in each Brazilian region and
presents models that help in cost forecasting. This knowledge
assists airlines in predicting lawsuit expenses, in strategies to
mitigate the problem, and evidences the possibility of solving the
problem before going to court. These aspects and the lack of
knowledge in the academic literature justify the execution of this
novel study.

1 https://www.gov.br/anac/pt-br/assuntos/dados-e-estatisticas/mercado-
do-transporte-aereo/painel-de-indicadores-do-transporte-aereo/painel-
de-indicadores-do-transporte-aereo-2020.

2 https://curia.europa.eu/jcms/upload/docs/application/pdf/2019-05/qd-
04-17-650-en-n.pdf.

3 http://www.planalto.gov.br.
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This article is organized as follows: Section 2 presents de current
literature and works that applied the same techniques. Section 3
describes the methodology and the database. In Sections 4, 5 the
results are highlighted and discussed, and the relationship among the
variables is examined. Finally, Section 6 presents the research
conclusions and limitations, and future work possibilities.

2 Background

Knowing how cases of dissatisfaction between customers and
airlines are handled in different parts of the world is crucial to
understanding that there is often an absence or excess of
regulations that do not define specific actions. This leaves room for
the judiciary’s subjectivity and a lack of standardization in conflict
resolution. On the other hand, using known and widespread methods
in various areas of knowledge, such as machine learning models, helps
to have confidence in understanding how some situations are
influenced by poorly explored variables. Thus, this section presents
the literature that discusses topics related to legal actions, air carriers’
liability, and studies that show the relevance of machine learning
techniques.

2.1 Liability of airlines

Information about legal actions in air transport is a topic of great
difficulty because of their confidentiality. There is a lack of research
concerning this problem since no information was collected. Some of
the studies takes the liability of the airline in special cases. Wang
(2015) investigates how the conflicts involving air carriers and
passengers are settled in China. Several laws govern the country,
some limiting the carrier’s liability and others establishing the
minimum rights for passengers. The difficulties are due to
discrepancies and controversies on the scope of the carrier’s
liabilities, the doctrine of liability fixation, and the amount of
compensation provided for in related laws. These aspects are
frequent in the Brazilian case. Different interpretations of different
laws hinder the standardization of the problem.

Mazaheri and Basiri (2018) assessed the civil liability of air carriers
at international and national levels. The research focused on the delays
caused by the airlines. Non-etheless, it does not exist a specific
definition for the delay. It is difficult for the passenger to demand
proper services in a delay. Due to the lack of information in regulatory
laws, the passenger should strive for a lawsuit in the Iranian law
system. This can overburden the judiciary.

Hipp (2019)aims to analyze how new business models in form of
claim management companies have successfully established
themselves on the market. It is an interesting subject because what
causes this number of lawsuits in Brazil is related to these companies.
The passengers do not feel a loss when they need to pay the tax to the
management companies. It still feels like a gain for them, because they
did not expect that money. These companies help informing
consumers about their rights.

Sipos (2021) seeks to answer the airline liability in the event of
damages caused by diseases and the passengers’ health during the
aircraft operations. The analysis is conducted according to Warsaw
Convention. There are situations in which the air carrier is considered
responsible for an accident. However, this requires a cause-effect

relationship between the occurrence of the accident and the
negligence of the air carrier. For instance, if the airline does not
deny the carriage of the passenger manifesting COVID-19 symptoms,
it has liability in case of infections.

Yadav and Goriet (2022) list several factors that affect airlines’
performance, such as primary and external factors. Political,
economic, and legal mandates influence performance. The authors
identified and analyzed relationships between these factors and airline
operational performance. Data were collected through a descriptive
survey. The vulnerability of the aviation industry is made present due
to changes in legal environments, and the airline’s performance may
be affected if the external factors are unstable or unpredictable.

The researches discussed above show that legal action is a
complicated issue. There are several factors that hamper the
standardization of a solution for every type of lawsuit. The
regulatory laws do not have all the definitions, being the judge’s
interpretation another variable. It can be seen that these studies
analyzed the problems involving the subject, but none of them
investigated the factors that led to a lawsuit against the airlines nor
which of them led to high compensations. Table 1 shows an overview
of the studies.

2.2 Importance of machine learning
approaches in different areas of knowledge

Machine learning is used in many areas of knowledge, such as
transportation, health, judicial, and others. Recent studies used text
mining to analyze customer reviews on air transport. Sezgen et al.
(2019) and Lucini et al. (2020) explored online reviews from air
transport clients from different countries and airlines. Although
these works have shown the attributes most likely to cause
dissatisfaction among passengers, they did not investigate the
impact these aspects cause on the airlines, which is important for
them to create ways of reducing problems of great relevance.

Supervised and unsupervised models are frequently employed in
the judicial area. Sabo et al. (2021) used clustering approaches in
judicial decisions to obtain information about important factors in the
air transport, such as service failures. Lei et al. (2017) used supervised
models: Naive Bayes, Support Vector Machines and Random Forest to
classify documents of Chinese court decisions. The SVM was the most
accurate among them. The Naive Bayes classifier may show good
potential for text classification, with accuracy and computational
efficiency superior to other classification models, such as decision
trees, neural networks and SVM, depending on the study domain
(Ting et al., 2011). However, it depends on the lack of multicollinearity
among the variables, which can be limiting in some cases (Tsangaratos
and Ilia, 2016).

Yanying et al. (2019) applied NB, SVM, Decision Trees (DT), and
Logistic Regression (LR) to predict the possibility of flight
cancellations based on flight time, distance and other variables.
Their study showed better performance for DT and SVM, with
approximately 90% accuracy. Because of the conditional
independence assumption of the NB, this model did not perform
well. Schmalz et al. (2021) used the NB and SVMmodels to classify air
travel trends. The SVM yielded the best model. They divided the data
into seven different categories based on the air transport literature. An
important aspect of this study was the concern of balancing the dataset
classes to avoid any bias.
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Recent studies about air transport used logistic regression in
cases where the research variable is dichotomous. Negri et al.
(2019) discussed the probability to use biometrics in airport
check-in procedures, de Oliveira et al. (2021) studied the
performance of arrival flights in the Brazilian air transport
system due to meteorological impacts, Freitas et al. (2021)
evaluated the consumer experience with commercial
establishments in Brazilian airports. Savolainen et al. (2011)
state that when there are three or more types of categories in
the target class, it is possible to use the Multinomial Logistic
Regression (MLR). Lieshout et al. (2016) applied MLR to
estimate the level of competition in the air transport market
available to consumers in Europe.

Wang and Herricks (2012) studied the presence of birds in the
vicinity of an airfield. This can be a problem for air operations, as it can

cause delays, cancellations, and accidents, potential factors to create
lawsuits against airlines. The research contributes by highlighting the
factors most likely to cause bird strike in the aerodrome vicinity using
MLR. Arora and Mathur (2020) applied MLR to investigate service
failures among United States airlines using the information on aircraft
departure delays from origin airports.

Some ways to evidence the quality of machine learning models
are performance comparisons made with statistical approaches,
such as multinomial regression. A challenge when comparing
statistical and machine learning models is that they do not have
comparable interpretive power (Wang and Ross, 2018). However,
some studies have addressed the topic to identify the best method
to be used in different cases. As a way to address this issue,
Christodoulou et al. (2019) developed a systematic study to
analyze several works that performed comparisons between

TABLE 1 Synoptic table of the reviewed studies.

Authors Year Subject Conclusion

Lizhi Wang 2015 Laws in air transport lawsuits Some conflicts may be settled according to the law application rules and some may not

Samira Mazaheri Zeinab Basiri 2018 Civil Liability of Air carrier in Delays The passenger should strive for a lawsuit in the case of delay and damages which is in line
with his/her civil liability

Claudia Hipp 2019 Claims Management Companies Claims management companies, help with advertisements, websites and public relation
management to inform consumers about their rights and to give them incentives in order

to reduce their inhibition threshold of enforcing their rights

Attila Sipos 2020 Liability of air carriers for damages The liability of the air carrier requires the existence of a cause-effect relationship between
the occurrence of the accident and the negligence of the air carrier

Devinder Kumar Yadav Maryil
O. Goriet

2022 External Factors That Affect Performance
of an Airline

Cost of legal compliances is enormous, and airlines have to pay fines or compensations
even for their unintentional errors sometimes. It has observed that changes in economic,
political, or legal situations in a region can also affect performance of airlines in other

regions

FIGURE 1
Flowchart of the steps followed in the methodology.
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logistic regression and ML models in the medical clinic subject.
Among the studies, 90% evaluated the techniques through the area
under the ROC curve.

Wang and Ross (2018) compared the Extreme Gradient Boosting
(XGB) and MRL models to model the travel mode choice of
individuals based on a regional travel dataset. The study was based
on the errors of the multi-class predictions to compare the models’
performance. Rajendran et al. (2021) address the issue of urban air
transport, more specifically, urban air taxis. This work used machine
learning models, such as RF, Gradient Boosting, MLR, and artificial
neural networks with continuous and categorical variables to predict
the demand for this mode of transport in New York City. The
techniques used for comparison were based on accuracy.

Shiran et al. (2021) addressed a road accident severity analysis
using artificial neural networks and decision tree techniques compared
to MLR. The objective is to find the best model that fits the accident
severity data based on qualitative and quantitative variables. Among
the models, the decision tree model performed better in the prediction,
but the MLR also presented good results. It is important to highlight
the concern to show the reliability of the results in the MLR. The study
used chi-square, AIC, and BIC tests to select the most important
variables. In addition, it shows data on model fit based on Pearson’s R2

and on the deviation calculation, which makes it possible to verify
whether the parameters used in the model are relevant.

Although many types of research assess the air transport industry
with machine learning, there is a lack of information concerning the
judicial consequences of disorders caused to the customer and how
they act against the airlines. Thus, this study seeks to highlight this
issue using the models presented in the studies above to contribute to
one more topic in this domain.

3 Materials and methods

This section presents the methodology used in this study. The
steps are based on the USELEI process described by Truong (2021) in
his work on flight delays and they are modified as necessary. Figure 1
shows the steps followed. The dotted links mean that the following box
is within the previous one. For example, the pre-processing step is a
part of the data exploring box. The non-dotted links mean the order of
the steps. For example, after understanding the problem, data
sampling is performed.

3.1 Understanding the problem

The number of lawsuits filed against Brazilian airlines has been a
concern since the costs arising from them increased drastically. It
represents an increase in expenses, both for companies and
consumers. Judicialization is related to the number of lawsuits filed
against airlines arising from the services they offer. Given that the data
is confidential to the airlines, it is difficult to find information about
this issue in the literature. Thus, identifying the relevant variables of
the problem is fundamental, since it makes it possible to obtain
expressive and realistic results.

The factors present in lawsuits are relevant for closing them and
for the company’s knowledge. The airline attribute provides enough
understanding of the frequency of complaints it receives from
passengers, which may influence their final decision depending on

their claims. The attributes of season and year allow airlines to
understand the proportion of lawsuits over the period and assess
whether the behavior of compensation values changes due to some
external factor, such as the COVID-19 pandemic. In addition, it allows
identifying whether there are differences between peak and low-season
months. The three seasons present in the categories are vacation
months (Dec-Feb and July) in Brazil. It represents peak season, more
traveling, and low-season. All this information helps airlines
understand their customers.

The region is an essential variable to understand the behavior of
lawsuits throughout the Brazilian territory. As Brazil is a continental
country with highly developed and underdeveloped regions, knowing
where the highest concentrations of complaints are, helps airlines to
act objectively in these places. The attributes of moral and property
damages offer knowledge about what passengers’ compensation is,
whether there is a higher predominance of property damages, which
compensates for material losses, or whether moral damages are the
most prominent in the decisions. Knowing this, some judicial patterns
may have been used to close lawsuits, allowing the creation of policies
between the airlines and the judiciary.

The reasons and causes are very relevant in this study, as they offer
information about the main factors of customers’ complaints and the
cause of the problems they reported. Knowing what is harmful to the
customer allows airlines to develop ways to regain their trust and
define less costly arrangements while knowing the real cause helps to
develop internal programs to mitigate new problems. The decision
variable shows whether the passenger’s claim was considered after
closing the lawsuit.

The indemnity value corresponds to the value compensated by
airlines to their customers due to complaints filed in the lawsuit. For
each lawsuit, there is a judge’s interpretation and different values. This
variable encompasses either legal actions in which the judge decided
the final amount or arrangements signed between the parties. The
values were divided into low, medium, and high categories to balance
their frequency. Thus, the range values are specified as: Low ≤
R$1000,00 (United States 200); R$1000,00 (United States 200)
<Medium≤R$5 000,00 (United States 1000); High > R$5000,00
(United States 1000).

Table 2 shows the variables and their frequencies, and Figure 2
highlights the scenario of the number of flight operations and lawsuits
in Brazil. The larger the circle in sub-figure C, the greater the number
of lawsuits regarding flight operations.

3.2 Data sampling

The data collected were provided by Brazilian airlines. It contains
information on lawsuits filed in Brazilian cities, from January 2007 to
September 2021. However, after the data pre-processing stage, this study
used observations from 2016 to 2021, since there were many incomplete
data before this year. The database consisted of all the relevant variables
present in a Brazilian lawsuit. The sampling was based on the most
important variables to the research. All the variables in the database were
importants, but some of the attributes had many categories and were
removed due to the complexity imposed to the algorithms.

As the data needed for the study development contains
confidential information from the airlines and their customers, it is
not possible to show them here. However, the variables are shown in
Table 2 and explained in subsection 3.1.
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TABLE 2 Qualitative variables employed in the models.

Variable Meaning Categories Frequency Percentage (%)

Company Airlines analyzed Cia1 36,764 26

Cia2 103,118 74

2016 6,921 5

2017 15,038 11

Year Year the lawsuit was filed 2018 20,933 15

2019 30,114 22

2020 42,473 30

2021 24,403 17

Dec-Feb 45,519 33

Season Season lawsuit was filed July 12,759 9

Other 81,604 58

South 18,286 13

Region Region where the lawsuit was filed SE 52,839 38

CW 17,455 12

NW 15,321 11

NE 35,981 26

Low* 38,422 27

M. Dam Compensation for moral damage Medium* 61,451 44

High* 40,009 29

Low* 120,451 86

P. Dam Compensation for property damage Medium* 16,687 12

High* 2,744 2

Low* 47,061 34

Indemnity Value Total compensation paid to client Medium* 48,090 34

High* 44,731 32

Founded 45,951 33

Decision Lawsuit judgement Unfounded 25,307 18

Partly founded 24,017 17

Other 44,607 32

Flight change Flight change 14,081 10

Flight delay Flight delay 32,356 23

Flight canceled Flight canceled 44,963 32

Reason Baggage problems Baggage 12,327 9

Ticket problems Ticket 13,913 10

Lack of seats Overbook 4,442 3

Other reasons less frequent Others 17,800 13

Airline fault Airline fault 43,156 31

Third/Passenger fault Pax fault 5,387 4

Baggage damage Dam. Bag 2,981 2

(Continued on following page)
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3.3 Data exploring

Before applying themodels, the pre-processing step consisted of cleaning
and organizing the data of all categorical attributes. All the missing and
incorrect values were removed. To clean the data, some steps were made to
standardize the information. Some categories with different writing were
included in others of the same meaning. White spaces were removed,
misspellings were corrected, and utf-8 encoding was applied to the words.

The legal action object was divided into two attributes: reason and
cause. The first one indicates the reason given by the passenger to file a
lawsuit against the airline, and the second one represents the factor
that led to the problem reported by the customer. For example, the
customer claimed flight delay (reason), and what led to the delay was
air traffic problems (cause).

After this, the database was reduced to about one hundred and ten
thousand observations with balanced classes in the target attribute:
about 33% for each category. The label and one-hot encoding methods
were used to apply the pre-processed database to the algorithms. They
transform categorical attributes into dummy variables for each
attribute of the dataset, removing any numerical relationship
among the variables (Miron et al., 2021). All the pre-processing
stages were made in Python.

3.4 Learning algorithms

After the steps of sampling and exploring the data, the machine
learning models were applied to model the problem of lawsuits based
on the variables discussed. Figure 3 shows the general steps followed
by applying the models. The explanation of how the techniques work
is described below.

Machine Learning tasks can be divided into predictive and
descriptive. The first one aims to find a function that can predict a
new example based on its input attributes. These algorithms follow the
supervised learning paradigm because the output of the training
example is known. The second explores a dataset and does not
know the output attribute, so it follows the unsupervised learning
(Carvalho et al., 2011).

The dataset used in this work is composed of categorical variables.
The One Hot Encoding transformer was applied to the predictor
attributes, following Rajendran et al. (2021), since there was no order
between categories, and the Label Encoder transformer was applied to
the target attribute. The first converts each category of an attribute into
a new categorical column and assigns a binary value to this column,
while the second encodes each category of the target variable with a
numerical value.

TABLE 2 (Continued) Qualitative variables employed in the models.

Variable Meaning Categories Frequency Percentage (%)

Mishandled baggage (temporary or definitive) Mis. Bag 8,372 6

Force majeure F. Majeure 13,188 9

Cause Air network problems Network 4,956 4

Maintenance problems Maintenance 4,522 3

Non-existante or not verified problem Ñ verif 20,517 15

Airline dos not know or does not have enough info Sub. Neg 7,299 5

Air traffic problems Air traffic 8,825 6

Others causes less frequent Others 20,679 15

FIGURE 2
(A) Flight operations per state — (B) Lawsuits per state — (C) Standardized proportion between numbers of lawsuits and flight operations per state.
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The Naive Bayes Classifier is a supervised algorithm built on
Bayesian reasoning applied to learning tasks where each instance is
described by a set of attribute values and where the target function
can assume any value from a given dataset (Mitchell, 1997). It
allows us to classify an instance of information and assign the most
likely value to the target, given the values of the attributes that
describe it. This classifier depends on the a priori probability, P (yi),
of the class to be able to calculate the a posteriori probability, P (yi/
x), of this class given a set of attributes x. Using Bayes’ Theorem,
the probability of an observation to be of the class yi given the set of
attributes x is given by:

P yi/x( ) � P x/yi( )P yi( )
P x( ) (1)

where P (yi) is the a priori probability, P (x/yi) is the conditional
probability of the set of attributes given a class yi, and P(x) is the
probability of the attribute set. As there is an assumption of
independence between the attributes and as P(x) is the same for all
classes, this factor can be ignored, which does not affect the relative
values of their probabilities (Carvalho et al., 2011). Therefore, Eq. 1
can be written like this:

P yi/x( ) � P yi( )∏n
i�1

P xj/yi( ) (2)

where xj is the j-th attribute of the instance.
Support Vector Machines (SVM) are a type of classifier based on

Statistical Learning Theory, which helps choosing a particular
classifier for a given dataset (Carvalho et al., 2011). The SVM aim
is to find a Frontier that separates the classes of the dataset and classify
as many examples as possible, maximizing the distance from the
Frontier to the points closest to it through a hyperplane with a greater
margin, that is, greater distance between the classes. The points closest
to the boundary are called support vectors. The hard margin sorting is
applied if all instances are required to be sorted outside the defined
margin, otherwise the soft margin sorting is used, which sets a balance

between keeping margins as wide as possible and limiting their
breaches (Géron, 2019).

For problems that are not linearly separable, it is possible to change
the type of kernel used in the SVM classifier, such as Gaussian and
polynomial kernels. In multiclass datasets, there is an internal
modification in the algorithm that allows to split the multiclass
classification into multiple binary classifications. There are two
approaches: one-vs-rest (ovr), which splits the multiclass set into
several binary problems and uses a classifier in each of them, choosing
the most confident model; one-vs-one (ovo), which also splits the
multiclass set into several binary problems, but unlike ovr, there is a
combination of the classes. In this work, the ovo method is applied.

The Random Forest Classifier (RF) is a model that combines
several randomly generated decision trees into one dataset. According
to Carvalho et al. (2011), it is usually trained by the bagging method,
which performs random sampling of instances with replacement (Liu
and Özsu, 2018). In short, the algorithm selects random samples from
a specific dataset, builds a decision tree for each sample, and makes a
prediction for each tree; the class with the highest number of votes
among the decision trees becomes the predicted class of the model.

In addition to the ML techniques, a Multinomial Logistic
Regression (MLR) model was developed. The MLR is a variation
of logistic regression for dependent variables with more than two
classes. For example, it seeks to identify whether there is a greater
chance that the indemnity value will be high given a specific region.
This model fits separate binary logistic regressions for each response
category pair (Long and Freese, 2014). In this model type, the
explanatory variables are invariant with outcome categories, but
their parameters vary with the outcome (Gujarati, 2011). This study
applies MLR to compare its predictive power against the previously
discussed machine learning models. The steps for bivariate logistic
regression are described below to demonstrate the process for
calculating the probabilities of variables in the MLR model, and
then organized for MLR. The equations below are based on the
Gujarati (2011) examples.

A usual model with two explanatory variables and one dependent
variable can be written as follows:

Yi � β1 + β2X2i + β3X3i + ui

� βX + ui
(3)

where Yi is the predicted value of example i, βi are the estimated
coefficients of the intercept and of the independent variables X2 and
X3, respectively, and ui is the error term. The logit model assumes that
the probability distribution of the error term follows a logistic
probability distribution according to Gujarati (2011), which is
written in Eq. 4:

Pi � 1

1 + e−Zi

1 − Pi � 1

1 + eZi

(4)

where Pi is the probability of a category, and Zi = βX + ui. This
relationship is non-linear. The natural logarithm of the ratio between
Pi and 1 − Pi is applied to transforms it into a linear relationship, called
the odds ratio, according to the Eq. 5.

Li � ln
Pi

1 − Pi
( ) � ln

1 + eZi

1 + e−Zi
( ) � ln eZi( ) � βX + ui (5)

FIGURE 3
General steps followed in the learning stage.
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Therefore, Li (logarithm of the odds ratio) has a linear relationship
with the β′s parameters and the variables X. If Li is positive, when the
values of the explanatory variables increase, the chances of the
category increase as well; on the other hand, if Li is negative, the
odds of occurrence of the category is then reduced.

In MLR, there is more than one possible class, hence the
probabilities can be given by Eq. 6:

πij � eαj+βjXi

∑n
j�1e

αj+βjXi
(6)

where πij represents the probability of occurring category j in the
example i. In this context, it is not possible to estimate these
probabilities independently, so it becomes common practice to
establish a category as a basis for comparison, as shown in Eq. 7
for category 1 as a reference:

ln
πij

πi1
( ) � αj + βjXi (7)

with j = 1, . . . , n. This relationship indicates the chances of category j
to be preferred over category 1. If the estimated coefficients are
positive, then the chances of choosing category j over category one
are greater.

3.5 Evaluating and discussing the models

The performance of the models was evaluated based on consolidated
metrics used in researches that apply machine learning and multinomial
logistic regression, according to what was reviewed in section 2.2. The
notation formodels Imeans that the performance of themachine learning
techniques is presented and discussed. For this reason, the confusion
matrix, the accuracy, the area under the ROC curve, and the processing
time were evaluated. On the other hand, models II mean that the
relationship among the attributes are discussed.

The confusion matrix shows the number of correct and incorrect
predictions for each category. The rows represent the actual categories
and the columns the predicted ones (Carvalho et al., 2011). It is
presented as a way of evaluating the quality of the model’s prediction.
The accuracy is defined as the total hit rate of the algorithm (Carvalho
et al., 2011). The area under the ROC curve shows whether the
classifier works better than a random choice. The models’ quality is
summarized by the area under the curve (Murphy, 2012). In addition
to the performance measures, tests to evidence the effects of the
independent variables (likelihood-ratio test), model fit (chi-squared),
and multicollinearity were performed in the MLR to provide reliability
to the results.

The overall discussion of the metrics and tests is presented in
sections 4 and 5. The scikit-learn in Python and the R languages were
used to run the algorithms. Some of the descriptive analyses were
made in Microsoft Excel and in PowerBI.

4 Results and discussions:
Understanding the relationship among
attributes

The motivation of this study is to identify how factors are related
to each other and how they influence the problem in Brazil. This offers

insight into how the issue behaves in Brazilian air transport and helps
create measures to mitigate the problem. The results are discussed
based on the significance of each variable, both practical and
theoretical.

In MLR, each predictor has a category as a basis for comparison,
which was chosen according to its highest frequency in the database
(Long and Freese, 2014). The reference base of each variable is defined
as follows [variable, reference base]: [Company, Cia2], [Season, low
season], [Region, Southeast (SE)], [Moral Damage, medium value],
[Material Damage, low value], [Reason, cancelled flight], [Cause,
company fault], [Decision, founded], [Year, 2020].

The regressors are explained as follows: company, airlines that
provided the data; season, divided into high season (December to
February and July) and low season (other months); year, periods in
which lawsuits were filed; regions, Brazilian regions; moral damage
and property damage, indicate the indemnity range paid to the
consumer for each type of damage, according to court decision;
reason, indicates the reason given by the consumer to move a
lawsuit against the company; cause, indicates the root factor that
caused the claim by the passenger; decision, indicates what the final
decision was; if found, it means that the consumer was victorious. The
independent variable, Indemnity, indicates the compensation paid to
the customer after a court decision or after an agreement was reached.

The model results are discussed based on the practical and
statistical significance of the variables, which is what matters in the
interpretation (Gujarati, 2011). Furthermore, the results are derived
from a well-fitting model, as shown by the chi-squared,
multicollinearity and likelihood-ratio tests. To test the model
reliability and the effect of the independent variables, the
likelihood-ratio test was performed between the full model, with all
predictors, and the model with intercept only. The null hypothesis,H0,
tests whether all the estimated coefficients of the complete model are
equal to zero, βxi � 0, except the intercept (Long and Freese, 2014). In
other words, it tests whether both models fit equally. Table 3 displays
the test result. Therefore, since the p-value [Pr (>Chisq)] is less than
0.001, H0 is rejected, that is, the significant effect at 1% of the
predictors in the model is evidenced. The full model offers an
improvement in fit over the intercept single model.

In addition to the comparison between the complete model and
the model with only the intercept, the probability ratio test was
performed comparing the complete model with the models with
one less variable. For example, the result of the line with the
variable Cia is the comparison between the full model and the
model with all the variables, except the variable Cia. This was
made to identify whether the independent variable removed has
significant effects on the model. According to the p-values, all
independent variables have significant effects at 1% on the
performance of the model. It means they help to explain the
indemnity values. Table 4 displays the results.

A chi-squared goodness of fit test was performed in R to know if
the model fits to the data and verify if the values predicted by the

TABLE 3 Likelihood-ratio test between full and only intercept models.

Model #Df LogLik Df Chisq Pr(> Chisq)

1 Full model 72 −64449 - - -

2 Intercept only 2 −153612 −70 178,328 0.000
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multinomial regression differ from the expected values. The null
hypothesis, H0, states there is no difference between observed
(predicted) and expected frequencies. If H0 is rejected, it is inferred
that the model has some difficulty in predicting the categories. Hence,
Tables 5, 6 present the test result and frequencies, respectively. The
results confirm the rejection of H0. The observed and expected
frequencies have some differences since the results were significant.
This fact can lead to an accurate reduction of the model and a loss in
performance against ML models.

Finally, variance inflation factor (VIF) is a measure to avoid
problems of high correlation between the predictor attributes. This
problem can cause erroneous or biased predictions. VIFs are
important diagnoses of multicollinearity. VIFs greater than
10 indicate multicollinearity problems. Hence, the model results
may not adequately explain the behavior of the dependent variable
Montgomery et al. (2021).

For categorical variables with more than two levels, it is possible
to know if there is evidence of multicollinearity between them by
calculating the Generalized Variance Inflation Factor (GVIF)
explained by Fox and Monette (1992) and interpreting the
calculation GVIF(1/(2*df)) in the same way as the VIF is. Table 7
shows the GVIF values for the predictor attributes. All the variance
inflation values are less than 10, below the threshold. It means a lack
of correlation among the variables, which led to results not being
biased.

Given the results achieved by the tests, the model has statistical
robustness. Table 8 shows the MLR results. The coefficients of each
variable are shown, as well as the odds ratios, standard errors, z test,
and p-values (p ≤ 0.01***, p ≤ 0.05**, p ≤ 0.1*). The influences of the
variables in the compensation value are interpreted separately for
better clarity. Each attribute improves the understanding in a different
way. The company shows if there are big differences in the
compensation values between the airlines. The season and year
show when the issue is more problematic and help the airlines
anticipate measures to mitigate the risks.

The region allows comprehension where the lawsuits are more
present. Reason and cause highlight the main factors present in the
lawsuits. The compensation values are very influenced by the moral
and property damages. Knowing this contributes to establishing a flat-
rated payment. The decision shows the proportion of founded lawsuits
in Brazil.

4.1 Attributes company and season

The data show with significant effects that one company tends to
compensate more than the other with about fourteen times more
chances than to indemnify medium values. One of the companies may
present another way to compensate for the disturbance generated,
such as offering a travel voucher or agreement. These can reduce the
final compensation, according to the judge’s interpretation or deal
between the parties.

The season in which the lawsuits are filed does not seem to
influence the final indemnity paid to customers since the estimated
coefficients are close to zero, and only one of them is statistically
significant. On this basis, it may be inferred that judicial decisions
do not consider whether the problem experienced was during peak
season or not. The results show there is no presence of seasonality.
What matters is the type of disturbance caused, not when it
occurred.

4.2 Attribute year

From 2016 onwards, the indemnities paid by airlines for
unfavorable judgment were higher than in 2020. However, it does

TABLE 4 Likelihood-ratio test to identify significant effects of predictor variables.

Variable #Df LogLik Df Chisq Pr(>Chisq)

Full model 72 −64449 - - -

Company 70 −65296 2 1,695.5 0.000

Season 68 −64494 4 90.334 0.000

Year 62 −70672 10 12,448 0.000

Region 64 −64715 8 532.14 0.000

Moral Damage 68 −102880 4 76,862 0.000

Property Damage 68 −68123 4 7,348.7 0.000

Reason 60 −64650 12 402.82 0.000

Cause 52 −64928 20 959.1 0.000

Decision 66 −67453 6 6,009.3 0.000

TABLE 5 Chi-squared model fit test.

Chi-squared value test df p-value

3,111.2 2 0.001

TABLE 6 Predicted and expected frequencies for each indemnity range value paid
by the airlines.

Low value Medium value High value

Predicted 40,942 (29.3%) 57,917 (41.4%) 41,023 (29.3%)

Expected 47,061 (33.6%) 48,090 (34.4%) 44,731 (32.0%)

TABLE 7 GVIF values.

GVIF Df GVIF̂(1/(2*Df))

Company 19.97 1 4.47

Season 2.29 2 1.23

Year 22.40 5 1.36

Region 3.33 4 1.16

Moral Damge 7.61 2 1.66

Property Damage 2.61 2 1.27

Reason 337.60 6 1.62

Cause 1908.86 10 1.46

Decision 38.39 3 1.84
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TABLE 8 MLR model results.

Low value High value

Coef OR SE z-test Coef OR SE z-test

(Intercept) 0.26*** 1.30 0.04 6.31 −3.23*** 0.04 0.05 −68.47

Company

C1 −1.42*** 0.24 0.08 −18.15 2.64*** 13.97 0.08 31.65

Season

July 0.02 1.02 0.04 0.59 0.03 1.03 0.03 0.79

Dec-Feb −0.24*** 0.79 0.03 −9.00 −0.01 0.99 0.02 −0.34

Year

2017 −2.11*** 0.12 0.05 −44.51 2.34*** 10.40 0.05 46.79

2019 −2.12*** 0.12 0.04 −58.99 2.33*** 10.30 0.04 57.09

2021 −0.38*** 0.68 0.03 −11.64 0.02 1.02 0.03 0.64

2018 −2.34*** 0.10 0.04 −56.43 2.28*** 9.76 0.04 52.02

2016 −1.87*** 0.15 0.06 −33.49 2.57*** 13.07 0.06 43.64

Region

North −0.07* 0.93 0.04 −1.78 0.37*** 1.45 0.03 11.42

Midwest −0.07** 0.93 0.03 −2.11 −0.07** 0.93 0.03 −2.29

Northeast −0.12*** 0.88 0.03 −4.64 −0.38*** 0.69 0.03 −14.78

South −0.06* 0.94 0.03 −1.66 −0.08** 0.93 0.03 −2.49

Moral D

High −2.44*** 0.09 0.06 −43.24 4.67*** 106.29 0.03 133.95

Low 3.24*** 25.64 0.04 88.14 −0.70*** 0.49 0.05 −12.86

Property D

High −1.94*** 0.14 0.12 −16.47 3.86*** 47.53 0.10 38.20

Medium −1.23*** 0.29 0.04 −31.39 1.32*** 3.76 0.03 48.43

Reason

F. Change 0.22*** 1.25 0.04 5.78 −0.14*** 0.87 0.03 −4.22

F. Delay 0.06* 1.06 0.03 1.89 −0.27*** 0.77 0.03 −10.06

Baggage 1.04*** 2.83 0.00 7.53 −0.12 0.88 0.00 −0.72

Ticket 0.80*** 2.22 0.14 14.70 −0.23*** 0.80 0.17 −4.07

Others 0.46*** 1.59 0.05 9.36 −0.12** 0.89 0.06 −2.57

Overbook 0.22*** 1.25 0.05 3.35 −0.02 0.98 0.05 −0.36

Cause

Pax Fault 0.35*** 1.42 0.07 5.41 −0.19*** 0.83 0.05 −3.20

Dam. Bagg 0.75*** 2.11 0.06 4.87 −0.28 0.76 0.06 −1.48

Mis. Bagg −0.81*** 0.44 0.15 −5.48 0.23 1.26 0.19 1.32

Force Maj 0.48*** 1.61 0.15 11.13 −0.11*** 0.90 0.17 −2.88

Air Network 0.54*** 1.72 0.04 7.11 −0.10 0.90 0.04 −1.34

Maint 0.70*** 2.01 0.08 9.63 −0.12 0.89 0.08 −1.58

Not Verified 0.51*** 1.66 0.07 11.95 −0.10*** 0.90 0.08 −2.79

(Continued on following page)
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not mean the total monetary amount paid by companies in 2020 was
lower than in other years. This information shows that, despite the
number of lawsuits increasing year after year, the final compensation
for an unfavorable decision may decrease. In other words, 2020 was
the year with the lowest indemnities for lawsuit closure. There are
more chances of having lower indemnity values than in other years.

This fact may be directly related to COVID-19 outbreak in 2020 in
Brazil. As a way of helping companies in general, given the financial
fragility triggered by COVID-19, the judiciary’s judgment became
more parsimonious for companies, which was observed by the
reduction of moral damages granted to customers. In addition,
despite Law 14034/2020, which deals with emergency measures for
civil aviation due to COVID-19, only coming into force in August
2020, it seems to have helped judges to subsidize their sentences based
on excerpts from its text since the second quarter of 2020. Brazilian
airlines specialists support this fact.

4.3 Attribute region

Analyzing Brazilian regions, it is evident that the compensation
paid by carriers tends to remain at the same level compared to the
reference region, the Southeast since the coefficients are close to zero.
The exception is in the North region, whose odds increase about
1.45 times—statistically significant—to have a final indemnity of high
value over a medium one.

Explaining why this occurs is a complex task. The proportion of
delays and cancellations concerning total lawsuits is around 53%–58%
in all regions. It excludes the hypothesis that in the North, there are
more problems with delays and cancellations, which could increase the
lawsuits’ indemnities. It may be expected that as the flight frequency to
some regions of the North is lower than to the Southeast because of the
smaller airline network, flight cancellations or delays have a bigger
impact on the lives of passengers in the North. It can lead judges to
sentence higher moral damage values as a way to compensate for
customer reduction.

Probably, the lower number of flights to this region is because it is
economically unfeasible to maintain more frequent operations there, which
can be discussed with the judicial proceedings annual cost and the ticket
revenues among regions’ analysis. In some northern states the lawsuit costs
are higher than in others. It has a bigger effect on what is earned from ticket
sales. Instead of helping the airlines, these placesmay harm themfinancially.

4.4 Attributes moral and property damages

By investigating moral and property damages, the odds of
compensating high values over medium ones when moral
damages are high increase about 106 times concerning medium
moral damages. The same occurs with property damages, although
not to the same extent. When property damage is high, the odds of
compensating high values over medium ones increase about
47 times compared with low property damage events. It said to
be possible to infer that the total owed to the consumer has a
growing relationship with the moral damage sentenced by the
judge. It is in line with the hypothesis that the judge’s
subjectivity is significant in the compensation. Furthermore, the
differences among the States can be explained by different values of
moral damages judged, even if the lawsuit’s issue is the same.

High odds ratios may indicate an imbalance in the target class.
However, it does not occur with moral damages, since the frequency of
the category medium, corresponds to 44% of the data, and high and
low categories, 29%, and 27%, respectively. Regarding property
damage, there is an imbalance among the categories: the low one
has a frequency higher than 85% and the high one less than 1%,
probably explaining why the odds ratios are high.

4.5 Attribute reason

When exploring the factor that induces the passenger to file a
lawsuit against the airline, it is noted that if there is a flight
cancellation, the indemnity values are higher than any other
reason. The odds of Indemnifying low values increase, and high
value compensations decrease when compared with medium ones.
The flight cancellation reasons are the basis for these interpretations.
For example, when comparing a flight change to a flight cancellation, it
is 1.25 timesmore likely to pay a low indemnity than amedium one for
a flight change.

Another factor that has similar possibilities of causing medium-
value compensation is a flight delay, with significant results at 10%.
Generally, if it is a ticket problem, the chances of paying lower values
are higher. It is important to note that the classifying the reasons is a
complex issue. The passenger has a view of the problem, the judge may
classify it as part of another, and the airline can even categorize it
differently from what it is in the judicial text.

TABLE 8 (Continued) MLR model results.

Low value High value

Others 0.20*** 1.23 0.04 3.43 −0.03 0.97 0.04 −0.50

Lack Info −0.04 0.96 0.06 −0.58 −0.02 0.98 0.06 −0.48

Air Traffic 0.68*** 1.97 0.06 10.61 −0.14** 0.87 0.05 −2.23

Decision

P. Founded 0.25*** 1.28 0.03 3.94 −0.17*** 0.85 0.02 −2.60

Unfounded 4.00*** 54.76 0.06 26.93 0.53* 1.70 0.06 1.88

Others −0.72*** 0.48 0.15 −25.08 −1.33*** 0.26 0.28 −54.10
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4.6 Attribute cause

Regarding the real causes that gave rise to the reasons alleged by the
passengers, the company’s fault seems to be the biggest issue. Compared
to a problem caused by the airline, most of the causes tend to increase
the odds of low compensation. It is the case when there are problems
with maintenance (2x more chances), air traffic (1.97x more odds), air
network (1.72x more odds), and force majeure (1.61x more odds).

However, when losing the luggage is the root cause of the reason
alleged by the passenger in the lawsuit, the odds of paying a medium
value over a low one increase about 2.27 (1/0.44) times compared to
the reference base. This result is statistically significant at 1%.
Therefore, when the problem is caused by factors that are not
totally under the airline’s control, the court tends not to decide for
high values. Although there are indemnities for factors external to the
companies, their values tend to be lower.

4.7 Attribute decision

When the lawsuit decision, which states who is victorious, is
partially founded, and does not comply with all the customer
complaints, the indemnities are 1.28 times more likely to be low.
The odds of compensating lower values also occur for unfounded
lawsuits. As might be expected, the airline should not bear any

monetary loss if it wins in court. However, if during a lawsuit the
customer wins, the lawsuit may be reformed as unfounded after an
appeal. In these cases, there may be some expenses. In addition, since
the database is a conglomeration of complex information about court
decisions, it may have evidence of indemnities paid even if the process
was unfounded by the litigant.

The results obtained for this variable are explained as follows.
About the high odds ratio (54.76), it is important to note that of R$0.00
(United States 0.00) amounts are also in the low-value category. That
is, as the vast majority of unfounded cases have zero reais indemnified,
it is plausible that unfounded actions are more likely to have lower
values. Another reason for this high odds ratio may be a possible
imbalance of the attribute Decision. However, the frequency of each
category is between 18% and 32%, which does not characterize
imbalance. When the lawsuit decision has other closures
(obligation to make, agreement, voucher), the odds of medium
indemnities increase.

5 Results and discussions of predictive
models

When there is no balance in asymmetric datasets between the
classes to be predicted, measuring the model performance by accuracy
may not be the best choice (Géron, 2019). However, in the database
used in this work, the classes are balanced to have the same proportion,
which makes accuracy an adequate metric to measure performance.

In addition, Tsangaratos and Ilia (2016); Nugroho and Fahmi
(2017); Sagala and Wang (2018); Van der Heide et al. (2019); Yanying
et al. (2019); Truong (2021) evaluated and presented other metrics in
their studies: the confusion matrix, which allows to identify
erroneously predicted classes, and the area under the ROC curve,
which shows how well the algorithm separates the classes. They are
important metrics which enable comparisons among the techniques.

TABLE 9 Performance of Machine Learning models.

Naive bayes SVM linear Random forest

Accuracy 0.766 0.809 0.831

AUC ROC 0.914 0.879 0.957

Processing time [min] 0.58 32.19 256.13

TABLE 10 Confusion Matrices of the Machine Learning models.

MNB Reference Reference

medium low high medium low high

Predict medium 34,747 7,983 7,030 24.8% 5.7% 5.0%

low 6,816 37,958 3,191 4.9% 27.1% 2.3%

high 6,527 1,120 34,510 4.7% 0.8% 24.7%

SVM Reference Reference

medium low high medium low high

Predict medium 37,748 6,428 8,889 27.0% 4.6% 6.4%

low 4,626 40,222 617 3.3% 28.8% 0.4%

high 5,716 411 35,225 4.1% 0.3% 25.2%

RF Reference Reference

medium low high medium low high

Predict medium 41,242 7,354 7,941 29.5% 5.3% 5.7%

low 2,345 39,467 590 1.7% 28.2% 0.4%

high 4,503 240 36,200 3.2% 0.2% 25.9%
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All metrics were evaluated with cross-validation, as advised by
(Carvalho et al., 2011).

All the models used cross-validation with 5 folds. It means that
the data sample was splited into 5 groups. The GridSearchCV was
applied to select the best hyperparameters for each model. In the
Naive Bayes model, the hyperparameter tested was alpha, Laplace
smoother, of value 8. In the LinearSVC, values of penalty, loss, and
regularization (C) were tested, with 12, hinge, and 2.0, respectively.
In the Random Forest, the number of trees (n_estimators), quality
measure (criterion), maximum tree depth (max_depth) and
minimum number of divisions of a node (min_samples_split)
were tested, and values of 1,000, gini, 12 and 4, respectively, were
the best.

As the LinearSVC does not have a method to calculate the
predicted probabilities of each class, a model calibrator for
multiclass classifications was used for this purpose, called
CalibratedClassifierCV, from sklearn. After this step, it was possible
to obtain the value of the area under the ROC curve. The multinomial
logistic regression was performed using the default parameters of the
multinom function from nnet package in R. The relevel function was
used to choose the baseline for each attribute. The multiclass. roc
function was used to compute the area under ROC curve.

Random Forest and SVM with the one-vs-one method for
multiclass classification had the best performances, 83.1% and
80.9% accuracy, respectively, followed by Naive Bayes, 76.6%.
Although the field are different from other studies, these
performances are similar to the results found by (Tsangaratos and
Ilia, 2016; Van der Heide et al., 2019; Patgiri et al., 2020) for the
models. However, they differ from the findings of Ting et al. (2011)
and Wang et al. (2019) for and Yanying et al. (2019) for the SVM. It
could be due to the different tuning of the hyperparameters and the
dataset used. It is important to note that the NB assumes the
conditional independence of the attributes, which may affect the
results. Table 9 shows the values of the performance metrics for
each model.

The area under the probability curve indicates how well the model
can distinguish the different classes (Murphy, 2012). Among them,
Random Forest was the one that presented the best ability to
differentiate them. The Naive Bayes classifier had a value of 91.4%,
similar to the results of Tsangaratos and Ilia (2016) that indicate its
power for classification, despite the fact it did not have great accuracy.

The SVMmodel was the worst concerning the area under the ROC
curve. Although it was more accurate than NB, it does not differentiate
well one class from another when making predictions. Regarding
processing times, an important factor in data analysis, NB was the one
that processed in the shortest time because of its simplicity compared
to other techniques, followed by SVM and RF, which is in agreement
with previous work of Ting et al. (2011), Tsangaratos and Ilia (2016),
and Lei et al. (2017). The characteristics of the computer processor
used were: DELL GAMER, 16GB RAM, Intel(R) Core(TM) i7-
7700HQ CPU 2.80GHz, using all cores available.

Another way to assess model quality is to display the distribution of
data into actual classes and predicted classes. In Table 10, the confusion
matrix presents a way to evaluate the performance of a classifier by
allowing which classes were correctly classified (Géron, 2019). Therefore,
the information processed in this work shows that the Random Forest
model can more accurately predict the classes of indemnities in the
medium and low classes, and a greater prediction error in the class of high
values. In turn, the SVM was able to better predict the class of low values,
with a greater error in the medium values category.

It is worth noting that the problem of lawsuits in air transport is
complex, as it depends on several subjective factors, such as the judge’s
arguments in the sentences and specific cases of passengers, who may
have different compensation values. Hence, no method achieves
perfect accuracy given the peculiarity of the problem.

As one of the objectives of this work is to compare machine
learning models with the multinomial logistic regression model, it is
necessary to have relevant metrics for the comparison. Therefore, they
were chosen based on the literature of Christodoulou et al. (2019),
Feng et al. (2019) and Itoo et al. (2021). The accuracy and area under
the ROC curve of multi-class models are used. Tables 11, 12 display,
the metrics and the confusion matrix, respectively.

The performance achieved by the Multinomial Logistic Regression
model has values comparable to the RF, SVM and NBmodels in terms
of accuracy, AUC ROC, and the confusion matrix. MLR performed
better than SVM and NB, with results close to the RF. According to a
previous study from Christodoulou et al. (2019) for the clinical area,
the results of this work also show that the performance of the machine
learning models does not prove to be superior to the performance of
the multinomial logistic regression model. It is relevant because the
MLR model can be applied in different types of dataset with a great
performance and less computational power.

Although some ML models are more accurate, such as Gradient
Boosting and some SVM, logistic regression models have a
performance comparable to various ML techniques and have good
predictive power, according to Wang and Ross (2018) and Feng et al.
(2019). In contrast, the literature points out to a superior performance
of machine learning models over logistic regression, such as the work

TABLE 11 Performance of Multinomial Logistic Regression model.

Area under ROC Accuracy Processing time [min]

0.943 0.818 4.5

TABLE 12 Confusion matrix of the multinomial logistic regression.

Reference Reference

Medium low high medium low high

Predict medium 41,018 8,443 8,456 29.3% 6.0% 6.0%

low 2,640 37,723 579 1.9% 27.0% 0.4%

high 4,432 895 35,696 3.2% 0.6% 25.5%
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of Rajendran et al. (2021), which is based on the metrics of precision,
recall, and F1-score. Hence, it can be inferred there is no the best model
since it depends on the dataset of the problem addressed.

As this model is developed and supported by statistical tests
discussed in Section 6, this work reliably evidences its relevance in
the analysis of databases with categorical variables. Thus, it seems that
the factor that most influences the final indemnity is moral damage.
The reasons given by the passengers and the causes of the problems do
not seem to be as impactful as moral damages. The North region
presents evidence that raises the values of court’s orders, and the year
2020 exposes the consequences of the pandemic in the case closure,
with lower compensations and more moderate sentences.

6 Conclusion

This work addressed the issue of judicialization in air transport.
Machine learning and multinomial logistic regression approaches
were used on lawsuit data from the Brazilian airlines. According to
the methodology used and described in Figure 1, it was possible to
understand the problem and the execution of each necessary step to
obtain the results.

Research questions are adequately answered by analyzing
predictive models and discussing the relationships among the
variables. The objectives were also successfully achieved since
the results considered the opinion of experts in the air transport
industry and have statistical robustness, which confirms the
hypotheses raised for each variable and guarantees the reliability
of the results.

Regarding the machine learning models, the Random Forest had
the best performance, with similar values to the Multinomial Logistic
Regression. Despite not being the best technique, MLR proved to be
important in classifying categorical datasets. The SVM and NB
techniques had a lower performance. Although the RF was the
most accurate, its processing time was very high, which can be a
disadvantage if the computational power is limited. MLR had the best
cost-benefit ratio.

The MLR provided fundamental inferences about the
relationship among the variables. The conclusion is that airlines
compensate differently. The season when the service failures occur
does not influence the indemnity values. Although the year 2020 had
a high judicial demand, it was the year that presented the lowest
compensation value. This fact may be related to the COVID-19
pandemic.

The value of moral damages is what most impacts the final
compensation. The subjectivity in the case interpretation is an
aspect that can be further discussed since the judgment parameters
may vary from judge and place. The North region showed a different
behavior from the rest of Brazil, much influenced by the State of
Rondônia, which has the highest indemnities. It is mainly due to the
judge’s verdict since the reasons and causes of service failures in that
State are similar to the others. When the client does not have his entire
claim for compensation granted, that is, part of the process is
unfounded, the compensation paid by the airlines tends to be
lower, as expected.

It is important to clarify the limitations of this work. The first one
was the difficulty in comparing the results obtained with others in the
literature since the topic is little studied and has little academic
information. It was one of the reasons for consulting specialists in

commercial aviation to anchor the results with practice. In addition,
due to limitations contained in the Brazilian General Data Protection
Law (LGPD), variables with passenger information could not be
acquired, which can impair the performance of the algorithms and
prevent fundamental interpretations between customers and
indemnity.

Another limitation regards the difference in the classification of
reasons and causes attributes by each airline, which can influence the
algorithm performance. Similar events may have been interpreted
differently when creating the database. The pre-processing step
described in Figure 1 attempted to standardize this issue as much
as possible. Finally, the pandemic periodmay have changed the judges’
critique, increasing differences and creating inconsistencies during the
analyzed period.

In future works, it is proposed to build models that can estimate
the probability of a client filing a lawsuit and its possible indemnity
value. It may help airlines create more efficient strategies to solve
the problems or reduce their financial impacts. Applying other
machine learning techniques, such as neural networks, may
improve prediction accuracy. Finally, analyzing shorter periods
and the airlines separately can reach more consistent results. This
work contributes with the scientific and technological literature by
providing discussions on a fundamental issue in the Brazilian air
market, presenting relevant comparisons between predictive
models, and introducing academic knowledge concerning the
problem.
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