
Believe me! Why tesla’s recent
alleged malfunction further
highlights the need for
transparent dialogue

Stephen R. Milford1,2*, Bernice S. Elger1 and David M. Shaw1,3

1The Institute for Biomedical Ethics, University of Basel, Basel, Switzerland, 2Faculty of Theology, North-
West University, Potchefstroom, South Africa, 3Faculty of Health, Medicine and Life Sciences, Maastricht
University, Maastricht, Netherlands

On November the 13th, 2022 video footage was released purportedly showing a
Tesla Model Y malfunctioning by speeding through the streets of a Chinese city
killing two people. Video footage such as this has the potential to undermine trust
in AVs. While Tesla has responded by stating they will get to the “truth,” there are
questions as to how this truth is to be decided, and perhapsmore importantly how
the public can trust either Tesla or negative press. We explore the “facts” of the
incident and discuss the challenges of building trust in new AVs systems based on
transparency. In this article we argue that transparency is more than simply getting
to the “truth.” It is fostering a relational dialogue between the facts and
stakeholder. Using O’Brien’s window metaphor, this article explores the need
for AV manufacturers to consider the content of such incidents, the different
perceptions of stakeholders, and the medium through which the content is
presented. Apart from the need for independent crash investigators, there is a
need for AV manufacturers to go beyond simply’ getting to the truth’ and to
engage with the public responsibly.
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Introduction

On the 13th of November 2022 video footage was uploaded to a number of social
media sites, including Weibo and YouTube showing CCTV recording of a Tesla Model Y
apparently malfunctioning by speeding down the road, killing two people and injuring
several more (Happy Days, 2022; Jimu News, 2022). As one can imagine, the footage
quickly went viral and necessitated a formal response from Tesla who stated that it was
co-operating with authorities in China, but denied its systems were at fault (Lee, 2022).
One YouTube channel with only 52 subscribers on the 13th of November garnered
366 thousand views of the video in less than 48 h (Happy Days, 2022). Scrolling through
the hundreds of comments one finds mixed responses with many disputing the media
reports. However, many users express deep concern for self-driving cars, one user, for
example, comments:

Advanced technology and computerized electronics should only be used in computer
systems and in F1 for the rest we should go back to the mechanical systems operated by the
driver as they used to be! unfortunately that car [Tesla] has become a lethal weapon without
control. (EgiGe59 Dima in Happy Days, 2022)
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That traditional cars on occasion malfunction, resulting in tragic
loss of life, is well known. Investigations take place, companies are
held accountable and often large sums of money are paid out to
victims (Rhee and Schone, 2010; Thomas, 2010). Yet there is more at
stake with autonomous vehicles (AVs). While it is true that
questions remain as to AV’s ultimate use and benefits (Martínez-
Díaz and Soriguera, 2018; Mueller et al., 2020; Litman, 2023)—
especially as they relate to vulnerable road users (Owens et al., 2019),
as well as to pedestrians and cyclists (Sandt and Owens, 2017) many
argue that AVs are a key disruptor technology (Medrano-Berumen
and Akbaş, 2021; Nikitas et al., 2021; Othman, 2022). For some AVs
offer the enticing prospect of decongested traffic, lowering public
transport costs, ecological advantages, not to mention the prospect
of radically reduced road deaths (Etienne, 2021).

If AVs are to be deployed on public roads, the public must be
willing to accept them. This requires trust (Choi and Ji, 2015) which
remains a key hurdle to widespread public adoption of AVs (Kaur
and Rampersad, 2018; Raats et al., 2020; Kenesei et al., 2022). In
2020 only 10% of US respondents said they would trust a fully self-
driving vehicle, with 28% being unsure (Raats et al., 2020). Incidents
such as the one in question demonstrate just how vulnerable non-
vehicular road users, including car operators, are and have the
potential to erode public trust. To build trust and counter this
erosion requires transparency (Miller, 2021). Yet what exactly
happened on the 5th of November is not immediately clear.

The facts . . . apparently

CCTV footage of the incident of the 5th of November is both
compelling and shocking. The short clip, lasting only about 40 s,
shows a Model Y pulling over briefly before re-entering the road and
attempting to overtake a scooter. Almost immediately the car rapidly
accelerates to what appears to be an almost impossible speed. In a
series of apparent CCTV clips captured from different angles along
the route, the car races out of control. It strikes another scooter, a
bicyclist (not even on the road), and drives straight through a small
cargo vehicle (completely destroying it) only to immediately crash
into a shop before coming to a complete halt. Reuters reports that
authorities in Chaozhou City are investigating, and that Tesla itself is
co-operating. Apparently the question as to the state of the 55-year-
old driver during the incident has been raised with the driver’s son,
Mr Zhan, telling reporters that police tested his father for alcohol
and drugs but that both tests were negative.

It is alleged that the driver attempted to apply the brakes but that
they malfunctioned, and the car took control. Tesla, however, is
claiming that data from the vehicle showed that there was no action
on the part of the driver to step on the brakes “throughout the
vehicle’s journey” (Lee, 2022). It is intriguing that Tesla is able to
make such a claim just days after the incident and with such
confidence in its data. Nevertheless, it may be that the occupant
was in such shock at the incident that they did not even think to try
to stop the car. Or perhaps the car did malfunction and did not
register the brake being depressed.

While it is not unheard of for CCTV footage to be doctored,
there are some interesting aspects to the incident. For one thing, it is
noted that the source of the footage is Jimu News, a Hubei
government-backed official media outlet in China. The footage,

while short, is time stamped and one can determine the distance
travelled by the AV over the course of the incident. Using this
information one can calculate that the car travelled 2.6 km in 30 s
(Dow, 2022). This puts its average speed at 312 km/h. The official
top speed of a Model Y is only 250 Km/h (Tesla, 2022).

On the other hand, while Tesla is claiming that the brakes
were never depressed throughout the incident–and indeed the
CCTV footage appear to show they were not illuminated in most
rear shots of the car–at about 23 s after the start of the incident
the rear brake lights do appear to turn on very shortly (Dow,
2022). This has led to Jameson Dow of Electrek (an on-line
website focusing on transport news) to conclude that: “While it is
entirely possible that there is some unexamined cause here, it is
almost certainly the same cause as it always is in these situations:
Someone pressed the wrong pedal, and then kept pressing it when
they panicked” (Dow, 2022). There is precedent for Dow’s
contention (ITV News, 2022).

Who is to be believed? Tesla, who apparently had performed a
diagnostic of the car data so quickly after the incident, the 55-year-
old driver who claims that the brakes failed and the car accelerated
on its own accord, or the CCTV footage that appears to show a car
far exceeding its own maximum speed?

The need for independent third-party
investigations

Tesla has vowed to get to the “truth” (Oliveira, 2022) of the
incident. This is welcomed as transparency and truth can help to
foster trust. System transparency–to use Choi and Ji’s term (2015)—
is an important aspect of building public trust. It can be defined as
“the degree to which users can predict and understand the operating
of autonomous vehicles” (Choi and Ji, 2015, p. 694). When incidents
such as the one on the 5th of November occur, the public is
understandably interested in what happened. If the vehicle acted
in an unpredictable manner (e.g., suddenly accelerating without
apparent reason) the public may find it hard to predict the operation
of an AV and consequently may struggle to trust AVs in general.
However, it should not be left up to Tesla alone to determine the
truth.

One way to foster public trust is to investigate incidents such as
these. Yet, common car accidents are normally subjected to
independent investigation, not investigation undertaken by the
manufacturer. This may be a competent police accident
investigator, or The National Highway Traffic Safety
Administration (NHTSA). This should be no different for
accidents involving vehicles such as Teslas. Take, for example,
the fatal accident involving a tesla Model S in April 2021. The
National Transportation Safety Board was tasked with investigating
and has released regular updates (NTSB, 2021).

It is not entirely clear how, or why, Tesla was able to obtain the
vehicle’s data about the incident of the 5th of November 2022 so
quickly. However, it seems doubtful that the public would trust an
investigation conducted by an invested party that has a clear conflict
of interest. If the public did not trust Toyota to investigate its own
accelerator malfunctions–ultimately calling a congressional probe
(CNN, 2010)—why would they trust Tesla to investigate their own
cars?
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It is important to note that there has been a notable failure to
provide a robust forensic investigation framework for AVs (Hoque
and Hasan, 2021). The US has started to move toward this position.
The NHTSA, for example, has issued a standing general order that
requires all manufacturers and operators of automated driving
systems, as well as SAE (Society of Automotive Engineers) Level
2 and above advanced driver assistance systems, to report crashes to
the agency (NHTSA, 2022b). While this is welcomed, there are
questions as to whether this is adequate or not. Simply reporting a
crash does not imply that the NHTSA will actually investigate the
cause, nor make preventative recommendations. At present, the
NHTSA’s Automated Vehicle Transparency and Engagement for
Safe Testing program–which enables AV test results to be made
publicly available–is voluntary (NHTSA, 2022a).

Beyond simply “the truth”

Notwithstanding the need for independent assessment, merely
providing the objective facts of the case may not be enough.
Effective transparency is more complex than this. O’Brien (2019),
for example, argues for two models of transparency. The first views
transparency as merely the transmission of accurate, objective
information (truth). In this model, Tesla would satisfy the need for
transparency by simply explaining what data was collected during the
incident and what the data indicates. Naturally this is easier said than
done. AVs make extensive use of machine learning and artificial
intelligence (Utesch et al., 2020; Mankodiya et al., 2022). It is quite
possible that should a malfunction have actually occurred, the exact
cause may be hidden deep within the car’s AI “black-box” (Utesch et al.,
2020; Umbrello and Yampolskiy, 2022), being inaccessible to the
programmers themselves, let alone the public.

Yet even where the information is clearly available, merely
disclosing it may be insufficient to foster transparency. To many
lay people, the disclosure of algorithmic data may not be
understandable, and would require experts to interpret the data,
experts who may have a vested interest (such as Tesla’s employees).
O’Brien, however, presents a second model of transparency that
draws attention to the social orientation of transparency. This is to
say, there is a relational and dynamic nature to transparency in that
it is a communicative action. Transparency itself is value-neutral,
rather it is the goal of fostering trust that makes transparency
valuable. In this context, transparency is not only about the facts
of the case, but a dialogue that provides information to and engages
with the public to co-construct interpretations and solutions. One
cannot assume that everyone will interpret the information
(whatever that may be) in the same way. In O’Brien’s words: ’An
inherent tension exists between the filtering and framing necessary
to make information accessible and the desire for full disclosure of
unadulterated information’ (2019, p. 758). To achieve trust, one
must negotiate this tension.

Consequently, it is important to bear in mind that while trust
includes transparency, it goes beyond merely the “truth” (Starke
et al., 2022). Humans build trust in very complex and dynamic ways.
Much work has been done to investigate user trust in relation to AVs
(Adnan et al., 2018; Celmer N. et al., 2018; Hegner et al., 2019; Ha
et al., 2020; Hartwich et al., 2021; Waung et al., 2021). Interestingly,
there is evidence to suggest that our ability to build trust with

automotive technology (such as AVs) is built upon numerous
interactions over time and extends beyond a single–or limited set
of–interactions one has personally with such technology. It is rooted
in the broader society and culture–what Miller et al. call “situation
awareness”—and includes shared mental models (2021).

In this regard, scenarios such as the one that took place on the
5th of November are important not only for those directly involved
in the incident, but also the wider public as we consider the risk of
erroneous decisions taken by AIs. Xu and Howard (2020) have
drawn attention to the importance of AVs in this regard. They argue
that in AVs the consequences of faulty AI decisions are
unambiguously presented to the public. Considering that prior
faulty AI agency significantly impacts trust in human-computer
interactions, Xu and Howard demonstrate the importance of
building trust among the public for AVs so as to build trust for
other computer-human interactions. This topic has received much
attention recently (Raats et al., 2020).

O’Brien’s window

If we are to build trust through transparency we need to move
beyond merely disclosing facts. Here O’Brien’s metaphor of a
window is a useful tool to draw our attention to three
components of the relational dialogue between facts and
stakeholders (2019, p. 758). First, O’Brien notes the scene beyond
the windowpane, the content itself, i.e., the actual details of what
happened as they are presented by someone. Wemust recognise that
what is being shared and not shared are seldom the actual details of
the case. Instead it matters more by who and for what purpose the
scene beyond the window is described.

Take the incident in question. There are multiple actors engaged,
some are powerful, somemay be seeking power. Teslamay be perceived
as a “Western company” with a particular agenda, while Jimu News (as
an official government-backed media outlet) may have an entirely
different agenda. Indeed, it is possible that the “victims” in the case (the
driver)may also have an agenda, and of course let’s not forget that those
who shared the story are sharing the “facts” for their own purposes. So
while onemay ask about the facts such as did the carmalfunction, or did
the driver mistake the accelerator for the brake, the actors sharing the
information do so with a particular goal in mind.

For companies like Tesla, this necessitates a response that is
more than simply “getting to the truth” of the matter, or referencing
past false allegations and cautioning “against people believing
“rumors” about the incident” (Dow, 2022). To build trust in itself
and its cars, Tesla needs to portray a company concerned with the
public’s trust in a technology that might be beneficial to the public.
Rather than accusing others, denying responsibility, or cautioning
the public, it might be better for Tesla to encourage an open
discussion and an independent investigation. This would help the
public to perceive Tesla as acting in the public’s best interests rather
than merely trying to protect its own investments.

The second component of O’Brien’s transparency model is the
viewer who peers through the windowpane. Different viewers will
perceive the content differently. Each will have different knowledge,
values, and assumptions about the content. They will hold different
interpretations and display different emotional responses to the
information supplied by the scene. For example, there is a spectrum
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of opinion about human-machine systems that ranges from
opposition (extreme aversion and distrust about anything related
to algorithms), to loafing–extreme complacency or bias in favour of
automation (Zerilli et al., 2022). Individuals on each end of this
spectrum have different interpretations of the information supplied
by the scene.

For Tesla this entails recognising, and engaging with, different
interested parties. The shareholder is interested in company value, a
Tesla owner wants to know their car is safe, a prospective Tesla client
wants to know that Tesla’s cars are being developed ethically, while a
pedestrian wants to know that Tesla’s cars are not putting them at
greater risk. Each stakeholder perceives the information through their
lens of interest, and each seeks information that will either affirm or
challenge their underlying concerns. If Tesla is to build public trust
through transparency, their message needs to address a wide audience.

The third component of O’Brien’s model is the windowpane
itself. The medium through which the scene is mediated affects its
interpretation. This frames the scene, limits what viewers see, all the
while warping, distorting, and colouring the information presented.
A 30 s car ride reduced to 10 s with stark edits and excitable music,
makes more for a scene out of an action film than a tragedy in which
two people died. Even if the pictures show a malfunctioning AV, the
manner in which they present them on social media hardly
engenders trust and transparency toward either party
(manufacturer, news agent, or driver).

For companies like Tesla this means presenting the same
information in different formats to different audiences. It is
interesting that nothing about this incident (or indeed other such
incidents) is listed on Tesla’s own website which includes a section
for news. Rather than avoiding potentially harmful stories, Tesla
may be better off incorporating information about incidents like the
one that took place on the 5th of November and encouraging open
discussion about it on its own website.

Discussion

The stakes are high for AVs, especially as the public slowlymoves to
adopt the new technology. While it is still rare to find a fully
autonomous vehicle on public roads, Tesla is advertising its vehicles
as being self-driving capable–although there are questions about its
actual capabilities (Ivanova, 2023). Consequently, while one may not
actually use the full self-driving mode of a Tesla, that it claims it is
capable of full autonomy sets it apart from other road vehicles. The
incident in question, especially in light of the public attention it has
received, draws to mind a concern the public has with this technology.
What happens when an autonomous vehicle malfunctions? What does
one do when the car becomes fully in control and speeds down the
road? What are the consequences of a malfunction, and perhaps more
pertinently, how we can ensure it never happens again?

In these situations, the public is looking for transparency. The
public wants to know that they can trust AV manufactures to
properly investigate such incidents. This requires good
procedures be put in place to engage with unbiased independent
investigators that will gather information from multiple sources and
from different angles. For example, perhaps in this case there were
other eyewitnesses, mobile phones that may have captured different
angles, or perhaps private CCTV footage.

Yet how Tesla responds to this allegation is perhaps more
important than the content of its response. The public is looking
for a particular type of transparency, a transparency that takes into
account more than simply the facts. The public is seeking a
transparency that engages in a conversation about the facts in the
context of who presents them, who perceives them, and how they are
presented. Communication in these situations is more than simply the
ability to present facts and figures about algorithmic performance
metrics (Zerilli et al., 2022). Ultimately it is dependent on the ability
to go beyond mere explainability. This is true no matter what the facts
may be. If it turns out that the incident is an elaborate hoax, then it is
unhelpful for Tesla to simply point this out and move on. Worse still,
where another incident to appear, it would be unhelpful for Tesla to
point to previous incidents of unsubstantiated claims and dismiss
public concern–as it has done so in this case by referencing
previous fraudulent claims of brake malfunction (Lee, 2022).

If the potential benefits of AVs are to be realised, they must be
deployed on public roads. This will only be possible if the public trusts
them. Incidents such as the one that took place on the 5th of November
has the potential to erode public trust in AVs. To foster trust, all parties
should strive for transparency. Transparency includes “getting to the
truth” (preferably through independent third party investigation), but
also recognises the relational and dynamic nature of communicating
those facts. As companies like Tesla strive toward building public trust
through transparency they need to take into consideration the way they
are perceived, that their audiences are made up of diverse stakeholders
and that the medium through which they communicate influences the
way the facts are perceived. Building trust through transparency entails
going beyond presenting the facts. It entails a dynamic and relational
engagement with the public.
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