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The Multi-source Information Fusion (MSIF) mechanism and its applications
involving big data in Intelligent Transportation Systems (ITS) represent a major
research focus in current studies. This paper conducts a bibliometric analysis to
summarize and evaluate developments in this domain. Initially, it categorizes the
main application areas within ITS, then identifies the types and structures of data
commonly involved, as well as frequently used datasets and evaluation metrics. It
further explores specific MSIF applications in ITS, including road traffic
management, traffic control, and transportation engineering computations. In
particular, MSIF has demonstrated significant potential in enhancing
transportation efficiency—such as reducing congestion, optimizing traffic
signal coordination, and improving route planning—as well as improving
energy efficiency by enabling eco-driving strategies and minimizing
unnecessary fuel consumption. Based on the bibliometric findings, the study
highlights current research challenges and key issues, while offering insights into
future directions of MSIF development in intelligent transportation big data. This
analysis aims to provide researchers and practitioners with a comprehensive
overview and valuable guidance on the MSIF mechanism and its applications
in ITS.
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1 Introduction

According to the IEEE Intelligent Transportation Systems (ITS) Society (http://sites.
ieee.org/itss/), ITS can be described as systems that utilize “synergistic technologies and
systems engineering concepts to develop and improve transportation systems of all kinds”
(Cobo et al., 2014). ITS plays a crucial role in modern society, encompassing various
technologies and applications like intelligent route recommendations, traffic safety
evaluations, dynamic traffic light systems, and autonomous vehicles.
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MSIF methodology involves combining data from various
sensors to create more detailed and precise information than
what can be obtained from a single source. The concept of
“fusion,” referring to the integration of data from diverse sources,
was first introduced in several publications during the late 1970s.
Since then, theories and technologies related to MSIF have advanced
rapidly, establishing itself as a distinct discipline. Today, MSIF is
successfully applied in military command automation,
environmental monitoring for disaster response, and healthcare
data integration. Furthermore, MSIF is expanding into civilian
domains such as ITS, remote sensing monitoring, medical
diagnosis, electronic commerce, wireless communication, and
fault diagnosis. This expansion demonstrates the growing
significance and versatility of MSIF beyond its original military
applications (Pan, 2013).

Multi-source information fusion (MSIF), an interdisciplinary
area rooted in contemporary information technology, has attracted
considerable scholarly attention and presents promising prospects
for a wide array of applications. Advancements in hardware and
related instruments across various areas of computing and
engineering have significantly expanded the range of data
available for assessing the functional state of targets. By
integrating and analyzing information gathered from multiple
homogeneous or heterogeneous sensors, MSIF has delivered
substantial achievements in numerous military and civilian
applications, offering more precise and reliable insights into
situational awareness (Kashinath et al., 2021).

Over the past 50 years, significant progress has been made in
both the theoretical and practical aspects of MSIF [see Table 1
(Bowman and Morefield, 1980; Berberian and King, 1981; Bai and
Wang, 2016; Steinberg et al., 1999; Redman, 1998; Llinas, 2010;
Zhang et al., 2019; Jia et al., 2020; Khan and Banerjee, 2008; Wei and
Liang, 2019; Koch, 2021; Su et al., 2023; Jin et al., 2023)]. However,
due to its extensive range of applications, there is currently no
universal implementation framework for information fusion (IF).
Both industry and academia generally discourage the use of a single,
fixed IF framework for diverse applications. MSIF may adopt their
own specific models and methods in different application fields,
because the data characteristics, fusion objectives and application

requirements in different fields are different. Therefore, there is no
single model that can be applied to all fields (Kashinath et al., 2021;
Li X. et al., 2023). On the contrary, researchers should choose or
design appropriate IF models tailored to the unique requirements of
specific application scenarios and the inherent characteristics of the
data. In practical application, It is chosen and fine-tuned based on
the unique characteristics of the data and the specific demands of the
application. Therefore, the research of MSIF is often based on the
customization of specific fields and specific problems, rather than
simply applying a unified model.

Review papers aim to synthesize the current evidence on
research questions while simultaneously fostering the formulation
of empirically grounded recommendations for the research
community (Kitchenham, 2004). This paper is organized in the
following manner: In the second part, the previous research related
to the MSIF mechanism of intelligent transportation big data and its
application is considered. Part 3 describes the strategies that guide
the methodology of this review. Next, Part 4 introduces the results
and discussions based on the research questions. Then the research
results are elaborated in part 5. Finally, part 6 presents the
conclusions of this review.

2 Background studies

This section discusses the previous research and links the review
papers with the application of MSIF technology in ITS. Obviously,
there have been many systematic reviews covering most MSIF and
ITS method domains. No reviews have specifically focused on MSIF
techniques within the ITS domain, despite the growing trend of
MSIF in nearly all other fields. To address this gap, the authors
compiled six review papers and one mapping study to identify the
necessary components for this review on MSIF technology in ITS.
Table 2 lists the summary of the nominated study.

As shown in Table 2, the leading review study was conducted by
Xu et al. (2019), which provides a comprehensive review of ITS,
focusing specifically on a framework for multi-aspect analysis within
the domain. This review examined 9,747 studies published between
1993 and 2017. Among these, the majority were sourced from four

TABLE 1 Summary of the research results of MSIF.

Research results Time References

The concept of IF 1970s Bowman and Morefield (1980)

The first IF model 1980 Berberian and King (1981)

Machine learning for IF 1981 Bai and Wang (2016)

IF Dictionary, Multimodal IF 1985–1988 Steinberg et al. (1999)

MSIF 1989 Redman (1998)

Information quality、Image fusion 1998–2002 Llinas (2010)

IF using AI, Multi-granularity IF, Transformer for MSIF 2004–2023 Zhang et al. (2019), Jia et al. (2020)

MSIF using Rough set theory (RST) 2008–2023 Khan and Banerjee (2008), Wei and Liang
(2019)

Automated military operations, early-warning defense systems, multi-target tracking and identification, damage
impact evaluation, remote sensing technologies, intelligent medical diagnostics, e-commerce applications, wireless

communications, navigation and positioning, and fault detection, etc

1980–2023 Koch, 2021; Su et al. (2023), Jin et al. (2023)
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leading journals in the ITS field, while the remaining studies came
from a prominent conference in the domain.

The review led to several key findings, one of the most significant
being the identification of six prominent topics in the ITS field,
including road traffic, traffic control, road vehicles, traffic
engineering computing, Global Positioning System (GPS), and
road safety. Additionally, the study explored how to discern
research trends through the evolution of ITS themes. The review
also found that the collaborative relationship among writers in the
ITS domain and the shared academic interests of scientists in ITS
could be shown by building two additional networks: the network of
co-authors and the author co-keyword network.

The second review paper, authored by Li et al. (2010), reviewed
405 papers and articles issued in IEEE Transactions on Intelligent
Transportation Systems (T-ITS) over a time period From 2000 to the
end of 2009. The ten most-cited papers in the study primarily focused
on tackling issues in ITS applications, including automatic lane
identification, as well as the classification of vehicles, pedestrians,
and obstacles. The main findings of this paper include the countries
with the greatest contributions, the most productive and influential
writers, and themost prolific and influential institutions. These findings
partially correspond to our review study, as our paper concentrates on
the MSIF mechanism for intelligent transportation big data and its
applications. To identify the most effective MSIF techniques for the ITS
domain, additional reviews of MSIF in ITS are necessary, as these
techniques have gained traction across various fields. The next review, a
mapping study by Cobo et al. (2014b), also investigates the conceptual
framework of the ITS research domain. Like the previous studies, this
work was conducted in 2014 and covers the period from 1992 to 2011.
This study reviewed 2,045 primary studies using an automated
approach to identify and illustrate underlying themes and their
evolution over successive years. The results shows that the ITS
research has been concentrated on six primary thematic domains:
Vehicle and Road Tracking, Driver Behavior and Safety, Scenario
Simulation, Traffic Flow and Traffic Management, Vehicle Control,
and Vehicle Navigation. The paper also indicated that The ITS research
domain is experiencing rapid development.

The next two review papers are focused on MSIF itself, written
by Li X. et al. (2023) and Zhang et al. (2021) respectively. The former
one was done in 2023, and provides a thorough and organized
review of recent advancements in MSIF. As for the latter one, the

paper solely focuses on a single sub-topic, such as the application of
RST in MSIF. Their findings highlight the future challenges and
research prospects of MSIF.

The last two review papers were selected to help the authors
more effectively formulate relevant key research questions for the
forthcoming review study.

The first review, conducted in 2021 by Kashinath et al. (2021),
examines the use of DF methods in ITS to support traffic flow analysis
(TFA) and solutions for predicting various traffic variables, such as
driving behavior, travel time, speed, density, incidents, and traffic flow.
It also reviews DF methods for real-time and multi-sensor
(heterogeneous) TFA research. The final review paper (Xing et al.,
2022) provides a review of the literature on Traffic status monitoring
utilizing Multi-Source Data Fusion (MSDF) in Urban traffic networks.
This research discusses the current application status, identifies
potential research gaps, addresses ongoing challenges, and highlights
emerging trends in the use of MSIF within ITS applications.

To summarize the background of previous studies, Table 3 provides
a comparison of the findings from related works with this review paper.
As shown in Table 3, the first three documents primarily focus on
investigating and analyzing the research status and key application areas
of ITS. However, they do not address the data types and associated DF
methods that are necessary for processingwithin the ITS domain. As for
the next two documents, the first one expounds the existing
achievements and main application fields of MSIF, and the second
one discusses the present situation and achievements of MSIF research
based on a certain theory, but There is currently no research exploring
the utilization of MSIF technique within the ITS domain. The last two
documents study and analyze the application of MSIF technology in
some specific fields of ITS, and provide a comprehensive view on the
modeling and implementation of MSIF in related specific fields of ITS.
However, none of them focused on the data types employed in ITS, the
data types that need to be processed in different fields in ITS and related
MSIF methods. In summary, this new review paper will address several
previously unexplored findings.

3 Research methods

A well-structured review paper necessitates a clear methodology
for identifying and assessing pertinent previous studies. Based on

TABLE 2 Summary of the selected relevant studies.

Study
type

Study
reference

Study focus Year
publication

Total studies
reviewed

Years
covered

Review Xu et al. (2019) Research status and development trend of ITS 2019 9,747 1993–2017

Review Li et al. (2010) The state of ITS research 2010 405 2000–2009

Mapping Cobo et al. (2014b) Main thematic areas of ITS 2014 2045 1992–2011

Review Li et al. (2023a) The relevant theories, methodologies, and application domains of
MSIF

2023 271 1970–2023

Review Zhang et al. (2021) The research developments of MSIF under RST 2021 322 1970–2020

Review Kashinath et al.
(2021)

Data Fusion (DF) methods used for real-time and multi-sensor
(heterogeneous) traffic flow analysis (TFA) studies

2021 158 2010–2020

Review Xing et al. (2022) Traffic state estimation of urban road networks by MSIF 2022 194 2007–2022

Frontiers in Future Transportation frontiersin.org03

Li et al. 10.3389/ffutr.2025.1627426

https://www.frontiersin.org/journals/future-transportation
https://www.frontiersin.org
https://doi.org/10.3389/ffutr.2025.1627426


specific objectives, the design method outlined in Figure 1 was
systematically followed to undertake this review research. This
method was guided by existing methodologies of Khatibsyarbini
et al. (2018) and Kitchenham et al. (2009).

As shown in Figure 1, the review protocol consists of four main
phases: research questions, search strategy, study selection, and data
synthesis and extraction (Khatibsyarbini et al., 2018; Kitchenham
et al., 2009). During the initial phase, research questions were
formulated based on insights from prior studies outlined in
Section 2. A comprehensive set of seven research questions was
established to thoroughly explore the observed findings. A search
strategy was then implemented using targeted search terms and
procedures. The results from this search were then carried forward

to the study selection phase, where they were filtered using inclusion
and exclusion criteria to identify relevant studies. Quality
assessments were performed on the selected studies to ensure
their suitability. The final phase involved synthesizing the data
and extracting the primary studies for this review.

3.1 Research questions stage

This review aims to investigate and provide an in-depth analysis
of the MSIF mechanism in intelligent transportation big data and its
applications, focusing on the latest techniques for further
investigation, with the ultimate goal of enhancing the current

TABLE 3 Summary of the selected relevant studies.

Study
reference

Covered findings Similar findings Uncovered findings

Xu et al. (2019) -Highly cited papers and impactful authors in
ITS

-Hot research topics in ITS field
-Collaboration networks among ITS

researchers

-Research trends and hot topics in ITS -Traffic data types and structures
-Dataset and evaluation metrics used in ITS

applications

Li et al. (2010) - Productive authors, institutions, and regions -Active ITS research topics -The current research situation of MSIF in
ITS field

- MSIF technique process and role in ITS
applications

Cobo et al. (2014b) -Main thematic areas of ITS -Thematic areas covered by ITS journals -Related application of MSIF in ITS

Li et al. (2023a) -The frameworks, methodologies, theoretical
foundations, and practical implementations of

MSIF
-The key domains where MSIF is applied
-Key issues and challenges faced by MSIF

-Challenges and future directions in MSIF -Characteristics and progress of MSIF in
ITS applications

Zhang et al. (2021) - Information Fusion (IF) applications in
Rough Set Theory (RST)

-Some potential challenges in further research

-IF use in complex systems with different object sets -MSIF progress and characteristics in RST-
based ITS research

Kashinath et al.
(2021)

-Comprehensive insights into DFmodeling and
implementation in TFA

-DF applications in ITS studies -DF modeling and implementation in other
application fields of ITS

Xing et al. (2022) -Missing traffic status monitoring based on
MSIF on urban traffic networks

-Challenges and opportunities in estimating urban road
network volumes, considering various missing data

scenarios, diverse data structures, and different fusion
methods

-Advanced methods for heterogeneous DF
in urban ITS with diverse missing data

types

FIGURE 1
Phases of review protocol.
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methods. At the same time, the authors intend to analyze the
empirical validation techniques applied in the reviewed MSIF
studies. Accordingly, four principal research questions, along
with their corresponding justifications, were established and are
summarized in Table 4.

All of these research questions are closely interconnected and are
explored together to shape the objectives of the present review. The
gaps and supplementary findings identified in Table 3, which this
paper seeks to address, are examined through the research questions
presented in Table 4. To enhance understanding, Table 5 presents a
mapping of the identified and additional findings to the relevant
research questions.

With regard to Table 5, every proposed question addresses the gaps
identified in previous works. These questions, designed based on the
identified gaps, also uncover additional findings that strengthens the
contributions of this review. In summary, the key inquiries hold
significant value, potentially benefiting future studies on the MSIF
mechanism in intelligent transportation big data and its applications.

3.2 Search strategy stage

Awell-defined search strategy is essential for a review study, as it
ensures the comprehensiveness of the selected papers. The scholarly
value of a review study largely depends on the quality of the primary
studies chosen. The key to an effective strategy lies in formulating a
strong search string and process. To ensure a successful search, the
first step is to develop an effective search string. A poorly designed
search string can result in irrelevant outcomes. Therefore, the search
string used in this study was developed following a systematic
approach, based on the criteria outlined in (Khatibsyarbini
et al., 2018).

a) Terms related to MSIF or ITS.
b) Terms associated with particular research questions.
c) Terms paired with equivalent vocabulary.
d) Utilization of the Boolean ‘OR’ and ‘AND’ operators in term

association.

TABLE 4 Research questions and motivations.

RQs RQ statement Motivation

RQ1 What are the data types used in ITS? These research questions focus on summarizing all kinds of data types, structures, related
data sets and evaluation indicators that need to be used in the current field of ITS research.
The reason is that the research field of ITS involves many different research topics, and each
topic needs different data, which leads to different DF methods and technologies. Related
summary research can provide researchers with multi-dimensional information and help

them formulate more scientific and efficient research strategies and programs

RQ1.1 What are the data structures of different types of traffic data?

RQ1.2 What are the data sets and evaluation indicators used in ITS field?

RQ2 What is the current research situation of MSIF in the research hotspot
of ITS field?

In order to take a glance at the current research state and application of MSIF in ITS, we
need to find the differences between technologies in different application fields. As for
Knowledge about strengths and weaknesses serve as groundwork for improvement

RQ2.1 How about the application of MSIF in ITS?

RQ2.2 What are the differences of MSIF technology in different application
fields of ITS?

RQ3 How to solve the problems of inaccuracy, incompleteness and noise in
heterogeneous traffic DF?

These research questions aim to illustrate the problems encountered in the research of
incomplete and inaccurate DF in the application field of ITS, and to discuss the research

status of related solutions and technologies
RQ3.1 What are the research status, progress and characteristics of MSIF based

on RST in ITS?

RQ4 What are the research progress, characteristics and challenges of MSIF
in ITS?

This research question benefits researchers to choose the research gap appropriate to them
or research topics they are interested in

TABLE 5 Alignment of identified findings with research questions and corresponding significance.

Research
questions

Uncovered findings answered Extra findings Significance of the findings

RQ1 Data Types and Structures Used in ITS Applications Differences in data types used in
different ITS field

Detailed taxonomies of traffic data and its usage

RQ2 A detailed overview of Application of MSIF in ITS
research hotspots

Strength and limitation of MSIF
technology used in ITS research
field

Providing a glance at how each MSIF technique works,and
aiding researchers essential information for any
improvement

RQ3 A specific technique to the problems of inaccuracy,
incompleteness and noise in heterogeneous

traffic DF

Differences in other related
techniques

To demonstrate the basic process of related techniques for
ease other works to make adjustment

RQ4 Research Situation, Progress and Characteristics of
MSIF in ITS

The role of MSIF in ITS field To benefits researchers to choose the research gap
appropriate to them or research topics they are

interested in
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As the primary focus of this paper is to examine MSIF techniques
within the ITS domain, relevant results from previous studies were used
to identify significant works. The phrases “Multi-Source Information
Fusion” and “Intelligent Transportation Systems”were commonly used
by the writers in the majority of the search queries. Additionally, the
search strings were closely aligned with the specific research questions.
Table 6 illustrates the relationship between the search strings and their
corresponding research questions.

As shown in Table 6, distinct search strings were developed for
each research question. The authors identified specific terms
commonly used to address each question, with several related
terms associated with each one.

3.3 Study selection stage

As previously stated, producing an authoritative review article
demands a careful and systematic approach. Accordingly, to select
the key studies, all potential articles were subjected to a thorough
selection process, consisting of two phases: inclusion and exclusion
criteria, followed by a quality assessment. The steps of this process
are illustrated in Figure 2.

As illustrated in Figure 2, the process of identifying key studies
begins by applying both inclusion and exclusion criteria to the pool
of candidate papers. The results from this phase are then subjected to
a quality assessment, which ultimately determines the final selection
of primary studies. Table 7 details the review’s inclusion and
exclusion criteria, while Table 8 presents the quality
assessment criteria.

Each study was evaluated for its relevance to the research
questions by employing the inclusion and exclusion criteria.
Afterward, a quality assessment was conducted to ensure that the
selected studies were capable of answering at least two or three of the
research questions. After the eligibility screening stage, a
comprehensive study quality review was conducted to verify that
the selected studies effectively addressed all pertinent
research questions.

To assess the selected articles,the researchers devised four
quality evaluation questions, as detailed in Table 8. Table 9
provides a summary of the quality evaluation findings. As a
result, some papers were excluded during this phase. After
completing the selection process, 47 studies were identified as
capable of addressing all of the previously established research
inquiries. The eligibility criteria were employed to ascertain

TABLE 6 Mapping of search strings to their corresponding research questions and associated terms.

Research
questions

Related terms Search strings

RQ1 Traffic data type, Traffic data structure, Traffic dataset, Traffic data
evaluation metrics

“Road traffic” and “Data” “Traffic control” and “Data” “Road vehicles” and
“Data” “Traffic engineering computing” and “Data” “Global Positioning
System” and “Data” “Road safety” and “Traffic data” “Object detection” and
“Traffic data”
With exact phrase anywhere in the article

RQ2 Multi-Source Information Fusion, MSDF, Intelligent
Transportation System

“Road traffic” and “Multi-source Information fusion” “Traffic control” and
“Multi-source Information fusion” “Road vehicles” and “Multi-source
Information fusion” “Traffic engineering computing” and “Multi-source
Information fusion” “Global Positioning System” and “Multi-source
Information fusion” “Road safety” and “Multi-source Information fusion”
“Multi-source Information fusion” and “Intelligent transportation systems”

RQ3 Incomplete DF, Inaccurate DF
Traffic data, Rough set theory

“Incomplete data fusion” and “Traffic data” “Inaccurate data fusion” and
“Traffic data” “Traffic data fusion” and “Rough set” “Multi-source Information
fusion” and “Rough set”

RQ4 Multi-source information fusion, Intelligent Transportation
System, DF technique, traffic data integration

“Multi-source Data fusion” and “Intelligent Transportation System”, “Data
fusion technique” and “Traffic data integration”

FIGURE 2
Overview of the research selection procedure.

Frontiers in Future Transportation frontiersin.org06

Li et al. 10.3389/ffutr.2025.1627426

https://www.frontiersin.org/journals/future-transportation
https://www.frontiersin.org
https://doi.org/10.3389/ffutr.2025.1627426


whether each study fulfilled the requirements related to the research
inquiries, while the quality evaluation confirmed that every selected
study could sufficiently address between one and three of
these inquiries.

4 Findings and discussion

This part of the paper outlines the findings corresponding to the
research inquiries. It begins with an overview of the key studies,
succeeded by dedicated subsections addressing each
research inquiry.

4.1 Overview of key studies

For the comprehensive review, a total of 47 primary studies were
selected. These included 38 journal articles, four conference papers,
and five other types of articles. The studies were analyzed and
discussed in relation to the previously outlined research inquiries.
Figure 3 illustrates the distribution of the selected studies, while
Table 9 offers comprehensive overviews of each study.

4.2 What are the data structures of different
types of traffic data? (RQ1.1)

ITS have experienced rapid development in recent decades,
driven by worldwide urban expansion and industrial progress.
ITS incorporate a diverse range of innovations and
functionalities, including automated traffic regulation and
adaptive traffic signal coordination (Xu et al., 2019; Li et al.,
2010). Consequently, a diverse range of data types has been
extensively utilized within ITS. The data sources of ITS are
diversified, and the data generated by different sensors and data
sources are different in time, space and format, so DF is very
important for efficient operation and decision optimization of
transportation system. As the basis and prerequisite of DF, it is

an important foundation to clarify the types and structures of data
used in different research fields of ITS. Table 10 lists in detail the
traffic data types and their data structures used in hot research
fields in ITS.

As can be seen from Table 10, structured data, such as database
table data, including traffic flow statistics and vehicle registration
information, and semi-structured data, such as sensor data or non-
structured data, such as video, images and textual data, are quite
different in DFmethods and technologies, so there are great research
gaps and values in different ITS application fields.

4.3 What are the data sets and evaluation
indicators used in ITS field? (RQ1.2)

In the research of ITS, data set and evaluation index are the
cornerstones of evaluating model performance and popularizing
application. High-quality data sets provide a wide range of
application scenarios and diverse data sources. For example,
public data sets provide a standard platform for different
researchers to directly compare the performance of algorithms,
which promotes academic progress. The reasonable evaluation
index ensures the reliability, robustness and security of the
system. Both of them complement each other and are important
foundations for the research and development of ITS.
Supplementary Appendix Table 1 in Appendix A lists the
commonly used traffic data sets and evaluation indicators.

4.4 How about the application of MSIF in
ITS? (RQ2.1)

The second inquiry in our study focuses on exploring the
application of MSIF (Multi-Source Information Fusion)
technology in ITS (Intelligent Transportation Systems). To
address the first aspect of this question, the experimental setups
and results from selected studies were thoroughly analyzed. For each
MSIF technique, specific research works were chosen for detailed
examination to give a glimpse on how these techniques are applied
within the context of ITS. Table 11 summarizes the related results.

In the field of road traffic, by fusing different types of sensor
data, the system can more accurately monitor traffic flow, detect
congestion and predict future traffic trends. For instance, traffic
accident detection using multi-source data is examined by
integrating the MSDF model with data obtained from probe
vehicles and microwave sensors (Liu et al., 2021).

In the field of traffic control, the integration of real-time traffic
flow, vehicle detection and environmental data can dynamically

TABLE 7 Criteria for study inclusion and exclusion.

Inclusion criteria Exclusion criteria

Only English-language publications are considered eligible Non-English language publications

Focusing on the applications of MSIF Techniques in the field of ITS Focus out from MSIF techniques or the field of ITS

Papers with complete bibliographic details Paper without bibliography information

Able to address at least one research question Duplicate studies (latest paper selected)

TABLE 8 Quality evaluation questions.

NO Question

1 Did the research paper successfully address at least one research question?

2 Did the research paper execute a comprehensive experiment?

3 Did the research paper adhere to the appropriate publishing standards?

4 Did the research paper have a substantial impact?
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optimize signal timing, reduce congestion and improve traffic
efficiency. For instance, utilizing the simulated dynamic traffic
assignment (DTA) model, a variant of the Hooke-Jeeves pattern
search algorithm is employed to reduce discrepancies between the
empirical network data and the model’s predictions (Huang
et al., 2009).

In the field of road vehicles, laser radar, camera and radar DF
can effectively make up for the limitations of a single sensor and
enhance the accuracy and robustness of environmental perception.
For example, multi-view feature multi-head self-attention fusion
network is used to better extract and fuse multi-view image
information, and realize the location of ultra-wide band (UWB)
anchor without prior information (Hu et al., 2024).

In the field of traffic engineering calculation, MSDF makes the
traffic simulation results more accurate, and then provides more
scientific decision support for traffic management. For example,
through a system Du-Bus based on MSDF, the real-time bus waiting
time is estimated based on approaching the real-time position of the
bus without GPS sensor (Rong et al., 2022).

In the field of global positioning system, by integrating GPS,
inertial navigation system (INS) and map matching technology, the

TABLE 9 Quality score outcomes for collected studies.

Citation for the paper Q1 Q2 Q3 Q4 Score

Yuan and Li (2021) 2 1 2 2 7

Wang et al. (2021) 2 2 2 2 8

Ekhlak et al. (2024) 1 2 2 2 7

Vanajakshi and Rilett (2007) 1 2 2 2 7

Vlahogianni et al. (2005) 1 2 2 2 7

Jin et al. (2022) 1 2 2 2 7

Yuan and Li (2021) 2 1 2 2 7

García-Aguilar et al. (2023) 1 2 2 2 7

Varesko and Oreski (2023) 1 2 2 2 7

Pedersen and Torp (2021) 1 2 2 2 7

Tkachenko et al. (2022) 1 2 2 2 7

AlDhanhani et al. (2023) 2 2 2 2 8

Liu et al. (2021) 2 2 2 2 8

Wang et al. (2024a) 2 2 2 2 8

Liu et al. (2018) 2 2 2 2 8

Cheng et al. (2020) 2 2 2 2 8

Huang et al. (2009) 2 2 2 2 8

Hu et al. (2024) 2 2 2 2 8

Li et al. (2019) 2 2 2 2 8

Rong et al. (2022) 2 2 2 2 8

Bosi et al. (2019) 2 2 2 2 8

Mu and Zhao (2023) 2 2 2 2 8

Chen and Zhao (2024) 2 2 2 2 8

Xu et al. (2021) 2 2 2 2 8

Fan et al. (2019) 2 2 2 2 8

Saadi et al. (2018) 2 2 2 2 8

Kashinath et al. (2021) 2 2 2 2 8

Xu et al. (2023a) 1 2 2 2 7

Yi et al. (2003) 2 2 2 2 8

Wang et al. (2024b) 2 2 2 2 8

Duan (2023) 2 2 2 2 8

Xia et al. (2014) 2 2 2 1 7

Zhang et al. (2021) 2 1 2 2 7

Zhang et al. (2022a) 1 2 2 2 7

Li et al. (2024) 2 2 2 2 8

Li et al. (2023b) 2 2 2 2 8

Guo et al. (2020) 2 2 2 2 8

Zhang et al. (2022b) 2 2 2 2 8

(Continued in next column)

TABLE 9 (Continued) Quality score outcomes for collected studies.

Citation for the paper Q1 Q2 Q3 Q4 Score

Zhou et al. (2023) 2 2 2 2 8

Xu et al. (2023b) 2 2 2 2 8

Wei and Liang (2019) 2 2 2 2 8

Chen and Xu (2022) 2 2 2 2 8

Li and Zhang (2017) 2 2 2 2 8

Zhao (2024) 2 2 2 2 8

Wang et al. (2016) 2 2 2 2 8

Bachmann et al. (2012) 2 2 2 2 8

Li et al. (2023a) 2 1 2 2 7

FIGURE 3
Percentage breakdown of collated studies.
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TABLE 10 Overview of traffic data type and its structure used in ITS application field.

ITS application
field

Type of traffic
data used

Structures of traffic data used Ref.

Road traffic Traffic Flow Data Time series, Hash table/dictionary, Database table e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007; Vlahogianni et al., 2005)

Traffic Speed Data 2D arrays/matrices, Time series, Spatiotemporal
grids

Traffic Density Data 2D arrays/matrices, Grid data structure, 3D arrays

Traffic Incident Data Event lists/linked lists, Tree structures, Graph
structures

Road Network Structure
Data

Graph structures, Adjacency matrix/adjacency
list, Multidimensional linked lists

Vehicle Trajectory Data Trajectory lists/linked lists, 2D arrays,
Spatiotemporal databases

Traffic Signal Data State-time tables, Finite state machines
(FSM),Queues

Road Weather Data Time series, Grid data structures, Nested
dictionaries

Real-Time Traffic
Monitoring Data

Circular buffers, Queues/priority queues, Video
frame data structures

Traffic Demand Data Origin-Destination Matrices, Multidimensional
arrays, Database tables

Traffic Sensor Data Arrays, Multidimensional arrays, Nested
dictionaries

Traffic control Traffic Signal Timing Data Time series,State-time tables, Finite state
machines (FSM),Linked lists

e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007)

Vehicle Detection Data Arrays, Time series, Circular buffers, Sensor
networks (graph structures)

Traffic Volume Data Time series, Hash tables/dictionaries, Database
tables

Intersection Control Data Graph structures, State machines, Adjacency lists/
matrices

Queue Length Data Arrays, Time series, Queues,Linked lists

Real-Time Traffic Flow
Data

Spatiotemporal grids, Time series, Data streams
(queues),Graph structures

Pedestrian Crossing Data Event lists, Time series, Finite state machines
(FSM),Queues

Traffic Incident Detection
Data

Event logs, Linked lists, Graph structures,
Database tables

Adaptive Signal Control
Data

Reinforcement learning models, Decision trees,
Time series, Markov decision processes

Network-Wide Traffic
Management Data

Graph structures, Adjacency matrices,
Distributed hash tables, Multidimensional arrays

Weather and
Environmental Data

Time series, Grid structures, Nested dictionaries,
Spatiotemporal databases

Road vehicles Vehicle Trajectory Data Trajectory lists/linked lists, 2D arrays,
Spatiotemporal databases

e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007)

Vehicle Speed Data Time series, 2D arrays/matrices, Circular buffers

Vehicle Location Data GPS coordinate data (point sets),Time series,Map
databases

Vehicle Type and
Characteristics Data

Hash tables/dictionaries, Database tables, Nested
dictionaries

(Continued on following page)

Frontiers in Future Transportation frontiersin.org09

Li et al. 10.3389/ffutr.2025.1627426

https://www.frontiersin.org/journals/future-transportation
https://www.frontiersin.org
https://doi.org/10.3389/ffutr.2025.1627426


TABLE 10 (Continued) Overview of traffic data type and its structure used in ITS application field.

ITS application
field

Type of traffic
data used

Structures of traffic data used Ref.

Vehicle Behavior Data Event lists/linked lists, Time series, State
machines

Vehicle Spacing Data Time series, 2D arrays/matrices, Circular buffers

Vehicle Route Choice Data Graph structures, Route lists, Time series

Onboard Sensor Data Arrays, Multidimensional arrays, Data streams

Vehicle In/Out Flow Data Time series, Hash tables/dictionaries, Database
tables

In-Vehicle Video Data Video frame data structures, Circular buffers,
Time series

Vehicle Identification Data Image data structures, Database tables, Hash
tables/dictionaries

Traffic engineering
computing

Traffic Flow Data Time series, 2D arrays/matrices, Hash tables/
dictionaries

e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007; Jin et al., 2022; Yuan and Li,
2021)

Traffic Volume Data Time series, Data tables, Circular buffers

Traffic Speed Data Time series, 2D arrays/matrices, Spatiotemporal
grids

Traffic Density Data 2D arrays/matrices, Grid data structures, 3D
arrays

Intersection Control Data Graph structures, State machines, Adjacency
matrices/lists

Traffic Signal Data Time series,State-time tables, Finite state
machines

Vehicle Detection Data Arrays, Time series, Sensor networks

Queue Length Data Arrays, Time series, Queues

Real-Time Traffic Data Spatiotemporal grids, Data streams, Time series

Traffic Incident Data Event logs, Linked lists, Graph structures

Traffic Simulation Data Simulated network graphs, Time series data,
Multidimensional arrays

Travel Time Data Time series, 2D arrays/matrices, Historical data
tables

Weather and
Environmental Data

Time series, Grid data structures, Nested
dictionaries

Adaptive Control Data Reinforcement learning models, Decision trees,
Markov decision processes

Global Positioning
System

GPS Location Data Coordinate points, Time series, Spatiotemporal
databases

e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007)

Vehicle Trajectory Data Trajectory lists/linked lists, 2D arrays, Geospatial
databases

Time Stamp Data Time series, Timestamps in arrays, Linked lists

Speed and Velocity Data Time series, 2D arrays/matrices, Circular buffers

Route Choice Data Graph structures, Path lists, Adjacency matrices/
lists

Map Matching Data Geospatial databases, Hash tables/dictionaries,
Tree structures

Distance and Bearing Data Arrays, Linked lists, Mathematical matrices

Satellite Signal Data

(Continued on following page)
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TABLE 10 (Continued) Overview of traffic data type and its structure used in ITS application field.

ITS application
field

Type of traffic
data used

Structures of traffic data used Ref.

Time series, Signal strength arrays, Circular
buffers

GPS Error Data Error logs, Statistical tables, Time series

Geofencing Data Polygon data structures, Hash tables/dictionaries,
Geospatial databases

Real-Time Location Data Data streams, Spatiotemporal grids, Time series

Vehicle Identification Data Hash tables/dictionaries, Database tables, Linked
lists

Historical GPS Data Time series databases, Archival data tables,
Linked lists

Road safety Accident Data Event logs, Database tables, Linked lists e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007)

Road Condition Data Time series, Grid data structures, Nested
dictionaries

Traffic Volume Data Time series, 2D arrays/matrices, Circular buffers

Vehicle Speed Data Time series, 2D arrays/matrices, Spatiotemporal
grids

Driver Behavior Data Event logs, Linked lists, Finite state machines

Pedestrian and Cyclist Data Event lists/linked lists, 2D arrays, Spatiotemporal
databases

Weather and
Environmental Data

Time series, Grid data structures, Spatiotemporal
databases

Intersection Control Data Graph structures, State machines, Adjacency
matrices/lists

Traffic Signal Timing Data Time series, State-time tables, Finite state
machines

Vehicle Trajectory Data Trajectory lists/linked lists, 2D arrays, Geospatial
databases

Roadway Design Data CAD models, Graph structures, Geospatial
databases

Collision Avoidance Data Sensor data streams, Time series,Real-time
processing queues

In-Vehicle Monitoring
Data

Time series, Data streams, Multidimensional
arrays

Traffic Enforcement Data Event logs, Database tables, Hash tables/
dictionaries

Object detection Image and Video Data Image matrices (2D arrays), Video frame
sequences, Multidimensional arrays

e.g., Ref. (Yuan and Li, 2021; Wang et al., 2021; Ekhlak et al.,
2024; Vanajakshi and Rilett, 2007; García-Aguilar et al., 2023;
Varesko and Oreski, 2023)

LIDAR and RADAR Data Point clouds (3D arrays), Voxel grids, Time series

Vehicle Detection Data Bounding boxes, Time series, Hash tables/
dictionaries

Pedestrian Detection Data Bounding boxes,Linked lists, 2D arrays

Traffic Sign and Signal
Data

Image patches, Feature vectors, Hash tables/
dictionaries

Object Classification Data Class labels, One-hot encoded matrices, Decision
trees

Sensor Fusion Data Multisensor arrays, Time series, Nested
dictionaries

(Continued on following page)
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positioning accuracy of vehicles can be improved, especially in
complex urban environment or tunnels, and the reliability of
navigation system can be ensured. For example, a multi-source
information fusion system based on decentralized system
architecture and ground vehicle sequential Kalman filter is
proposed, which can selectively and adaptively fuse information
from odometer and motion assistance constraints in different
driving environments (Mu and Zhao, 2023).

In the field of road safety, by integrating historical accident data,
real-time traffic flow and weather conditions, accident-prone areas can
be predicted and traffic control strategies can be adjusted in real time to
reduce accident risks. For instance, a black spot identification algorithm
based on a deep neural network has been proposed, where a deep neural
network incorporating relevant data category information is
constructed. The model’s capability to identify accident-prone black
spots has been successfully validated (Fan et al., 2019).

In the field of object detection, vehicles, pedestrians and
other traffic participants can be identified more accurately

by fusing lidar, camera and radar data, and the accuracy of
object detection and classification can be improved. For
example, a new automatic program is proposed to detect
small-scale objects in traffic sequences (García-Aguilar
et al., 2023).

4.5 What are the differences of MSIF
technology in different application fields of
ITS? (RQ2.2)

The technical differences in MSDF across these research fields
primarily involve the types of data sources, fusion algorithms, and
application objectives. Each field tailors its fusion techniques based
on specific needs and system requirements, leading to optimized
decision-making and improved performance in intelligent
transportation systems. Related technical features are shown
in Table 12.

TABLE 10 (Continued) Overview of traffic data type and its structure used in ITS application field.

ITS application
field

Type of traffic
data used

Structures of traffic data used Ref.

Trajectory Prediction Data Time series, 2D/3D arrays, Kalman filters

Environment Mapping
Data

Occupancy grids, Topological maps, 3D point
clouds

Obstacle Detection Data Depth maps, Time series, 3D arrays

Real-Time Processing Data Data streams, Circular buffers, Spatiotemporal
grids

Ground Truth Data for
Training

Labeled image datasets, Annotated video
sequences, Database tables

Motion Detection Data Optical flow fields, Time series, Feature point
trajectories

Vehicle Identification Data Feature vectors, Image patches, Hash tables/
dictionaries

TABLE 11 Overview of applications of MSIF in ITS.

ITS application field The application of MSIF in the research hotspot
field of ITS

Ref.

Road traffic Traffic Flow Prediction and Management,Real-Time Traffic Monitoring,
Dynamic Route Planning and Navigation

e.g., Ref. (Liu et al., 2021; Wang et al., 2024a; Liu et al., 2018)

Traffic control Adaptive Traffic Signal Control, Smart Intersection Management,Vehicle-
to-Infrastructure (V2I) Communication

e.g., Ref. (Cheng et al., 2020; Huang et al., 2009)

Road vehicles Vehicle Condition Monitoring and Maintenance, Fleet Management
Optimization,Multi-Modal Vehicle Perception

e.g., Ref. (Hu et al., 2024; Li et al., 2019)

Traffic engineering computing Traffic Simulation andModeling, Dynamic Traffic Flow Analysis, Incident
Detection and Response

e.g., Ref. (Rong et al., 2022; Bosi et al., 2019)

Global Positioning System Enhanced Positioning Accuracy,Multi-Source Navigation Assistance,
Intelligent Path Adjustment

e.g., Ref. (Mu and Zhao, 2023; Chen and Zhao, 2024)

Road safety Accident Risk Analysis, Driver State Monitoring, Collision Avoidance
Systems

e.g., Ref. (Xu et al., 2021; Fan et al., 2019)

Object detection Multi-Modal Sensing and Object Recognition, Scene Understanding and
Monitoring, Intelligent Surveillance and Behavior Analysis

e.g., Ref. (Saadi et al., 2018; Kashinath et al., 2021)
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4.6 How to solve the problems of
inaccuracy, incompleteness and noise in
heterogeneous traffic DF? (RQ3)

In heterogeneous traffic DF, issues like inaccuracy,
incompleteness, and noise can have significant negative impacts.
Here’s a breakdown of the hazards and potential solutions.

4.6.1 Hazards of inaccurate, incomplete, and noisy
data in traffic DF
4.6.1.1 Decision-making errors

Inaccurate and incomplete data can lead to incorrect traffic flow
predictions, suboptimal route planning, or faulty traffic signal
controls,etc. Noisy data can trigger false alerts, resulting in
misinformed decisions and inefficient resource allocation (Xu Y.
et al., 2023; Yi et al., 2003).

4.6.1.2 Degraded model performance
Machine learning models and algorithms rely on high-quality

data. Inaccurate and noisy inputs degrade model accuracy, resulting
in poor predictions, misclassifications, and potentially biased results
(Wang L. et al., 2024; Duan, 2023).

4.6.1.3 Information conflicts and redundancy
Heterogeneous data from various sources can be inconsistent or

redundant. Without effective handling, conflicts between datasets
can reduce overall data reliability, leading to flawed fusion results
(Xia et al., 2014).

4.6.1.4 Reduced system robustness and stability
Noisy data can cause the system to exhibit unpredictable

behaviors, such as sudden traffic fluctuations or incorrect control
actions, which negatively impact the stability and safety of the entire
traffic system (Zhang et al., 2021; Zhang X. et al., 2022; Li et al., 2024;
Li W. et al., 2023; Guo et al., 2020; Zhang P. et al., 2022).

4.6.1.5 Resource wastage
Erroneous or incomplete data can lead to poor utilization of

infrastructure or resources, such as unnecessary traffic signal
adjustments or inefficient road usage, causing overall inefficiency
(Zhou et al., 2023; XuW. et al., 2023;Wei and Liang, 2019; Chen and
Xu, 2022; Li and Zhang, 2017).

In traffic DF, the accuracy, integrity and low noise of data are
very important for the performance of ITS. The application
scenarios of ITS include traffic monitoring, autonomous driving,

TABLE 12 Technical Characteristics of applications of MSIF in ITS.

ITS application
field

Fusion methods used Applications Technical characteristics Ref.

Road traffic Time-series models (e.g., LSTM),
graph convolutional networks
(GCN), Bayesian inference

Real-time traffic state prediction,
dynamic route guidance

Focuses on traffic flow prediction, congestion
detection, and real-time monitoring by

integrating traffic sensor data, social media,
and video surveillance for comprehensive

analysis and management

e.g., Ref. (Liu et al.,
2021; Wang et al.,
2024a; Liu et al.,

2018)

Traffic control Hierarchical decision-making,
multimodal DF, reinforcement

learning

Adaptive traffic signal control,
coordinated traffic management at

intersections

Primarily used for adaptive signal control
and intelligent traffic light systems by
integrating vehicle communication,
environmental sensors, and video

surveillance for dynamic signal optimization
and traffic management

e.g., Ref. (Cheng et al.,
2020; Huang et al.,

2009)

Road vehicles Multi-sensor fusion (e.g., Kalman
filter, Bayesian inference), deep

learning (e.g., convolutional neural
networks)

Environment perception in
autonomous vehicles, lane-keeping

assistance systems

Focuses on vehicle perception and
autonomous driving by integrating data from
onboard sensors (e.g., cameras, LiDAR,

radar) and external information to improve
situational awareness and decision-making

e.g., Ref. (Hu et al.,
2024; Li et al., 2019)

Traffic engineering
computing

Data-driven modeling,
spatiotemporal data analysis,

simulation optimization algorithms

Urban traffic simulation, bottleneck
analysis

Involves large-scale traffic simulation and
optimization by integrating historical data,
real-time sensor data, and environmental

information to model and optimize complex
traffic networks

e.g., Ref. (Rong et al.,
2022; Bosi et al.,

2019)

Global Positioning
System

Tight and loose coupling fusion,
map-matching algorithms

High-precision navigation, route
planning in complex environments

Focuses on improving positioning accuracy
by integrating GPS, inertial measurement

units (IMUs), Wi-Fi, Bluetooth beacons, and
map data, especially in urban environments

e.g., Ref. (Mu and
Zhao, 2023; Chen and

Zhao, 2024)

Road safety Multimodal DF, spatiotemporal data
analysis, machine learning models

Driver fatigue detection, collision
avoidance systems

Aimed at accident prevention and driver
behavior monitoring by integrating

physiological sensors, in-vehicle cameras,
environmental sensors, and historical

accident data for real-time safety assessment

e.g., Ref. (Xu et al.,
2021; Fan et al., 2019)

Object detection Deep learning models (e.g., YOLO,
SSD), sensor-level and feature-level

fusion

Pedestrian and obstacle detection in
autonomous vehicles, behavior
recognition in traffic surveillance

Used in complex traffic environments for
multi-object detection and recognition by
integrating data from cameras, LiDAR, and
radar to improve detection accuracy and

robustness

e.g., Ref. (Saadi et al.,
2018; Kashinath et al.,

2021)

Frontiers in Future Transportation frontiersin.org13

Li et al. 10.3389/ffutr.2025.1627426

https://www.frontiersin.org/journals/future-transportation
https://www.frontiersin.org
https://doi.org/10.3389/ffutr.2025.1627426


real-time path planning, etc. These applications depend on the high-
quality fusion of multi-source data, so the author actively discusses
such research issues. The solution of MSDF in related research fields
mainly involves data source types, fusion algorithms and application
targets, and its fusion technology is customized according to specific
needs and system requirements, thus ensuring the accuracy,
integrity and robustness of traffic DF. By means of data cleaning,
weighted fusion, denoising, multimodal fusion and real-time
monitoring, intelligent transportation system can cope with the
complex and dynamic real traffic environment, thus providing
safer and more efficient traffic management and services.
Figure 4 presents the specific procedure in detail.

4.6.2 Solutions for addressing data inaccuracy,
incompleteness, and noise in traffic DF
4.6.2.1 Data cleaning and preprocessing

• Data Imputation: Fill missing values using interpolation,
regression algorithms, or other data-driven approaches to
enhance data completeness.

• Outlier Detection and Removal: Use statistical methods,
machine learning, or rules-based systems to identify and
remove anomalies and noise, ensuring high-quality data input.

4.6.2.2 Weighted DF
Assign weights to different data sources based on their reliability

and historical accuracy. Apply weighted averaging or Bayesian
methods to fuse data, reducing the influence of noisy inputs.

4.6.2.3 Deep learning for denoising and correction
Leverage autoencoders, Generative Adversarial Networks

(GANs), and other deep learning models to automatically detect,
denoise, and correct errors in the data, leading to more accurate and
reliable fusion.

4.6.2.4 Multimodal DF
Integrate data from various modalities (e.g., video, sensors,

social media) using techniques like co-learning or cross-domain
alignment, which helps fill gaps and improve overall data
completeness and accuracy.

4.6.2.5 Real-time data quality surveillance and feedback
Implement real-time surveillance systems that constantly assess

data quality, automatically filtering out inaccurate or noisy inputs.
Dynamic feedback loops can adjust fusion strategies as data
characteristics change.

4.6.2.6 Robust and adaptive algorithms
Design resilient algorithms capable of maintaining high

performance in environments with noisy or partial data.
Adaptive models that adjust to shifting data patterns can help
minimize the negative effects of poor data quality.

4.7 What are the research status, progress
and characteristics of MSIF based on RST in
ITS? (RQ3.1)

Rough set theory (RST) shows the capability to handle
unpredictable conditions, fuzziness and incomplete data in the
research of MSIF (Zhang et al., 2021; Wei and Liang, 2019), so it
shows great research potential in the research of MSIF in ITS. Below
is an overview of the research status, progress, and characteristics of
MSIF based on RST in ITS.

4.7.1 Research status of RST-Based MSIF in ITS
• Handling Uncertainty in Data: In traffic DF, the heterogeneity and
uncertainty of data sources pose significant challenges. RST is well-
suited for classifying and analyzing uncertain data using the
concepts of lower and upper approximation sets, making it
capable of processing vague and incomplete data without
requiring prior knowledge (Chen and Xu, 2022; Li and
Zhang, 2017).

• Feature Selection and Dimensionality Reduction: RST is often
used for feature selection and dimensionality reduction in traffic
DF. By identifying key attributes and removing redundant or
irrelevant information, RST enhances the efficiency and accuracy
of the DF process (Li et al., 2024; Zhang P. et al., 2022).

• Decision Support: RST’s rule extraction capabilities make it
valuable in decision support systems for ITS. RST helps extract
decision rules from multi-source data, aiding in tasks like
traffic flow prediction, incident detection, and resource
allocation (Guo et al., 2020).

4.7.2 Research progress of RST-Based MSIF in ITS
• Hybrid Models Combining RST with Other Techniques:
Researchers have developed hybrid models that integrate RST
with other intelligent algorithms like fuzzy sets, neural networks,
and genetic algorithms to tackle complex traffic scenarios. For
example, fuzzy rough set models are used to handle data
uncertainty (Chen and Xu, 2022), while D-S Evidence Theory
for Attribute Reduction (Li et al., 2024).

FIGURE 4
Solution process of inaccurate, incomplete and noise data in traffic DF.
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• Dynamic Information Fusion: To address the dynamic nature
of traffic systems, RST has been applied in dynamic
information fusion frameworks. These systems adapt to
changing traffic data through incremental learning or
online updates, allowing for real-time responses to evolving
traffic conditions (Zhang X. et al., 2022; Xu W. et al., 2023).

• Multi-Level Information Fusion: Researchers have proposed
layered fusion frameworks based on RST, where data is
processed at different levels. For instance, low-level data
cleaning and preprocessing are followed by mid-level
feature extraction and high-level decision support,
improving overall system performance (Li W. et al., 2023;
Guo et al., 2020).

4.7.3 Characteristics of RST-Based MSIF
• No Need for Prior Knowledge: Unlike traditional probabilistic
methods, RST does not require assumptions about the data’s
probability distribution, making it suitable for handling
incomplete or uncertain information (Zhang et al., 2021; Wei
and Liang, 2019), which is common in heterogeneous traffic data.

• Rule Extraction and Interpretability: RST can extract clear
decision rules from multi-source data, offering good
interpretability (Guo et al., 2020). This is valuable for traffic
management systems where understanding and optimizing
decision-making processes is crucial.

• Handling Data Redundancy and Inconsistency: RST uses
attribute reduction techniques to eliminate redundant data
and reduce the complexity of information fusion while
preserving the essential information needed for decision-
making (Li et al., 2024; Zhang P. et al., 2022).

4.8 What are the research progress,
characteristics and challenges of MSIF in
ITS? (RQ4)

The research of MSIF (multi-source information fusion) in ITS
mainly focuses on how to synthesize multi-source and
heterogeneous traffic data to improve the accuracy and efficiency
of traffic monitoring, forecasting and management.

Below are the key aspects of the research progress,
characteristics, and challenges of MSIF in ITS.

4.8.1 Research progress of MSIF in ITS
• Multimodal DF: As data sources diversify, including sensors,
cameras, GPS, social media, and weather information, MSIF
techniques have advanced in integrating these multimodal
data. For instance, combining camera images, traffic flow data,
and social media reports enhances the accuracy of traffic
prediction and incident detection (Zhao, 2024; Wang
et al., 2016).

• Deep Learning-Based Fusion Methods: Deep learning,
particularly Convolutional Neural Networks (CNNs) and
Recurrent Neural Networks (RNNs), has proven highly
effective for automatic feature extraction and DF.
Researchers have developed models using multi-layer
perceptrons and multi-view learning for handling complex,
heterogeneous traffic data (Bachmann et al., 2012).

• Real-Time Fusion Systems: Advances in computing power and
communication technologies have enabled real-time MSIF
applications in dynamic traffic management. For example,
Vehicle-to-Everything (V2X) communication and cloud
computing are used to achieve real-time traffic data
integration for optimizing signal control and traffic flow
distribution (Huang et al., 2009; Rong et al., 2022).

4.8.2 Characteristics of MSIF in ITS
• Heterogeneity of Data Sources: ITS relies on a wide range of
data sources, including sensor networks, UAV images, in-
vehicle systems, and social media (Li et al., 2023a). A core
feature of MSIF is its ability to handle diverse data types with
varying time scales and spatial resolutions.

• High Real-Time Requirements: Traffic systems demand
timely data processing. MSIF must balance between data
accuracy and real-time processing to ensure quick
responses and effective traffic control (Rong et al., 2022).

• Adaptability and Robustness: Traffic data are often dynamic
and uncertain. MSIF techniques need to be adaptive to
changing data patterns and robust against noise and
anomalies to maintain consistent performance (Xu Y. et al.,
2023; Guo et al., 2020).

4.8.3 Challenges of MSIF in ITS
• Data Indeterminacy and Heterogeneity: Data originating from
various sources can be inconsistent, conflicting, or noisy. A
major challenge in MSIF is resolving these inconsistencies and
ensuring reliable and coherent fusion results (Li et al., 2023a).

• Balancing Computational Complexity and Real-Time
Performance: As data volume and complexity increase,
MSIF algorithms face higher computational demands.
Achieving real-time processing while managing the growing
data complexity remains a key issue (Rong et al., 2022).

• Privacy and Security Concerns: Traffic data can contain
sensitive personal information, especially in connected
vehicle systems. Ensuring data privacy and security during
the fusion process is a critical challenge (Bosi et al., 2019).

• Standardization and Interoperability: Different data sources
and systems may use varying formats and protocols.
Developing standardized DF frameworks to ensure
interoperability across different platforms is essential for
advancing MSIF (Wang X. et al., 2024; Huang et al., 2009).

5 Research findings

With the rise of MSIF in ITS field, It is crucial to grasp the
present landscape of MSIF technology within ITS. The detailed
technology of MSIF in ITS is very important for optimizing the
related research results of ITS. Therefore, in order to highlight the
influence of MSIF technology in ITS field, more emphasis must be
placed on the discovery of each research problem.

For the first research question, the selected research reveals the
diversity of data used in ITS, including source, type, structure and
format, which may lead to great technical differences in the MSIF
methods and technologies selected later, which will have an
important impact on related application research and results, so
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the related fields have great research gaps and value. In addition,
high-quality public data sets can provide a good foundation for
related research, while reasonable evaluation indicators ensure the
reliability, robustness and security of the system, providing a
consistent evaluation standard for related research work.

For the subsequent research inquiry, the objective is to explore
the differences in how MSIF technology is applied in the main ITS
domains, and the conclusion is that the technical differences ofMSIF
in these research fields mainly involve data source types, fusion
algorithms and application objectives. In addition to data source
types, requirements and target requirements also have an important
impact on the relevant fusion technologies adopted.

For the third research question, the research results show that in
MSIF of traffic data, the accuracy, integrity and low noise of data are
very important to the performance of ITS (Zhou et al., 2023; Xu W.
et al., 2023; Wei and Liang, 2019; Chen and Xu, 2022; Li and Zhang,
2017). By means of data cleaning, weighted fusion, denoising,
multimodal fusion and real-time monitoring, the problems of
inaccuracy, incompleteness and noise in MSIF of heterogeneous
traffic data can be effectively solved. In MSIF research, RST
demonstrates its capacity to handle uncertainty, fuzziness, and
incomplete data (Zhang et al., 2021; Wei and Liang, 2019), so it
shows great research potential in the research of MSIF in ITS.

Regarding the final research question, our findings show that
multimodal MSIF techniques (Zhao, 2024; Wang et al., 2016) and
AI-based MSIF technologies—such as deep learning-based fusion
methods (Bachmann et al., 2012) and real-time fusion systems
(Huang et al., 2009; Rong et al., 2022)—are the primary
approaches being explored. For the heterogeneity, high real-time,
adaptability and robustness of traffic data, high requirements are put
forward for related fusion technologies. In addition, data uncertainty
and heterogeneity (Li et al., 2023a), balancing computational
complexity and real-time performance (Rong et al., 2022),
privacy and security issues (Bosi et al., 2019), standardized MSIF
framework requirements (Wang X. et al., 2024; Huang et al., 2009)
are all difficulties in future research.

6 Conclusion

This paper is the first literature review to systematically analyze
the application of MSIF in ITS, which fills the gap in this field. In
conclusion, the review objectives have been met by thoroughly
addressing all the designated research questions. The findings,
derived through a structured methodology of identifying,
categorizing, and evaluating primary studies, aim to provide
researchers with an overview of the current state of MSIF
mechanism in intelligent transportation big data and its
application. This insight is intended to facilitate further
advancements in the field.

The noteworthy findings are as follows.

1) The wide application of ITS leads to a large number of data
types involved. At present, there is no general framework to
solve the MSIF problem, so it is necessary to choose
appropriate fusion strategies and algorithms according to
specific application fields and purposes.

2) In MSIF of heterogeneous traffic data, problems such as
inaccuracy, incompleteness and noise are unavoidable
common problems in application, which usually have
significant negative effects. How to solve these problems is
a research direction worthy of investment.

3) Based on the uncertainty and heterogeneity of traffic big
data, MSIF of traffic data needs to strike a balance between
data accuracy and real-time processing, robustness
and security.

As for the research suggestions, some authors can make
suggestions for the future research and improvement of MSIF in
ITS. The suggested future work is as follows.

1) Artificial intelligence has emerged as a powerful catalyst
propelling the rapid growth of MSIF, and it is an obvious
research trend to introduce relevant research results into the
research field of ITS.

2) MSIF based on RST shows great potential in ITS
application. The research on RST and its integration with
other fusion technologies has great research potential in
dynamic, multi-source and uncertain data processing in the
MSIF field of ITS.

3) In intelligent transportation systems, there are complex and
constantly changing scenarios where the environment evolves
over time, posing dynamic information processing challenges
to algorithms. Therefore, combining techniques that
emphasize real-time processing, high robustness, and
adaptability—such as stream-processing-based algorithms,
reinforcement learning and meta-learning, multi-level
dynamic data fusion, and edge-cloud computing
architectures—represents a highly promising research
direction for the future. By integrating theoretical research
with practical application scenario testing, the optimization
and refinement of intelligent data processing systems in
dynamic environments can be gradually achieved.

4) It is a difficult task to propose a general MSIF framework, but
some attempts can still be made in this respect.
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