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Recent advances in AI raise questions about its social impacts and implementation.

In response, governments and public administrations seek to develop adequate

governance frameworks to mitigate risks and maximize the potential of AI development

and use. Such work largely deals with questions of how challenges and risks should be

managed, which values and goals should be pursued, and through which institutional

mechanisms and principles these goals could be achieved. In this paper, we conduct

a systematic review of the existing literature on the development of AI governance

for public administration. The article describes principles and means by which public

administrations could guide and steer AI developers and users in adopting ethical and

responsible practices. The reviewed literature indicates a need for public administrations

to move away from top-down hierarchical governance principles and adopt forms of

inclusive policy-making to ensure the actionability of ethical and responsibility principles

in the successful governance of AI development and use. By combining the results, we

propose a CIIA (Comprehensive, Inclusive, Institutionalized, and Actionable) framework

that integrates the key aspects of the proposed development solutions into an ideal

typical and comprehensive model for AI governance.
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INTRODUCTION

Over the past few years, advances in machine learning, major increases in available data, databases
and databanks, and the increasing power of processors have significantly boosted the potential for
using artificial intelligence (AI). As a result, AI technologies are increasingly being applied across
all sectors of society, and expectations for the continued development and deployment of AI are
high.While expectations of significant beneficial effects for society and individuals drive technology
and application development, AI may cause risks and problems (Floridi et al., 2018; Tsamados
et al., 2021). For example, using AI for efficiency, optimization, and profit maximization might
lead to increased inequality and power asymmetries, loss of human autonomy, loss of trust in AI
systems, and environmental degradation (Zuboff, 2019; Crawford, 2021; Stahl, 2021). To support
the realization of the social and business potential of AI, governments, various organizations,
and researchers are developing new ways to govern and guide the development and use of AI.
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Many contributors think that the current forms of governance
should be further developed to better steer the development and
use of AI in a socially and environmentally sustainable way,
opening up the question of how public governing institutions
can respond effectively to emerging challenges to ensure that
AI benefits individuals, businesses, and society. For example,
researchers have suggested that a new regulatory agency
should be developed to support the operationalization of good
governance and ethical principles, the assessment of ethical
issues and social impacts should be an indispensable part of
AI development, and governance should utilize more people-
centered and inclusive policy-making (e.g., Floridi et al., 2018; de
Almeida et al., 2021; Ireni-Saban and Sherman, 2021; Stahl, 2021;
Taeihagh, 2021; Ulnicane et al., 2021).

Current AI governance practices include regulations, industry
standards, ethical codes and guidelines, policy strategies,
and procedures for coordination and collaboration between
stakeholders. While regulation and technical standards form
some of the tools for governing AI, they are not by themselves
sufficient to steer AI in a socially purposeful and beneficial
direction, which is why ethical consideration is needed (Floridi,
2018). To address this challenge, ethical governance of AI
aims to minimize the risks of AI and support the use of
technology for the common good, as well as social and
economic sustainability (Taddeo and Floridi, 2018; Winfield
and Jirotka, 2018; Ireni-Saban and Sherman, 2021; Stahl, 2021).
However, as a basis for AI governance, ethical principles
face problems of weak operationalization and implementation
through governmental policies and organizational practices
(Mittelstadt, 2019; Hagendorff, 2020; Larsson, 2020; Morley et al.,
2020; Stix, 2021). The issue seems not to be the lack of proposed
tools and principles as such, but rather their formulation into
an applicable approach in different contexts and at all levels of
society (Yeung et al., 2019; Stahl et al., 2021; Stix, 2021).

The quickly evolving research in this field addresses topics
ranging from governing and using AI for the common
good (Floridi et al., 2020; Tomašev et al., 2020; Stahl, 2021;
Wamba et al., 2021) and sustainable social and environmental
development (Truby, 2020; Vinuesa et al., 2020) to ideas
of universal, human rights–based value frameworks for the
governance of AI (Donahoe and Metzger, 2019; Yeung et al.,
2019; Smuha, 2020). Suggestions addressing ethical issues of AI
governance can be perceived at three levels (Stahl, 2021): policy
and legislation (e.g., Jobin et al., 2019; European Commission,
2022), organizations (Shneiderman, 2020; Tsamados et al., 2021),
and guidance mechanisms for individuals (e.g., Morley et al.,
2020). The governance of AI has also been investigated through
the lens of AI use in the government (Zuiderwijk et al., 2021) and
public sectors (Ireni-Saban and Sherman, 2021).

The policy-level suggestions for developing both policy
implementation procedures and the roles and tasks of
public administrations in AI policy are the major interest of
this article.

These AI governance studies are often influenced by insights
of emerging technology governance (e.g., Taeihagh, 2021;
Taeihagh et al., 2021; Ulnicane et al., 2021), highlighting the fact
that practices of good public governance should also include

taking a facilitating role in the coordination and cooperation
between state and non-state actors (Borrás and Edler, 2020).
Coordination mechanisms and soft-law approaches are potential
ways to improve collective decision-making and increase the
flexibility and adaptability of the ways AI challenges are
addressed in public administration. Such approaches call for
a move away from top-down and formal regulation toward
procedural improvements in decision-making and governance
through various coordinated, anticipatory, and participatory
processes (Kuhlmann et al., 2019; Taeihagh et al., 2021). These
calls for more flexible (i.e., tentative, adaptive, anticipatory)
technology governance modalities and procedures seem to
intertwine with each other (Winfield and Jirotka, 2018; Lehoux
et al., 2020; Ireni-Saban and Sherman, 2021). Whereas flexible
forms of governance provide procedural answers to emerging
technology challenges, ethical governance seeks to formulate and
apply ethical guidelines to such challenges. Both approaches seek,
in turn, to support the development of public governance by
referring to principles of responsible research and innovation
(RRI) (Winfield and Jirotka, 2018; Lehoux et al., 2020; Ireni-
Saban and Sherman, 2021). According to the RRI approach,
stakeholder involvement, dialogue, and consideration of different
perspectives are fundamental in ensuring that various societal
values and interests are accounted for in decision-making.

Thus, the literature on the governance of AI offers a range
of suggestions to help public administrations foster ethical AI,
but the suggestions remain scattered, and more work is needed
in making it applicable to public administration. Therefore, this
study aimed to compile and integrate these suggestions into
a comprehensive and applicable framework. In this article, we
ask what the means are by which public administrations could
foster ethical and responsible development, implementation, and
use of AI in society? To answer this question, we conducted a
systematic literature review on development proposals for the
public governance of AI. We focus on the means by which
governments could ensure that the organizations responsible for
the development, implementation, and use of AI follow ethical
requirements. These development suggestions are not restricted
to mechanisms of implementing governance; they also apply to
the renewal of governance modalities themselves—i.e., the way
governance should be practiced by public governing institutions.

While scholars have put forward a number of various
suggestions to advance the governance of AI, few studies
have attempted to review, compile, and integrate these various
ideas into a coherent framework (see Wirtz et al., 2020;
de Almeida et al., 2021; Stahl, 2021). To the best of our
knowledge, as of writing this article, there is only one
other systematic review on the subject. This study by de
Almeida et al. (2021) summarizes 21 research and policy
papers and presents a rather formal and “top down” AI
regulatory framework as a synthesis. The resulting framework
is based on a traditional model of public administration and
roles of public authorities (i.e., legislative, executive, juridical)
and does not discuss needs to reform public administration
beyond that paradigm. Furthermore, while their framework
involves various forms of cooperation between public operators
and stakeholders, the model pays little attention to “bottom
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up” stakeholders or citizen engagement beyond that of
industry members.

In contrast, the results of our review call for paying
specific attention to the principles and forms of flexible
public governance and RRI, including strong claims for
broad stakeholder and citizen collaboration and engagement in
articulating common goals, ethical principles, and means for
governing AI. A number of studies hold that integrating these
perspectives is of special importance in implementation of ethical
reasoning in public policy and organizational practices (Winfield
and Jirotka, 2018; Kuhlmann et al., 2019; Lehoux et al., 2020;
Ireni-Saban and Sherman, 2021; Taeihagh, 2021; Ulnicane et al.,
2021). Unlike the study by de Almeida et al. (2021), our study is
based on a detailed thematic analysis that enables the validation
of the resulting governance framework elements by explicitly
linking them to the results of this review. Our review updates
the previous contributions by integrating recent works published
from the beginning of 2020 to April 2021.

The paper is structured as follows. The Introduction section
describes and defines the governance of AI and provides an
overview of the challenges of ethical AI governance. The aim
in this section is not to conduct a “deep dive” into general
governance literature but to define the framework of the
review. The Ethical AI governance by public administration
section presents the methodology and phases of our literature
review. In the Methods section, we analyze the solutions
suggested for developing the governance of AI in public
administration. A discussion and compilation of suggested
solutions for an integrated governance framework follow in the
concluding section.

ETHICAL AI GOVERNANCE BY PUBLIC
ADMINISTRATION

Definitions of AI and its risks, potential, and objectives steer
discussions on governance policy. The potential problems and
ethical questions regarding AI are complex and affect society
at large (e.g., Floridi et al., 2018; Zuboff, 2019; Coeckelbergh,
2020; Crawford, 2021; Tsamados et al., 2021). Proposed
responses range from technical design solutions to organizational
management and strategy and government policy to research
on and responsiveness to various direct and indirect short- and
long-term impacts, externalities, and future trajectories of AI
(Stahl, 2021). The perspective in this paper is that AI should be
interpreted not only as stand-alone software (or algorithms) but
also as a general-purpose technology embedded in wider socio-
technical systems. Harnessing the capability of AI in different
sectors of a society transforms the way that society works,
bringing about socio-technical change. Focusing on AI only
as a technical and computational system, separate from its
social context and history, disproportionately narrows the debate
surrounding its ethical implications, societal preconditions, and
potential for social change (Coeckelbergh, 2020; Crawford, 2021)
in public governance.

As a concept, governance is highly multi-dimensional, and
there are different definitions and approaches to it (Frederickson,

2007). Broadly speaking, for our purposes, governance refers to
processes related to decision-making and its implementation. It
refers to the organized interaction between different actors—
i.e., formal and informal regulation or control that guides
action or behavior toward set objectives (Asaduzzaman and
Virtanen, 2016). Usually, public governance literature describes
forms of governance in terms of paradigm shifts (e.g., Torfing
et al., 2020) according to which governance in the public
administration over the past decades has evolved to better
respond to the increased complexity of society and the resulting
“wicked problems”. This change can be described as a shift in
governance from hierarchical, regulatory-centered governance
toward networks and participation, as well as interactive and
democratic governance (Lähteenmäki-Smith et al., 2021).

Technology governance generally refers to the application
of norms, regulations, and coordination mechanisms in the
innovation and use of technology. For instance, Floridi (2018,
p. 3) defines digital governance as “the practice of establishing
and implementing policies, procedures, and standards for the
proper development, use and management of the infosphere,”
which includes good coordination and is complemented by
the normative approaches of digital ethics and regulation.
There is, however, no clear definition of the governance
of AI, and the use of the term varies both in research
papers (Zuiderwijk et al., 2021) and in policy documents
(Ulnicane et al., 2021, p. 78). Typically, the term refers to the
harnessing of the societal potential of AI while concurrently
minimizing risks through various coordination, regulatory, and
other guiding mechanisms. Such mechanisms include ethical
principles, industry standards, information and resource related
steering, and oversight to ensure compliance and enforcement
(Morley et al., 2020; Stahl, 2021). In addition, Gahnberg (2021)
proposed a more specific and technologically oriented definition
of AI governance. He proposes that governance should be
based on key generalizable elements of AI agency, defined as
performance measurements, operating environment, actuators
(i.e., effect on environment), and sensors. This could help
narrow down the complexity of AI phenomena, as different AI
technological components might create unique challenges and
thus may require unique governance mechanisms. Accordingly,
governance can be defined as “intersubjectively recognized
rules that define, constrain, and shape expectations about the
fundamental properties of an artificial agent” (Gahnberg, 2021,
p. 201).

By governance of AI, this paper refers to complementary
normative approaches of governance, regulation, and ethics.
Here, public governance refers to coordination and policy
implementation practices initiated by public authorities and
policy-makers to form policy and steer private and public
AI users and stakeholders; ethics refers to considerations
to what ought to be done, including “over and above”
requirements of the law (i.e., soft ethics), and regulation to
the ways in which legal compliance is part of governance
practices (Floridi, 2018). Governance of AI may include various
frameworks, processes, and tools designed to maintain and
promote cooperative possibilities to formulate shared values
for AI, as well as to make and implement decisions regarding
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desirable directions in the development and use of AI (see Dafoe,
2018).

AI governance mechanisms can roughly be divided into two
distinct categories: soft and hard law (Wallach and Marchant,
2018; Gutierrez et al., 2021). Hard law refers to formal laws
and other sanctioned rules that are developed and implemented
through the formal legislative processes. Soft laws, in turn, refer
to various ethical principles, recommendations, and codes of
conduct, as well as to various technical systems or infrastructure
frameworks and related standards and protocols often used as
forms of self-regulation within organizations and industries. In
the governance of emerging technologies, technology developers
and users are typically guided by soft-law instruments for self-
regulation in the industrial sectors; legislation is retroactively
developed when needed (Taeihagh et al., 2021). However,
we consider soft governance to also include a broader array
of means, such as coordination, as well as resource- and
information-based steering to guide the development and uptake
of emergent technologies. This division between soft and
hard law and between self-regulation and formal hierarchical
regulation reflects the continuous tension between the need for
the public administration to regulate processes to avoid risks
and advance societal objectives and the autonomy of the entities
subject to regulation.

The governance of AI faces problems similar to that of
any other emerging technology, which include information
asymmetries, policy uncertainty, structural power dynamics,
and policy errors (Taeihagh, 2021). These challenges are
crystallized in the well-known Collingridge dilemma, in which
regulators must choose a way to control technology development
without sufficient information regarding the impacts, which
cannot be predicted until the technology is in wide use.
Thus, the regulator may face a situation in which they
need to choose between proactive regulation, protecting
citizens from risks, and a less regulated approach that could
support innovation.

Currently, there are several examples of soft and hard
governance approaches to AI. International standards developed
by the International Organization for Standardization (ISO)
and the Institute of Electrical and Electronics Engineers (IEEE)
guide AI development at the technical level and among AI
developers (Cihon, 2019). Both the European Union (European
Commission, 2021a) and the Organization for Economic
Co-operation and Development OECD (OECDAI Policy
Observatory., 2021) have provided policy recommendations
to support the safe and beneficial development of AI. Other
principles and recommendations include the Asilomar AI
Principles, Ethically Aligned Design by the IEEE, Charlevoix
Common Vision for the Future of Artificial Intelligence,
DeepMind Ethics & Society Principles, Google AI Principles,
and the Information Technology Industry AI Policy Principles
(Future of Life Institute, 2021). While there have been various
proposals in the EU and US for AI-specific regulation [e.g.,
the current EU Artificial Intelligence Act proposal (European
Commission, 2021b); see the High-Level Expert Group on
AI (European Commission, 2022)], there are as yet no wide
AI-specific regulations in effect. Thus, the existing legislation

for AI consists mostly of various more general relevant
regulations. These include human rights in the EU, the
Charter of Fundamental Rights, the General Data Protection
Regulation (GDPR) for privacy, the Product Liability Directive,
anti-discrimination directives, and consumer protection. The
European Commission (2021c) has recently agreed upon two
legislative initiatives, the Digital Services Act (DSA) and the
Digital Markets Act (DMA), to update EU-wide rules for
digital services. The aim of these initiatives is to both protect
the fundamental rights of digital service users and to foster
“innovation, growth, and competitiveness”.

While regulation and standards can be efficient tools for
governing AI, they are not necessarily sufficient to steer AI in a
socially purposeful and beneficial direction, which is why ethical
considerations and a capability to apply ethics in various contexts
are needed (Floridi, 2018; Delacroix and Wagner, 2021). As a
result, ethical principles, codes, and guidelines have emerged
as a key soft governance solution to AI (Floridi et al., 2018;
Jobin et al., 2019; Stix, 2021). Ethical AI governance is not
meticulously defined in the AI governance literature. In general,
it refers to a form of governance that minimizes the risks
of AI, supports the use of technology for the common good,
as well as social and economic sustainability (Ireni-Saban and
Sherman, 2021; Stahl, 2021). Principles of good governance, such
as effectiveness, transparency, participation, responsiveness, and
legitimacy, are also closely related to ethical governance (Winfield
and Jirotka, 2018, p. 2). In addition, ethical AI governance has
been linked to RRI (Winfield and Jirotka, 2018; Ireni-Saban
and Sherman, 2021), which aims to ensure that innovation
activities are in the public interest by taking a broad range
of stakeholders’ perspectives into account at early stages in
the innovation process. However, many authors criticize ethical
principles and guidelines as insufficient for guaranteeing the
ethical development of AI (Mittelstadt, 2019; Stix, 2021), in
particular as such self-regulatory guidelines may be used among
industry for ethics washing and as a means to avoid further
regulation (Hagendorff, 2020; Delacroix and Wagner, 2021). The
challenge for ethical AI governance is not necessarily a lack of
shared values or ethical and responsible governance tools and
principles (Morley et al., 2020). It is rather their compilation into
a manageable and applicable approach that is needed for their
operationalization in governance practices, policy-making, and
AI application and service development (Donahoe and Metzger,
2019; Stahl et al., 2021).

METHODS

To answer our research question, we conducted a systematic
integrative literature review. An integrative literature review
critically examines research data and integrates it to generate new
models or frameworks for examining the selected perspective or
literature (Torraco, 2016; Cronin and George, 2020). While a
systematic literature review may have several different objectives
and audiences (Okoli, 2015), this review aims to contribute to
research that supports public governance for the ethical and
responsible use of AI. In the following, we describe the data
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TABLE 1 | Databases and search terms used.

Databases Search terms

Web of Science, Scopus,

ScienceDirect, Wiley, IEEE, ProQuest,

EBSCO, Sage, and Emerald

(“Artificial intelligence” OR “AI” OR

“machine learning” OR “deep

learning” OR “cognitive computing”

OR “artificial neural networks”)

AND

(“governance” OR “public sector” OR

“public administration” OR

“government policy”)

The first search was performed on all the databases listed in this table. using the

licenses valid in those platforms at the University of Tampere. The second and third

searches were performed only on Web of Science, Scopus, ScienceDirect, Wiley, and

IEEE databases under licenses from VTT Ltd. The different licensing agreements of the

different organizations changed the number of articles included in the search results. In

ScienceDirect, AI was dropped from the search terms, as a maximum of eight Boolean

operators can be used in that database search.

sources and collection methods, search terms, and criteria for
selecting the literature.

We identified articles related to the governance of AI using
the search terms described in Table 1. The search criterion was
that the terms must be included in the abstract, title, or keywords
of the article. To focus on international contributions that are
not behind a language-barrier, we limited the search to English-
language peer-reviewed scientific articles, conference papers, and
book chapters published between 2010 and 2021. The timeframe
was selected for two reasons: first, the general interest in AI
research (Wamba et al., 2021) and especially in governance
(indicated in our searches) has increased significantly only in the
2010s. Second, we wanted to focus on AI governance literature
that accounts for the recent advances in AI ethics and general
governance-related studies.

In addition, when looking at academic literature on AI
governance development, we consciously excluded papers on
the regulation and governance of robotics, digitalization, or
similar technologies to keep the review focused. In addition,
we excluded papers exclusively considering global coordination
efforts for governance. There are a number of national and
international AI policy papers (see, e.g., de Almeida et al.,
2021) that we did not consider in this study, as the number
of available papers was deemed too great for the scope of
this review. Moreover, including policy papers would require
a separate study with a different methodological approach
taking into account their nature as texts carrying various
political aspirations.

The literature search was conducted in three phases; the
original search in 2019 was complemented with the most recent
literature searches from the beginning of 2020 to April 2021:

• The first search was done in October 2019 for articles
published between 2010 and 2019. The results included 1,821
articles before removing duplicates (Web of Science [773],
Scopus [411], Proquest [157], ScienceDirect [46], Wiley [57],
IEEE [159], EBSCO [174], Sage [43], Emerald [1]).

• The second search was done during December 2020 and
included papers published during 2019–2020. This resulted
in 947 articles before removing duplicates (Web of Science

[220], Scopus [511], ScienceDirect [90], IEEE [126]). Wiley
was removed from the search bases as it resulted in 3,261
articles, which was deemed too broad for the search.

• The third search was conducted on April 9, 2021, covering
articles from 2020 to 2021. There were 624 articles before
removing duplicates (Web of Science [23], Scopus [458],
ScienceDirect [104], Wiley [6], IEEE [33].

The search results (n = 3,392) were transferred to the
Mendeley reference manager program, which removed the
remaining duplicates among the search phases. This resulted in
2,240 papers. A three-stage selection process was used to further
limit the number of articles (Figure 1). The first phase involved
assessing the relevance of the research papers to our topic. Due
to the large number of papers, one researcher narrowed down
the papers based on their title and abstract into those articles
that were clearly not suitable for inclusion and those that were
potentially suitable. The selection was validated by discussion
with the research team of four people, after which the process was
repeated to minimize bias. Most of the papers were clearly not
relevant, indicating that the keyword search was too broad. For
example, articles covered issues ranging from land development
andwater governance to animal tracking, block chain technology,
and AI in learning and education. In addition, the sample
included articles dealing with AI for enhancing information-
processing capacities in public-sector decision-making, Internet
of Things and smart cities, legal automation, and various
AI applications in crime prevention, policing, security, and
surveillance. During this phase, we found that papers related
to AI governance could be roughly grouped into the following
subject categories:

a) Governance of AI, broadly referring to governmental actors
using governance mechanisms to steer the development and
implementation of AI, or the improvement of public AI
governance modes and practices themselves;

b) Governance with AI, also known as algorithmic governance
or governance by algorithms, referring to the use of AI as a
tool for governance or regulation embedded in public-sector
decision-making or organizational practices;

c) AI in public-sector services, i.e., e-governance, seeking to
provide and to improve public sector services through IT;

d) Governance of AI in technical terms and/or within
organizations, such as data governance, IT governance, and
corporate governance.

To keep the study dedicated to our specific research question,
we focused on papers examining the governance of AI (category
a, above). To ensure that the potential overlapping of categories
would not cause the exclusion of relevant articles, articles at this
phase were screened using the following criteria:

• Article deals with AI;
• Article covers governance, ethics, or responsibility in the

context of public administration or without specifying
a context;

• Article has a clear societal perspective and is not only or
excessively technical.
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FIGURE 1 | Process of selecting papers. Adapted Prisma flow diagram (Page et al., 2021).

After two rounds of critical reading and the exclusion of
clearly unsuitable articles, 146 articles remained. In the second
phase, two researchers independently reviewed the abstracts
according to the exclusion criteria listed below. Differences in
opinion were discussed in separate meetings. This phase left 63
papers to be analyzed. Researchers aimed to select papers dealing
with the public governance of AI, which included development
suggestions. The inclusion criteria were as follows:

• AI should have a major role in the article. Studies in which AI
plays only a minor role were removed.

• The article should mainly be about governance and ethics
or responsibility in the context of public administration or
without specifying a context. Studies in which governance,
ethics, or responsibility plays only a minor role were
removed, as were studies that are primarily concerned
with organizational or data governance. Studies relating
to algorithmic governance, e-governance, data governance,
corporate governance, or public-sector organization-level
governance were removed.

• The articles should suggest ways to improve the governance of
AI. Studies in which AI governance was a major theme but not
AI development, were removed.

In the third phase, two researchers independently studied
the contents of the selected articles to assess their eligibility
and quality. This resulted in 21 papers for analysis, as most
of the papers did not meet the inclusion criteria after the
researchers read the full text. The quality assessment was based
on the assumption that the concepts of governance and AI are
used loosely in the literature and may appear in the title or
abstract, although their contribution to the content is minor or
insignificant (Asaduzzaman and Virtanen, 2016; see Zuiderwijk
et al., 2021). The quality of the studies was further assessed
on the basis of the relevance of the concepts “governance”
and “artificial intelligence” to the overall study and publication
format. The selection was validated in a discussion with the whole
research group.

The selected articles were then analyzed using qualitative
thematic analysis, following the steps suggested by Nowell et al.
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(2017). The aim was to identify and analyze all the themes and
dimensions that were defined as important for AI governance.
The analysis proceeded in several iterative readings of the
extracted data and full-length articles to form an understanding
of the themes. In the first phases of analysis, the researchers
familiarized themselves with the data and created tentative
categories for further analysis. For each article, two researchers
read the whole article while taking notes according to pre-defined
categories. These categories included basic information, such as
the full citation and abstract; the technology considered in the
article; the objectives, challenges, and development suggestions;
and other remarks. The data extracts were then compiled
into tentative themes, which were tested by rereading articles
iteratively in the next phases and validated in a discussion
among the entire research group. During the rereading, special
attention was given to the following: (1) problem definition,
i.e., how AI governance is framed as a development topic—
typically descriptions of the types of AI-related issues identified
as requiring governance, regardless of existing practices and laws,
thus setting the raisons d’être for the development proposal;
(2) descriptions indicating how the principles and objectives
of AI governance should be developed; and (3) descriptions of
the means and tools needed to improve AI governance. In the
last phases of the analysis, the themes were named and further
integrated into a model consisting of the key takeaways of the
governance proposals in the literature.

FROM INTEGRATIVE GOVERNANCE
FRAMEWORKS TO TOOLS OF
GOVERNANCE

On the basis of the analysis and interpretation of the data,
we classified the development proposals into four themes
(Table 2). The first of the identified themes presents governance
frameworks as a means for providing a comprehensive approach
to the development of governance of AI in the public
administration. Contributions to this theme called for an
integrated view on the governance and coordination of AI,
which should cover highly context-specific issues and impacts
of AI in the regulation processes, policy implementation, and
coordination forms of collective decision-making (Gasser and
Almeida, 2017; Wirtz et al., 2020; de Almeida et al., 2021).

The second theme deals with changing process requirements
of the governance principles to increase the flexibility and
effectiveness of policy development. Contributions to the theme
considered the rationale for developing AI governance tools as
a paradigmatic problem of public governance in the context of
technology governance. The predominant view in these articles
was that AI as a societal phenomenon is complex, wide-ranging,
and rapidly evolving, as well as that traditional state-centric
hierarchical governance should be supplemented with agile or
adaptive governance processes, including forms of co-regulation
and long-term policy strategizing. The contributions to this
theme called for more participatory and bottom-up forms of
decision-making (Cath et al., 2018; Wallach and Marchant, 2018;
Winfield and Jirotka, 2018; Clarke, 2019; Sun andMedaglia, 2019;

Buhmann and Fieseler, 2021; Liu andMaas, 2021; Ulnicane et al.,
2021).

The third theme deals with the normative aspects and values
of governance, as well as with the problem of implementing them
in policy-making and organizational practices. The contributions
in this theme proposed that ethical guidelines and principles are
partially unsuccessful governance tools that do not sufficiently
guide AI developers and users; they also sought to provide ways
to address the related problems. Contributions suggested ways to
enhance the practical implementation of ethical principles and
human rights in policy-making (Floridi et al., 2018; Rahwan,
2018; Wallach and Marchant, 2018; Donahoe and Metzger, 2019;
Sun and Medaglia, 2019; Truby, 2020; de Almeida et al., 2021;
Delacroix and Wagner, 2021; Stix, 2021; Tsamados et al., 2021).

The fourth theme consists of concrete proposals for
actions to be implemented by public administrations in the
form of a regulatory agency or a set of public governing
institutions to support the realization of normative principles
and risk management. The suggestions deal with the steps that
governing institutions should take to improve the oversight
and enforcement of hard and soft governance principles, such
as auditing, standards, forms of supervision, and facilitating
collaboration (Floridi et al., 2018; Bannister and Connolly, 2020;
Dignam, 2020; de Almeida et al., 2021). In the following sub-
sections, we discuss each of these themes more in detail.

Comprehensive Frameworks on
Governance
In the reviewed literature, governance frameworks function
as heuristic descriptions of how to respond to the challenges
and opportunities of AI at different levels of society. These
frameworks link various perspectives, actors, processes, and
mechanisms to form adequate solutions. According to Gasser
and Almeida (2017), governance models or frameworks
help researchers and public administrators to think about
structural and institutional contexts in which AI can be
conceptualized as governable. Rather than focusing on specific
ethical challenges of AI (such as privacy, security, or power
structures), comprehensive frameworks aim to capture the
structural challenges of governance from the perspective of
public decision-making. They provide “a conceptual lens for
societies to think collectively andmake informed policy decisions
related to what, when, and how the uses and applications of AI
should be regulated” (de Almeida et al., 2021, p. 505).

In the reviewed literature, governance is a mechanism
to protect the public interest, minimize risks, and balance
the interests of different stakeholders in a society (Baldwin
et al., 2012) while concurrently ensuring human values
and ethics as the foundation of governance (Gasser and
Almeida, 2017; Cath et al., 2018; Donahoe and Metzger,
2019). Successful policy development should be based on
the views of relevant stakeholders and an understanding of
the societal benefits of AI (Cath et al., 2018; Wirtz et al.,
2020). The AI governance frameworks should support the
increased collective understanding of AI in different contexts
and facilitate consensus-building between various stakeholders,
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TABLE 2 | Overview of suggestions to improve and develop governance of AI.

Theme Main suggestions Contributions

1. Comprehensive

frameworks on governance

Governance frameworks should:

• Support increasing collective understanding of the AI phenomenon and collective reflection

and informed policy decisions on the need for and means of governing AI

• Facilitate consensus-building between various stakeholders and support cost–benefit

analyses between values and interests

• Enable meaningful stakeholder and public consultation and participation in decision-making

• Use a coherent and integrated set of tools that combines various solutions, tools, and

techniques at different levels of society to improve decision-making

• Ensure that developers of AI systems are subject to statutory oversight by an independent

regulator with appropriate investigative and enforcement powers

• Account for the diversity of AI technology and services, including their short- and long-term

direct and potential indirect impacts and challenges

Gasser and Almeida (2017),

Rahwan (2018), Wallach

and Marchant (2018), Wirtz

et al. (2020), de Almeida

et al. (2021)

2. Processes for improving

public governance and

coordination of AI

AI governance should implement agile and adaptive governance processes and pay attention

to the following recommendations:

• Stakeholder collaboration and public deliberation should be maintained as key inputs

throughout governance processes.

• Adopt responsible innovation principles and processes, including communicative principles

for deliberation

• Use co-regulation process in developing AI regulation

• Coordination organizations can support agile and adaptive governance and co-regulation

• Ensure that governance strategies are based on understanding the long-term consequences

and challenges of AI governance

Cath et al. (2018), Wallach

and Marchant (2018),

Winfield and Jirotka (2018),

Clarke (2019), Sun and

Medaglia (2019), Buhmann

and Fieseler (2021), de

Almeida et al. (2021), Liu

and Maas (2021), Ulnicane

et al. (2021)

3. Ethics and human rights

in policy making

Human-rights standards and approaches-based actionable ethical principles can be

enhanced using:

• Assessment of governance capacities and dynamics; ethical and human-rights risks

• Collaboration and stakeholder participation

• Operationalizable tools, mechanisms, and recommendations

• Prerequisites for operationalization include oversight structures, accountability, traceability,

sanction mechanisms, and design for supporting stakeholder involvement and value

alignment in AI development and use

Floridi et al. (2018), Nemitz

(2018), Rahwan (2018),

Wallach and Marchant

(2018), Donahoe and

Metzger (2019), Sun and

Medaglia (2019), Truby

(2020), de Almeida et al.

(2021), Delacroix and

Wagner (2021), Stix (2021),

Tsamados et al. (2021)

4. Tools and tasks for

governing institutions

A regulatory agency or relevant governing institution to support operationalization of good

governance and ethical principles. Tasks of such governing institutions include:

• Oversight and approval of algorithms

• Supervision of organizations developing AI

• Assessment of ethical issues and social impacts of AI, data governance, risk-management

mechanisms, impacts on and of legislation, and AI development processes

• Certification, audition, and development

• Testing and licensing

Floridi et al. (2018),

Bannister and Connolly

(2020), de Almeida et al.

(2021) and Dignam (2020)

as well as support cost–benefit analyses between values and
interests (Gasser and Almeida, 2017; Rahwan, 2018; Wallach and
Marchant, 2018; Wirtz et al., 2020). Such frameworks should
also support the development of holistic governance, in which
multiple levels of AI governance from legislation to ethics and
technical solutions are seen as a systemic whole (Gasser and
Almeida, 2017), and ensure that the developers of AI are subject
to statutory oversight by an independent regulator (Rahwan,
2018; Wallach and Marchant, 2018; de Almeida et al., 2021).

While there is an abundance of overlapping elements in the
frameworks, the approaches differ to some extent from one
another. For instance, the framework suggested by de Almeida
et al. (2021) aims for the implementation of ethical principles
through a process-oriented and regulative approach that defines
the responsibilities and tasks for public institutions and their
interactions with industries and service providers, including
auditing, certification, standards, and legislation. In turn, by

integrating arguments made by Rahwan (2018) and Gasser and
Almeida (2017), Wirtz et al. (2020) proposed an integrated,
layered AI governance framework. The framework proposes
that AI technology and related services present an object of
regulation, as they can potentially cause harmful effects and risks.
In responding to such negative effects, the regulatory process
should use the participatory framing of issues, including assessing
costs, benefits, and risks to various stakeholders, evaluating the
dynamic impact of regulation, and employing regulatory action
for risk management.

The modular frameworks proposed by Wirtz et al. (2020)
and Gasser and Almeida (2017) compress the key perspectives
on the governance of AI into governance layers as follows: (1)
AI technology and services layer, in which we should seek to
understand the diversity of AI technologies and their different
contexts, leading to context-specific governance and governance
mechanisms for different technologies and levels of intervention
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(technical, organizational, policy); (2) AI challenges layer, in
which the variety of societal, ethical, and regulatory impacts
and risks of AI are considered and which helps guide policy
mechanisms by providing an understanding of the wider societal,
ethical, and legal challenges; (3) regulation layer, in which
the challenges and responsibilities that should be addressed
by AI regulation and coordination are defined; (4) public
policy layer, including the implementation of hard and soft
governance mechanisms, which can be social and legal norms,
regulation and legislation, or ethical principles and codes of
conduct, as well as technical and organizational practices such
as data management tools, standards, and certifications; policy
implementation should take into account the various contexts
and levels of implementation in the technical layer and involve
various forms of cooperation between different actors and
stakeholders; (5) collaborative layer, in which stakeholder goals
and conflicting interests are balanced; in this layer, it is important
to build trust, shared values, and motivation among different
stakeholders (Wirtz et al., 2020, p. 825). The operations should
facilitate consensus-building between among the stakeholders
and support cost–benefit analyses of values and interests.

As yet, these models are all theoretical and have not been
empirically tested or systematically co-created with stakeholders.
They are tentative suggestions of aspects that could be considered
in the public governance of AI, aiming to support public policy-
makers in the development of AI governance.

Processes for Improving Public
Governance and Coordination of AI
The second identified theme deals with the question of how to
improve public governance and decision-making by considering
the contextual and changing nature of AI use and impacts,
while avoiding challenges associated with emerging technology
governance. The proposed solutions emphasize the following
three approaches: (a) use of agile and adaptive forms of
governance processes, based on stakeholder inclusion and RRI
principles, (b) integration of the notion of constant technological
change into governance practices, and (c) use of the co-regulation
process for developing regulations (see Table 3).

The agile and adaptive governance approaches are based
on empowering stakeholders in decision-making and flexibly
reconciling various interests and views. The governance is
characterized by constant adaptation as technology evolves—
general principles are needed to guide action, but with enough
flexibility to respond to constant changes (Gasser and Almeida,
2017; Wallach and Marchant, 2018; Winfield and Jirotka, 2018;
Sun and Medaglia, 2019; Ulnicane et al., 2021). Policy-makers
have a crucial role in steering policy to tackle societal challenges.
In this context, the role of the state should be understood more
broadly than as a market corrector. It has different roles from
managing risks to supporting inclusion and mediating different
needs and interests (Ulnicane et al., 2021). Adaptive governance
is based on decentralized, bottom-up decision-making, the use
of internal and external expertise, broad participation, and
the continuous adaptation of governance to uncertainty (Sun
and Medaglia, 2019, paraphrasing Janssen and van der Voort,

2016). Such processes are intended to support an up-to date
understanding of AI and its developments in public governance,
as well as to ensure that the governance mode is based on a set
of values and principles that allow for changes and adaptation
in response to changing circumstances. Winfield and Jirotka
(2018) and Wallach and Marchant (2018), in turn, proposed
agile and responsive forms of governance, in which the role of
public administration is seen as an enforcer of soft governance
mechanisms. Agile, ethical governance aims to ensure that
innovation activities are in the public interest by considering a
broad range of stakeholder perspectives, following responsible
and ethical principles in innovation processes, and adapting
agilely to new situations. From this viewpoint, soft governance
mechanisms and their enforcement become key governance tools
for public administration.

Notions of agile forms of governance are linked to RRI,
which, according to Ulnicane et al. (2021) and Winfield and
Jirotka (2018), should underline AI governance development.
RRI aims to better align both the process and outcomes
of R&I with the values, needs, and expectations of society.
RRI principles include anticipation (analysis of the social,
economic, and environmental impacts of innovation activity),
reflexivity (considering underlying motivations and purposes for
participating in the innovation activity openly), inclusiveness
(bringing into the common discussion various stakeholder and
citizen interests, values, and perspectives), and responsiveness
(learning and changing of target-setting and operative practices)
(Owen et al., 2013). RRI may complement ethical governance,
especially by dealing with the ethical issues in an anticipatory and
reflexive manner. As a precondition for RRI in AI governance,
Buhmann and Fieseler (2021) have argued that AI policies should
be the subject of a critical public debate, reflecting the empowered
voice and perspective of the “ordinary citizen”. However, the
dialogue on AI ethics and responsibility is complicated by
asymmetries of information. This requires outlining practical
ways in which the AI debate might become more accessible
to citizens. For this purpose, they proposed communicative
principles as enablers of meaningful discourse. These include (a)
open forums, where every actor can participate in the debate;
(b) the maximization of actors’ knowledge on the topic at hand;
(c) the inclusion of all arguments so that the issue can be
assessed from all possible angles; and (d) the principle that
various proposals and concerns should be able to influence
recommendations and decision-making.

A critical notion on soft governance tools was put forward
by Clarke (2019), who stated that soft governance tools in
self-regulation are important but ineffective in guiding action
toward common goals. Instead, they suggested a co-regulatory
framework in their comparative analysis of the regulatory
alternatives for AI. Co-regulation refers to a model in which
industry, stakeholders, and public authorities jointly negotiate on
legal obligations. The result is an enforceable set of rules, wherein
the process must take into account the needs of all parties and
not be distorted by institutional or market forces. Clarke (2019)
provided a concrete framework for designing such a regulatory
regime. Based on an earlier paper (Clarke and Moses, 2014), they
put forward a framework for assessing the transparency of the
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TABLE 3 | Approaches for improving the governance of AI.

Approaches Description Contributions

Agile and adaptive

governance processes and

coordination

• AI governance should utilize adaptive, people-centered, and inclusive policy-making, as

governance is a result of multi-stakeholder action coordinated by the state

• It should adopt decentralized, bottom-up decision-making, drawing on an array of expertise

within and outside public administration, and broad participation

• In addition to ethical principles, lessons should be learned from the RRI approach on how to

systematically address societal challenges in technology development and use

• Adoption of transformative innovation policy—innovation policy is also about tackling societal

challenges

• Communicative principles of deliberation and RRI should be used in AI governance and

policy-making

• Establishment of governance coordinating committee or similar organization to coordinate,

e.g., AI stakeholder engagement, dialogue, recommendations, and guidelines

Cath et al. (2018), Floridi

et al. (2018), Wallach and

Marchant (2018), Winfield

and Jirotka (2018), Clarke

(2019), Sun and Medaglia

(2019), Buhmann and

Fieseler (2021), de Almeida

et al. (2021), Ulnicane et al.

(2021)

Co-regulation processes in

developing AI regulation

Develop regulation according to a co-regulatory model, where industry and other stakeholder

representatives together with the public administration negotiate statutory obligations

Clarke (2019)

Long-term governance

strategies

Securing a long-term governance strategy for AI for continuous adaptation of governance to a

state of uncertainty; existing governance tools focus on the application and development of

current governance mechanisms, but research is needed on how the conditions for the desired

governance and its operationalization may change, as well as strategizing to manage medium-

and long-term technological change

Liu and Maas (2021)

regulation process, the consideration of stakeholders’ interests,
the articulation and enforcement of regulatory mechanisms,
and accountability.

The idea of co-regulation and stakeholder coordination is also
present in the Wallach and Marchant (2018) suggestion of a
governance coordinating committee for the implementation of
responsive and agile governance at the national and global levels.
The committee should represent all stakeholders from industry
and civil society to governments and international standards
bodies, as well as individuals or communities that are usually
underrepresented. The committee would undertake various tasks
related to the involvement of different stakeholders in the
provision of a common forum for discussions and mediation
between conflicting interests. It would disseminate and evaluate
information, as well as analyze and develop soft and hard policy
instruments. Additionally, de Almeida et al. (2021), Cath et al.
(2018), and Floridi et al. (2018) have proposed coordinating
organizations that would bring stakeholders together. In addition
to Wallach and Marchant’s description, they proposed that
the coordinating organization should support collecting and
analyzing data, assist and advise different stakeholders in the
development of socially and environmentally sustainable AI,
conduct foresight analysis to define the envisioned and desired
future, and provide recommendations and guidelines for action.

Liu and Maas (2021) have taken a different approach to
AI governance, accounting for the long-term AI challenges
and changing conditions of its governance and related policy
adaptation. They emphasize that current governance processes
and policies lack the capacity to adapt to changes induced by
fast-paced technology innovation and thus to secure long-term
strategies on governing AI. This makes governance approaches
insufficient in the face of problems created by AI. While
existing governance focuses on the application and development
of policies and governance mechanisms, bridging concrete
policies and governance solutions with a long-term governance

strategy requires a proactive, anticipatory, and future-oriented
perspective, which Liu and Maas (2021) call a “problem finding”
approach to governance. Such an approach should be based
on research on and responsiveness to knowledge on what the
potential long-term problems and challenges of AI and its
governance will be, and how the conditions and possibilities for
the desired governance and its operationalization may change.

Ethics and Human Rights in Policy-Making
The crux of the third theme is the way ethics principles and
human values can be used to foster normative ethical governance.
A major challenge for ethical and human rights principles is
their weak implementation and adoption in AI policy-making
and organizational practices. The reviewed literature mostly
considered the lack of operationalizable ethics principles, tools,
and processes (Floridi et al., 2018; Rahwan, 2018; Wallach
and Marchant, 2018; de Almeida et al., 2021; Delacroix and
Wagner, 2021; Stix, 2021; Tsamados et al., 2021), as well as the
implementation of human rights as a value basis for governance
(Donahoe and Metzger, 2019). Although in practice there can be
considerable variation in the way human rights are interpreted
and implemented in different cultural, organizational, and
administrative contexts, and there can be a normative bias
toward western values, Donahoe andMetzger (2019) have argued
governance based on internationally accepted UN human rights
standards should be a normative starting point for the design,
development, and use of AI systems. Their approach rests on
the idea that a globally accepted set of values is needed as a
basis for the governance of AI. First, they claim ethical guidelines
drafted by companies or other organizations can be issue-
or organization-specific and not designed for governmental
policy-making or to form a comprehensive framework for
governance. Second, they claim human rights provide a more
established and universal value-based approach than the ethical
principles of AI. Human rights are already used in the existing
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regulatory structures and instruments. Accordingly, the question
is only how a human rights–based perspective can be put into
practice in the governance of AI. Third, they claim that the
Universal Declaration of Human Rights is already able to do
what ethical frameworks only try to achieve—i.e., taking into
account the impact of AI on people. Stix (2021, p. 15), in turn,
has argued that the suggested elements for the actionability
of ethics principles and human rights are overlapping and
complementary. Human rights can serve as the basis for ethical
guidelines, as demonstrated by the High-Level Expert Group on
AI (European Commission, 2022). Following Stix’s arguments,
the summary in Table 4 integrates tools and operationalizable
principles of ethical principles and human rights.

The suggested concrete operations to support the actionability
of normative principles can be categorized as follows: assessment,
stakeholder participation, principles of operationalization, and
ensuring enforcement. For instance, Stix (2021, p. 7–13)
set out three propositions to guide the implementation of
ethical principles in policy-making. These include “preliminary
landscape assessment” to understand the contextual environment
for implementation; “multi-stakeholder participation and cross-
sectoral feedback” to address the questions of participation
and ways in which principles are drafted; and “mechanisms
to support implementation and operationalizability” of the
principles to define how to implement them and by whom
they should be implemented. Other issues in the literature
include the raising of ethical and impact awareness, as
well as accountability related mechanisms including calls
for oversight and enforcement, auditing, traceability, and
transparency (Floridi et al., 2018; Sun and Medaglia, 2019; de
Almeida et al., 2021; Tsamados et al., 2021).

Various researchers have claimed that assessment supports the
development of principles and guidelines and their application
in different contexts. This helps in forming a picture of
the current state and potential of an AI system or service,
its ethical and human-rights risks, and the extent to which
existing regulation and institutional capacities can address ethical
issues. By assessing the ability of existing governance and
institutional structures to prevent AI risks and support the
implementation of ethical principles, it is possible to form an
opinion on the need for new regulation and implementation
mechanisms. Stakeholder engagement and public debate are key
elements in assessing the technical, organizational, legislative,
and institutional environment in which AI systems operate and
within which their use is governed (Floridi et al., 2018; de
Almeida et al., 2021; Stix, 2021).

Stakeholder engagement should be used both in the definition,
implementation, and post-implementation stages of ethical or
human-rights principles (Delacroix and Wagner, 2021; Stix,
2021). The early involvement of a wide range of stakeholders
and citizens, as well as cross-sectoral dialogue among experts,
might help ensure that the system works legitimately in
terms of democratic and human-rights values (Nemitz, 2018;
Donahoe and Metzger, 2019; Stix, 2021). Delacroix and
Wagner (2021) even put forward that the legitimacy of ethical
frameworks must be questioned if the process is largely driven
and managed by the private sector. Public administrations

or any organizations aiming to devise AI policies without
wider stakeholder consultation risk basing decision-making
on one-sided information (Sun and Medaglia, 2019). As a
solution, Delacroix and Wagner (2021) have suggested that
public administrations should urge professional organizations
to contribute to the development of ethical principles. Other
authors have argued that such stakeholder involvement could
be supported by coordinator organizations (Floridi et al., 2018;
Wallach and Marchant, 2018; de Almeida et al., 2021).

The operationalization of principles can be perceived, in
turn, as concrete “guidance in the form of a toolbox, or
method to operationalize the recommendations” (Stix, 2021,
p. 12). In the reviewed literature, such suggestions included
both technical and non-technical solutions. Stix (2021) suggested
that solutions should include methods and mechanisms to
enable civil debate and empower civil society to influence
decisions on AI activities. Floridi et al. (2018) provided a
list of 20 action points to help policy-makers steer AI for
the good of society. The broad range of recommendations
include the assessment of current regulations and institutional
capabilities; development of legal and coordination procedures,
instruments, and institutions; financial incentivization of AI
research, principles, and procedures, as well as applications
aligning with socially preferable objectives; and support for self-
regulation and ethical capacity and awareness-building among
the public. The latter includes the idea that education and
cross-disciplinary dialogue is needed to ensure that decision
makers, AI developers, businesses, and the general public are
aware of societal, ethical, and legal implications of AI systems
and of concrete recommendations for action (Floridi et al.,
2018; Donahoe and Metzger, 2019; Truby, 2020). This includes
investing in educating policy-makers, students, and practitioners
of relevant fields in subjects of computer science, human rights,
and ethics. Other authors have recommended prerequisites for
operationalization, such as oversight structures, accountability,
traceability, sanction mechanisms, and design to ensure civil
debate and influence (Wallach and Marchant, 2018; Truby,
2020; Tsamados et al., 2021), including proposals for the tasks
different governing institutions should adopt (de Almeida et al.,
2021). Authors have also suggested various technical means and
processes for software engineers to address ethical challenges,
which are not considered here (Truby, 2020; Tsamados et al.,
2021).

Rahwan (2018) has suggested that ethical values and the
involved trade-offs should be articulated in a way that engineers
and designers can operationalize. Specifically, values should
be codified, and the social impacts of algorithms should be
quantified to allow for machine-mediated value negotiation
between different stakeholders and to help in monitoring
compliance with the agreed-upon rules and standards. However,
Clarke (2019) has countered such views by stating the following:
“No means exists to encode into artifacts human values, nor
to embed within them means to reflect differing values among
various stakeholders, nor to mediate conflicts among values and
objectives [. . . ]” (p. 403). The extent to which procedural means
to negotiate values and principles can be supported by technical
solutions is still an open question in the literature, although
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TABLE 4 | Actionability of ethical and human-rights principles.

Task Description Contributions

Landscape assessment • Assessments should be used to support the regulatory and governance processes, as well

as gain knowledge on the technical development and use potential of AI, including ethical

and human-rights risks

• Assessment of the technical, organizational, regulatory, and institutional environment in

which AI systems operate and are made an object for governance; this includes assessing

the capacities of regulatory and government institutions and stakeholders to address legal

and ethical issues

Floridi et al. (2018), de

Almeida et al. (2021), Stix

(2021)

Collaboration and

stakeholder participation

• Enabling wide stakeholder collaboration and participation in developing and applying ethics

principles

• Stakeholder involvement in the design, implementation, and post-implementation phases

• Involvement of professional organizations to contribute to the development of principles

Nemitz (2018), Donahoe

and Metzger (2019),

Delacroix and Wagner

(2021), Stix (2021)

Operationalization

mechanisms

• Technical tools and non-technical recommendations and guidelines

• Mechanisms to enable civil debate and empower civil society to influence decisions on AI

• Development of legal and coordination procedures, instruments, and institutions

• Financial incentivization for AI research, principles, procedures, and applications aligning with

socially preferable objectives

• Technical and ethical education and capacity-building among general public, students, policy

makers, and AI-related experts

• Supporting self-regulation and ethical capacity-building among AI developers

• Supporting AI policy makers and developers in understanding technical, ethical, and legal

impacts of AI

• Prerequisites for operationalization include oversight structures, accountability, traceability,

sanction mechanisms, and design for supporting stakeholder involvement and value

alignment in AI development and use

Floridi et al. (2018), Rahwan

(2018), Wallach and

Marchant (2018), Sun and

Medaglia (2019), Truby

(2020), de Almeida et al.

(2021), Stix (2021),

Tsamados et al. (2021)

various software tools designed to address, minimize, or avoid
the ethical risks of AI also exist (Tsamados et al., 2021).

Tools and Tasks for Governing Institutions
The implementation challenge of ethics principles was a
crosscutting issue to which several concrete tools and
institutional arrangements were proposed in the reviewed
papers (Table 5 below). Concrete recommendations for public
governing institutions such as oversight, monitoring, and
enforcement emerged as a part of a broader set of suggestions to
improve implementability of ethics principles (e.g., Floridi et al.,
2018; Wallach and Marchant, 2018; Truby, 2020; Tsamados et al.,
2021). As observed by Tsamados et al. (2021), a focal ethical
concern is that of assigning moral responsibility to someone in
the case of wrongdoings and enabling the traceability of causes of
wrongdoings in AI systems. Traceability, oversight, and auditing
emerge as tools to enable the legally mandated oversight and
evaluation of AI systems and to increase compliance with ethics
or human-rights standards (e.g., Bannister and Connolly, 2020;
de Almeida et al., 2021) and the Sustainable Development Goals
(Truby, 2020). In Wallach and Marchant (2018) view, public
authorities should also be able to enforce soft-governance rules
(or soft laws). For instance, they could require industrial actors
to follow standards, like ISO 9000 for quality management.
Companies that can consistently demonstrate meeting the
criteria could then apply for certification.

Some authors argued that the governance for the common
good should include independent institutions for oversight,
enforcement, and compliance to minimize the risks of AI and
ensure the actionability of ethics or human-rights principles
(Floridi et al., 2018; Bannister and Connolly, 2020; Dignam,

2020; de Almeida et al., 2021). For instance, de Almeida et al.
(2021) proposed a regulatory agency with a broad array of
tasks ranging from assessing data governance and risk-mitigation
measures to auditing, certification, and standardization. Floridi
et al. (2018), Dignam (2020), and Bannister and Connolly (2020)
have offered analogous suggestions by comparing the needed
agency to supervisory agencies found in the medical sector, i.e.,
an agency that would monitor and approve the use of algorithms
through a process of evaluation and supervision. The executor
of these tasks need not necessarily be a separate institution—
instead, a group of agencies or ministries could also perform
similar tasks (Clarke, 2019; de Almeida et al., 2021).

Furthermore, there are a number of various concrete tasks
that have been suggested for governance institutions, from the
monitoring and approval of algorithms to the development
of risk-management mechanisms. In the following table, we
summarize the major tasks suggested in the literature.

DISCUSSION: TOWARD A
COMPREHENSIVE, INCLUSIVE,
INSTITUTIONALIZED, AND ACTIONABLE
MODEL OF AI GOVERNANCE (CIIA)

The governance procedures and normative principles adopted by
public administrations are key factors in promoting ethical and
responsible technology development. Our review suggests that
such principles and governance practices cannot be meaningfully
separated from each other. Thus, based on the review, we suggest
four general dimensions to be considered and integrated into
AI governance frameworks. By following the core observations
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TABLE 5 | Tasks of AI governance institutions.

Task Description Contributions

Oversight and approval of

algorithms

• Scientific evaluation and supervision of AI products, software, systems, or services; ex-post

monitoring, including:

• Monitoring and enforcing requirements for design, verification, testing, and evaluation

• Verifying that algorithms, e.g., follow existing standards, operate appropriately, are tested,

and have accountability frameworks in place

Floridi et al. (2018),

Bannister and Connolly

(2020), de Almeida et al.

(2021)

Supervision of organizations

developing AI

• Supervision includes a public interest requirement in organizational decisions and the agency

having a right to sit on the board and veto, e.g., tech listings and board personnel

Dignam (2020)

Assessment • Assessment of ethical issues and social impacts of AI, data governance and

risk-management mechanisms, the impacts on and of legislation, and AI

development processes

de Almeida et al. (2021)

Certification, audition, and

development

• Certification before use of products and services with different requirements for different

sectors (e.g., military, health), keeping the court up to date on certificates, and considering

the need of new legislation; management of certificates

• Certify compliance with standards and documentation, transparency, training, responsibility,

and testing requirements

• Audition of ethical impact-assessment procedures, data-management models, potentially

biased systems, and risk-management mechanisms

• Development of data detection systems, risk management, standardization, certification, and

auditing of AI R&D

• Dialogue with industry on best practices and risk-management standards

• Development of definitions of ethical problems and ethical impact assessments

• Strengthening interaction between legislation, policy, and technology

Bannister and Connolly

(2020), de Almeida et al.

(2021)

Testing and licensing • Aims to ensure bias-limited design and testing

• Considers the appropriateness of the use of AI (e.g., high-risk sectors might be inappropriate

for AI applications)

• Considers the social and employment displacement effect of the AI implementation and

costs the license accordingly

Dignam (2020)

of the thematic analysis, we outline these dimensions as follows:
(1) Comprehensiveness (a need for a comprehensive governance
approach that acknowledges the systemic nature of AI and its
governance—including a need for a horizontal and cross-sectoral
governance—and works to provide public governing institutions
and other relevant actors reference models for the governance of
AI). (2) Inclusiveness (a need for engaging various stakeholder
views and values in a dialogic process to form adaptive and
acceptable governance models in complex and rapidly changing
social and technological contexts). (3) Institutionalization (a
need for public institutions and governance tools to ensure
lasting arrangements for oversight and compliance with ethical
standards). (4) Actionability (a need for concrete and actionable
ethical principles and human rights in policy-making).

Comprehensiveness
AI governance frameworks should be all-encompassing, enough
so to account for the systemic and multi-dimensional nature
of the AI phenomenon and its governance challenges (Gasser
and Almeida, 2017; Cath et al., 2018; Donahoe and Metzger,
2019; Wirtz et al., 2020; de Almeida et al., 2021). For this
purpose, frameworks can be, as suggested, multi-layered or
modular (Gasser and Almeida, 2017; Wirtz et al., 2020) in a way
that connects multiple levels of AI governance from legislation
to ethics and technical solutions with an understanding of
the short- and long-term effects of AI implementation. It is
important that the framework accounts for the complexity
and interconnectedness of various governance and application

contexts. Wide horizontal views of governance and collaboration
are important in tackling cross-sectoral and multi-disciplinary
governance challenges of AI. This may also require a mission-
oriented public administration approach, which starts “from the
societal challenge and task at hand and working one’s way from
there, rather seeking to find the solutions through variable and
flexible pathways than of basing the activity to a planning-based
structure of steps and milestones” (Lähteenmäki-Smith, 2020,
p. 6).

Inclusiveness
Being a generic technology, which can be applied in a number
of contexts and connected to various other technologies, AI
needs to be understood as a contextual phenomenon, requiring
context-specific governance mechanisms to address societal,
ethical, and legal challenges. Contextuality emphasizes the
inclusion of various stakeholder and citizen views, knowledge,
and values in governance processes. Complexity requires
granular and flexible responses, which are fostered by collective
understanding, consensus building, and deliberation regarding
potential challenges, impacts, and values in every situation. Due
to the constant change of the technology and social contexts,
governance should be adaptive and agile to both short- and
long-term challenges (Wallach and Marchant, 2018; Winfield
and Jirotka, 2018; Sun and Medaglia, 2019; Liu and Maas,
2021; Ulnicane et al., 2021). Such forms of governance and
coordination need to address AI-related social and technological
complexity, especially through broad stakeholder participation
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and dialogue that can be used as an informational basis
for decision-making and value formulation. Understanding
the needs and interests of stakeholders and including their
unique knowledge of various technological contexts and social
situations can help to reduce information asymmetries and
policy uncertainty. Inclusiveness can be supported through
specific organizations or organizational arrangements aiming to
coordinate and bring together information and stakeholders in
mutual dialogue and learning.

Institutionalization
To avoid ad hoc, scattered, and non-coordinated governance
initiatives and arrangements, the policy and governance
should be clearly coordinated and institutionalized either by
embedding it in existing administrative and regulatory structures
or by establishing a separate agency (or agencies) for the
purpose (Floridi et al., 2018; Bannister and Connolly, 2020;
Dignam, 2020; de Almeida et al., 2021). Tasks for a public
governing structure would include AI-related decision-making,
oversight and approval, auditing, risk management, certification,
standardization, and legislation development. The structure
would develop, test, and stabilize appropriate governance
instruments and approaches in the short and long term. As
suggested in the reviewed literature, the tasks could also include
providing insights on general ethical issues related to AI and
impact assessments to be used in legislation and policy-making.
The institutional procedures for decision-making would include
interaction with stakeholders and responsiveness accordingly.

Actionability
A focal challenge in integrating ethical principles and human
rights in public AI governance is how they can be operationalized
in practice. Operationalizability or actionability of principles and
rights may include various mechanisms and tools to help in
their implementation. The literature includes a broad range of
recommendations from mechanisms of civil debate to various
assessment and auditing procedures, financial incentivization,
and support for self-regulation (Floridi et al., 2018; Rahwan,
2018; Wallach and Marchant, 2018; Donahoe and Metzger, 2019;
Sun and Medaglia, 2019; de Almeida et al., 2021; Delacroix and
Wagner, 2021; Stix, 2021; Tsamados et al., 2021). To be effective,
however, the implementation of such mechanisms should
become a part of responsibility and accountability schemes,
which are linked directly to various oversight, enforcement, and
sanction mechanisms.

In an attempt to merge and integrate the CIIA principles
(comprehensive, inclusive, institutionalized, and actionable) and
the major ideas behind them in the review, we propose the
following comprehensive approach for the governance of AI
(Figure 2). The presented CIIA model is intended as an ideal
typical model that can be used as a reference point for governance
developers, as well as further research on the issue. We used
the ideal type (Stanford Encyclopedia of Philosophy., 2017;
Swedberg, 2018) to refer to a combination of the most essential
characters of a phenomenon. It is an analytical construct that
cannot be found empirically; however, its validity is ascertained
by adequacy. In this case, the model integrates and visualizes the

most important features of the reviewed governance mechanisms
and principles. It does not correspond to particular cases but
functions as a general comparative point for the development or
assessment of governance practices.

While AI governance mechanisms can be studied, inter
alia, from technical tools to organizational leadership, external
oversight, and policies (Shneiderman, 2020; Stahl, 2021), our
ideal typical model focuses especially on the governance interface
between public administrations and organizations using or
developing AI. A key assumption in the model is that the
informational and value basis of the procedures and substantive
rules determine the possibility for ethical and responsible
outcomes. To move toward the ethical development and use of
AI, the principles for good governance, human rights and ethics,
and the procedures of RRI should be integrated in the governance
approach alongside procedures for adaptation to short- and
long-term challenges and strategic objectives (e.g., Winfield and
Jirotka, 2018; Yeung et al., 2019; Buhmann and Fieseler, 2021; Liu
and Maas, 2021; Ulnicane et al., 2021).

In the model, the starting point for the need for and target-
setting and legitimacy of public governance are the societal
and citizen needs and values, as well as the impacts of AI
(number 1 in Figure 2). The needs relate to the capacities and
possibilities of AI applications in societal use—e.g., their potential
to improve services and safety or increase efficiency. While,
for instance, efficiency and safety are also societal values, we
refer more widely to human-rights values and ethical values. As
there can be tensions or even contradictions between various
needs and values, governance is needed as a mechanism to
normatively define the public interest by balancing the interests
of different stakeholders and ensuring an inclusive process of
integrating various human values and ethical standpoints as
the foundation of technology development and implementation
(e.g., Baldwin et al., 2012; Cath et al., 2018; Yeung et al., 2019).
In balancing various interest and values, governing institutions
must be critically aware of, and account for, the various short-
and long-term social, economic and environmental effects of AI
implementation both locally and globally (e.g., Liu and Maas,
2021). To manage this, there needs to be a comprehensive
model that enables furthering the collective understanding
of the phenomena, sustainable policy responses and their
oversight, and the enforcement mechanisms as part of a holistic
governance system.

Governance is a multidimensional phenomenon, which we
earlier defined broadly as referring to processes related to
decision-making, implementation, and organized interaction
between different actors. Numbers 2–3 in Figure 2 refer to the
key stakeholder dimensions. Public administration is seen as the
key public governance institution coordinating, overseeing, and
enforcing various hard- and soft-governance forms. The public,
private, and semi-public organizations’ governance indicates the
legal compliance, self-organization, and implementation (or non-
implementation) of ethical standards and practical means for
actionability. In addition, the interactions among the public
administration, public and private organizations, stakeholders,
and citizens are an essential dimension of ethical and responsible
governance in highly complex environments.
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FIGURE 2 | Comprehensive, inclusive, institutionalized, and actionable framework of AI governance (CIIA).

Public administrations (number 2 in Figure 2) have a specific
responsibility of sensitivity to various societal needs and values
and ensuring that various forms of governance, norm-setting,
steering, and sanctions are compatible and balanced. They also
must take into account the application of AI in various settings,
environments, and for different objectives and potential uses with
varying impacts. In this role, public administrations function
as “brokers” between various social interests and values, while
having their own interest in defining and enforcing the public
good (e.g., Nemitz, 2018; Donahoe and Metzger, 2019; Yeung
et al., 2019; Delacroix and Wagner, 2021; Stix, 2021).

Organizations (number 3 in Figure 2) self-organize their
actions strategically and operationally to manage internal and
external expectations and create practices to pursue their goals.
Depending on the organization, they may involve themselves in
various internal and external activities in AI governance–related
questions. Aside from complying with legal norms, organizations
(like industries) are also stakeholders, whose representatives
put forward their interests to affect the framing and norm-
setting in various dialogues and interactions with the public
administration, other stakeholders, and citizens. Organizations
may also need public and other support attempting to ethically
implement and govern AI. This support may include, for
example, information sharing, providing ethical guidelines that
are based on human rights and broadly shared norms, structures
supporting AI impact assessment, certification, and financial

support for innovative and responsible socio-technical solutions
(e.g., Floridi et al., 2018; Rahwan, 2018; Wallach and Marchant,
2018; Sun and Medaglia, 2019; de Almeida et al., 2021).
Depending on the organizations and their goals, they may
also put varying emphasis on different internal and external
interests. It is expected that industries primarily respond to
shareholder interests, promoting a logic of profit accumulation
in AI development and use (Crawford, 2021), while public or
semi-public organizations might function according to other
objectives. A common industry response to observations about
the ethical challenges of AI and subsequent calls for regulation
are self-regulatory ethical guidelines. Some observers have been
critical of self-regulatory approaches to ethical AI and have called
for compliance with general principles of deliberation, testing
and evaluation, oversight, and sanctions (Yeung et al., 2019).

Besides organizations and industries, citizens are important
stakeholders in democratic societies (number 4 in Figure 2). It
is important that citizens’ values and interests are integrated
into governance processes, as it strengthens the democratic
basis, functionality, and legitimacy of governance (e.g., Delacroix
and Wagner, 2021; Stix, 2021). Furthermore, governing AI
in complex and varied social contexts (context specificity
in Figure 2) increases informational asymmetries and policy
uncertainty (Taeihagh, 2021). Addressing the complexity requires
a firm informational basis that is linked to grass-roots
understandings of situational and societal phenomena with a

Frontiers in Human Dynamics | www.frontiersin.org 15 May 2022 | Volume 4 | Article 858108

https://www.frontiersin.org/journals/human-dynamics
https://www.frontiersin.org
https://www.frontiersin.org/journals/human-dynamics#articles


Sigfrids et al. Governance of AI Review

value base. Wicked or so-called systemic problems (Rittel and
Webber, 1973) further emphasize the importance of gaining
systemic knowledge and building mutual understanding through
the wide inclusion of and deliberation among stakeholders with
local and situational information (Sun and Medaglia, 2019; Liu
and Maas, 2021).

Governance needs to consider both the context specificity
and the emergent and dynamic long-term effects of AI and
the policies aimed at its regulation and coordination (number
5 in Figure 2). The core of Figure 2 covers the general CIIA
principles, as defined above, to be integrated into AI governance.
By following these principles, the governance should be context-
specific and agile in relation to emergent AI-related questions,
reconcile and balance various interests and values, and be
able to legitimate trade-offs while ensuring safety and risk
management. Governance uses widely diverse information to
support collective understanding, decision-making and debate
including academic research, various evaluation and assessment
forms, and stakeholder and citizen perspectives. Ethical AI
governance uses and incorporates actionable ethics, human-
rights, and RRI principles (anticipation of impacts, engagement
of stakeholders in a dialogue, reflexivity on motivations, and
responsiveness to information) in policy-making. It also uses
inclusive and flexible governance mechanisms and practices to
support decision-making adaptability to short- and long-term
governance challenges. In addition, socially sustainable and long-
term development of AI governance requires institutionalized
coordination, oversight and enforcement, safety and risk
management, and information production. However, defining
AI as an object of governance in terms of different contexts
and dynamic long-term effects and ethical risks can be
problematic. One potential way to reduce complexity is to adhere
to Gahnberg’s (2021) proposal to recognize AI through the
fundamental properties of its immediate agency, defined as the
way its performance is measured, its operating environment, the
technology through which it makes an effect, and sensors for
collecting data.

A crucial aspect of the model is that the public administration
aims to correct power imbalances between stakeholders
influencing policy-making by requiring private stakeholders to
follow some substantive and procedural normative principles.
Awareness of the power dynamics involved in the framing and
use of AI is a fundamental concern for the balanced deliberation
of ethical AI. Crawford (2021) has expressed concern over the
extent to which industry narratives have successfully managed
to frame AI and its ethical considerations as separate from the
harmful material and social conditions of its value production.
These conditions may include the extraction of minerals and
other environmental resources, bad labor conditions, and highly
questionable collection and use of data. Framing is central
to how AI problems are understood in policy papers and,
consequently, what kinds of solutions are developed. Framing is
also performative in the sense that it shapes our thinking on what
kind of governance is relevant, urgent, possible, or necessary
(Konrad and Böhle, 2019; Mager and Katzenbach, 2021). Such
framing partially guides the funding of AI, objectives of AI

development, and AI governance principles (Ulnicane et al.,
2020; Bareis and Katzenbach, 2021). In essence, the framing of
AI depends on the extent to which various stakeholder views
are taken into consideration in the forming of AI strategies,
collective sociotechnical imaginaries, and the anticipation of
impacts (Radu, 2021). This is why, according to Crawford
(2021, p. 255), there is an apparent need to understand the
“lived experience of those who are disempowered, discriminated
against, and harmed by AI systems” to shed light on the potential
(and often ignored) harms caused by the systemic conditions for
AI value production.

Ethical governance of AI intertwines with the general
paradigmatic, political, and ideological considerations of
governance and the role of the state. Many of the suggested
AI governance solutions seem to be congruent with the key
characteristics of the so-called New Public Governance (NPG)
paradigm that refers roughly to horizontal inter-organizational
coordination and collaboration, as well as the strong involvement
of citizens and other societal actors in public governance (Torfing
et al., 2020). Similar governance features can also variably be
found in notions of agile, adaptive, tentative, and anticipatory
governance (Kuhlmann et al., 2019; Lehoux et al., 2020; Taeihagh
et al., 2021). However, along with NPG congruence, various
researchers have expressed the strong need for vertical control
in enforcing and overseeing the implementation of substantive
and procedural norms. This suggests an actual overlap of
NPG-related approaches with other governance paradigms
like classical hierarchical bureaucracy. In fact, it might be
counter-productive to restrict proposed solutions to any single
governance paradigm, and policy-makers should instead aim
to adapt and mix different governance modes to find the best
solutions for particular contexts (Rhodes, 2016). The CIIA
model suggests that both types of approaches are important and
that governance should be flexible and adaptive in this sense,
as contexts of application vary considerably. Thus, in practice,
ethical governance incorporates various governance mechanisms
that may hinder unethical and harmful operations and value
production. Furthermore, in line with ethical governance
(Winfield and Jirotka, 2018), the CIIA model assumes that public
administration should adhere to the norms and principles of
democracy and good governance.

While the existing studies on public governance of AI
focus on defining governance targets and mechanisms, there is
an apparent and urgent need for empirical experimentations
and studies on how new forms of governance and the
operationalization of major principles of good AI governance
may be successfully implemented. To our knowledge, there is
currently little empirical basis for the understanding of AI ethics
challenges and potential responses to the application of AI in
different contexts and places (Sun andMedaglia, 2019; Stahl et al.,
2021) or real-world cases of stakeholder engagement and public
deliberation in devising the governance of AI. Empirical studies
and experimentations would serve as practical benchmarks in
functional and non-functional practices for policy-makers and
public administrations in ethical AI governance in varying
technological, administrative, and social contexts.
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CONCLUSIONS

Increasing the utilization of AI in society challenges public
governance institutions to respond in a way that supports the
possibility of beneficial effects to individuals, businesses, and
society. Calls to leverage AI for the common good and perceived
insufficiency of current practices in fostering such processes
are pressuring public administrations to rethink the rationale
for applying traditional regulatory governance mechanisms and
adopt new modes of governance.

Current literature on how public administrations should
develop the governance of AI for the common good is relatively
scant. There has been a need for an updated and integrated
perspective on how public administration could facilitate the
formulation, adoption, and implementation of ethics and human
rights in policy-making and organizational practices. To further
the discussion on the governance of AI for the common good,
our review explored means for its public governance. The
review integrates the various approaches, principles, and tools
suggested for developing governance and offers an updated,
thematically argued, and broad perspective compared to previous
integrative models (Wirtz et al., 2020; de Almeida et al.,
2021).

As a summary of the review, we propose a CIIA framework
that integrates the key aspects of the proposed development
solutions into an ideal typical and comprehensive, general
model for AI governance. The four dimensions sum up the
following principles: (a) AI governance frameworks should be
comprehensive enough to account for the systemic and multi-
dimensional nature of the AI phenomenon and horizontal,
cross-sectoral governance challenges; (b) governance needs to
address AI-related social and technological complexity through
broad stakeholder participation and dialogue that can be used
as an informational basis for decision-making; (c) policy and
governance should be coordinated and institutionalized either
by embedding it in the existing administrational and regulative
structures or by establishing a separate organ(s) for the purpose;
(d) and general ethical and good governance principles of AI
must be actionable via concrete mechanisms and tools to help
in the implementation and be connected to various oversight,
enforcement, and sanction mechanisms.

Besides functional governance mechanisms that are
designed especially to solve societal challenges caused by
the implementation of AI, there is also a need to consider the
influence of political ideologies and institutionalized policies.
The proposed solutions may presuppose an ideological and
paradigmatic shift in the way public governance is organized

in general. The implementation of principles summarized in
the CIIA model imply moving toward public administration
that emphasizes increasingly inclusive collaboration and
horizontal coordination while retaining some forms of
traditional bureaucratic hierarchy for enforcement and
oversight. At present, it seems that we do not have any
systematic real-life experimentation or empirical research on
governance for ethical AI. Thus, there is an apparent need for
empirical experimentations and studies on how new forms of AI
governance may be implemented.
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