
Frontiers in Human Neuroscience www.frontiersin.org November 2010 | Volume 4 | Article 196 | 1

HUMAN NEUROSCIENCE
PersPective Article

published: 02 November 2010
doi: 10.3389/fnhum.2010.00196

Sporns, 2009; Ohiorhenuan et al., 2010). For example, a V4 neuron 
can respond to two stimuli at different locations in its receptive 
field (RF), for instance a circle and a rectangular bar (Figure 1A), 
because there is a projection from an upstream area (in V1 or V2) 
from local circuits that respond to these stimuli. However, if the 
subject is interested in only one of the two stimuli, the impact of 
the other stimulus should be reduced and/or the response to the 
attended stimulus should be strengthened. This can be achieved by 
increasing/reducing the activity in the corresponding upstream area 
of the cells responding to the attended/ignored stimulus, respec-
tively, or by making the projection more or less effective. Although 
it is likely that a combination of the two processes is responsible 
for stimulus selection, we focus here on the latter.

In a previous study, we proposed a mechanism for selective 
attention (Tiesinga et al., 2004, 2008) based on the synchrony 
of inhibitory networks and found the conditions under which 
this mechanism could account for the experimentally observed 
multiplicative gain of orientation tuning curves (McAdams and 
Maunsell, 1999), increased LFP power in the gamma frequency 
range (Fries et al., 2001, 2008), and increased phase locking of 
spikes to the gamma oscillations in the LFP (Fries et al., 2001, 2008). 
In this model, neurons in the attention-modulated area produced 
spike trains that are phase-locked to the periodic inhibitory con-
ductance. The model predicts that neurons in downstream cortical 
areas receive phase-locked excitatory inputs, referred to as non-local 
because they come from outside this cortical area, together with 
inputs from local inhibitory neurons, which could also be synchro-
nized in the gamma frequency range. Our goal is to review and 

IntroductIon
The firing rates of many neurons in the visual cortex are sensi-
tive to the orientation of stimuli in their receptive field (Hubel 
and Wiesel, 1968; Ferster and Miller, 2000), but this response 
can also be modulated by changes in brain state, such as those 
induced by selective attention (Desimone and Duncan, 1995). 
Attention affected the strength of gamma oscillations (30–80 Hz) 
in the local field potential (LFP) and its coherence with spikes in 
single neurons (Reynolds and Chelazzi, 2004; Fries, 2009; Chalk 
et al., 2010).

The possible functional role of gamma oscillations in selective 
attention and stimulus selection has been explored in theoretical 
studies starting with Niebur and coworkers (Niebur et al., 1993; 
Niebur and Koch, 1994). In some studies increasing the amplitude 
of gamma oscillations not only increased the responsiveness of the 
network thereby accounting for experimentally observed increases 
in firing rate (Tiesinga et al., 2004; Borgers et al., 2005; Mishra et al., 
2006; Tiesinga et al., 2008; Zeitler et al., 2008; Buehlmann and Deco, 
2008; Buia and Tiesinga, 2008; Paik et al., 2009; Ardid et al., 2010; 
Gielen et al., 2010), but it could also improve behavioral response 
times by reducing response latencies (Buehlmann and Deco, 2008). 
However, gamma oscillations are typically weak and therefore have 
only a small effect on the firing rate, but they may be fundamental 
for interareal communication (Ardid et al., 2010).

Anatomical connectivity acts as a scaffold to give each neuron a 
stimulus preference (Hubel and Wiesel, 1968; Mooser et al., 2004), 
but behavioral goals often require more flexible modulation of 
connectivity, referred to as functional connectivity (Bullmore and 

Mechanisms for phase shifting in cortical networks and their 
role in communication through coherence

Paul H.Tiesinga1,2* and Terrence J. Sejnowski3,4

1 Donders Institute for Brain, Cognition and Behavior, Radboud University Nijmegen, Nijmegen, Netherlands
2 Physics and Astronomy Department, University of North Carolina, Chapel Hill, NC, USA
3 Howard Hughes Medical Institute, Salk Institute for Biological Studies, La Jolla, CA, USA
4 Division of Biological Studies, University of California at San Diego, La Jolla, CA, USA

In the primate visual cortex, the phase of spikes relative to oscillations in the local field potential 
(LFP) in the gamma frequency range (30–80 Hz) can be shifted by stimulus features such as 
orientation and thus the phase may carry information about stimulus identity. According to 
the principle of communication through coherence (CTC), the relative LFP phase between the 
LFPs in the sending and receiving circuits affects the effectiveness of the transmission. CTC 
predicts that phase shifting can be used for stimulus selection. We review and investigate phase 
shifting in models of periodically driven single neurons and compare it with phase shifting in 
models of cortical networks. In a single neuron, as the driving current is increased, the spike 
phase varies systematically while the firing rate remains constant. In a network model of 
reciprocally connected excitatory (E) and inhibitory (I) cells phase shifting occurs in response 
to both injection of constant depolarizing currents and to brief pulses to I cells. These simple 
models provide an account for phase-shifting observed experimentally and suggest a mechanism 
for implementing CTC. We discuss how this hypothesis can be tested experimentally using 
optogenetic techniques.

Keywords: attention, gamma oscillations, synchrony, phase shifting, phase locking

Edited by:
Thilo Womelsdorf, Robarts Research 
Institute London, Canada

Reviewed by:
Markus Siegel, Massachusetts 
Institute of Technology, USA
Stephanie R. Jones, Harvard Medical 
School, USA
Ole Paulsen, University of Cambridge, 
UK

*Correspondence:
Paul H.Tiesinga, Donders Centre for 
Neuroscience/FNWI, Radboud 
University Nijmegen, P.O. Box 9010, 
6500 GL Nijmegen, Netherlands. 
e-mail: p.tiesinga@science.ru.nl



Frontiers in Human Neuroscience www.frontiersin.org November 2010 | Volume 4 | Article 196 | 2

Tiesinga and Sejnowski Phase shifting in cortical networks

further investigate the functional consequences of these periodic 
synchronous volleys of excitatory (E) and inhibitory (I) inputs and 
to determine how these inputs are generated by networks.

Here we review four results: First, we show how the relative 
phase between periodic excitatory and inhibitory inputs is a mech-
anism for gain modulation and signal gating (Jose et al., 2001, 
2002; Tiesinga et al., 2004; Buia and Tiesinga, 2006; Mishra et al., 
2006), thereby concluding that modulation of the relative phase 
can be a mechanism for the communication through coherence 
(CTC) principle (Fries, 2005; Womelsdorf et al., 2007); Second, 
we analyze whether a neuron receiving periodic excitatory and 
inhibitory inputs can encode information about the excitatory 
inputs in the phase of its spikes (Tiesinga et al., 2002b); Third, 
we investigate how periodic and synchronous excitatory and 
inhibitory activity emerge from network dynamics and how the 
internal phase, global phase and oscillation frequency can be mod-
ulated by external inputs (Buia and Tiesinga, 2006; Tiesinga and 
Sejnowski, 2009); Fourth, we determine how stimulus preference 
and spike phase interact in a hypercolumn model for the visual 
cortex (Tiesinga and Buia, 2007). We conclude by relating these 
results to Arnold Tongues in dynamical systems theory; to recent 
experimental results on phase-shifting and to experimental tests 
of the CTC principle.

results
ModulatIon of sIngle neuron actIvIty by the relatIve phase 
between perIodIc excItatory and InhIbItory Inputs
Consider two local circuits, both projecting to a third circuit 
(Figure 1A), each comprised of E and I cells, with at least a pro-
jection from the local I cells to the E cells. When an input network 
is synchronized it produces periodic E cell activity at a specific 
global phase set by its local I cells. These two sources of E volleys 
together with the local inhibition drive the E cells in the receiving 
circuit. Here we are interested in modeling the impact of E and I 
streams that are out of phase.

We studied the effect of synchronized E and I inputs on a model 
neuron with Hodgkin–Huxley-type channels (Wang and Buzsaki, 
1996; Tiesinga et al., 2004). Periodic and synchronous activity was 
modeled as a Poisson process with a time-varying firing rate com-
prised of a periodic sequence of Gaussian peaks. Each Gaussian 
peak generated a so-called volley: a set of input spike times tightly 
centered on the location of the peak. The period, which is the dis-
tance between consecutive peaks, was 25 ms and the width of the 
peak was parameterized by the standard deviation of the underly-
ing Gaussian distribution, σ, which had a default value of 1 ms, 
corresponding to highly synchronous volleys. The E and I streams 
were phase-locked to each other with the I phase shifted relative 
to E. The simulations were based on the model in Tiesinga et al. 
(2004); the simulations in Figures 1B–D were presented previously 
in abstract form (Jose et al., 2001, 2002) and new simulations were 
performed for Figure 1E. See the Methods section in Tiesinga et al. 
(2004) and the key parameter values in section “Parameter Settings 
for Figure 1”.

The phase of an event is defined relative to an underlying (peri-
odic) oscillation as

2 1π mod , ,
t t

T
event ref−



  

(1)

where t
event

 is the time of the event, t
ref

 is the reference time for which 
the phase is defined to be 0, T is the period of the oscillation, and 
the mod is the modulo operation, which removes the integer part 
of the ratio, yielding phases between 0 and 2π (360°, expressed in 
radians). The value of t

ref
 varied and was chosen for convenience, 

as stated for each calculation. By relative phase we mean the phase 
difference between periodic and synchronous E and I inputs, where 
the E and I phases were calculated using Eq. 1 for the mean phase 
of inputs across a volley. When the E and I inputs come from the 
same local network, the relative phase is referred to as the inter-
nal phase. When they come from different networks, their relative 
phase is the difference between global phases of the relevant local 
networks, usually taken to be the phase of the local E cells because 
these are thought to contribute most to the LFP.

the relatIve phase between synchronous excItatory and 
InhIbItory Inputs acts as a gate
In general, inhibitory inputs to a neuron lower its firing rate. 
However, since synchronous periodic inhibition creates windows 
during which the neuron can spike, the overall effect in combina-
tion with a constant depolarization could either be an increase or 
a decrease in the firing rate (Lytton and Sejnowski, 1991; Tiesinga 
et al., 2004). In contrast, excitatory inputs increase the neuronal 
firing rate and because some neurons act as coincidence detectors, 
synchronous excitatory inputs can increase the rate beyond that 
resulting from asynchronous inputs (Bernander et al., 1994; Murthy 
and Fetz, 1994). Model simulations show that the impact of the 
combined periodic inhibition and excitation (with the same oscil-
lation frequency) was governed by a simple rule (Figures 1B,C): If 
inhibition preceded or arrived at approximately the same time as the 
excitation, the E volley was not effective in driving the postsynaptic 
neuron, but when the E volley preceded the I volley, there was an 
output spike. Hence, the firing rate depended on the relative phase 
of these two inputs, which can be used for stimulus selection.

In the context of Figure 1A, two sources of E volleys together 
with the local inhibition at a specific phase drive the E cells in the 
receiving circuit. Hence, by setting the corresponding global phase 
appropriately, and taking into account axonal transmission delays, 
the input stream from one local circuit can fall inside the window 
where inputs to the receiving cells are effective, whereas the input 
from the other local circuit falls outside this window and will be 
ignored, thereby selecting the stimulus.

The mechanism hypothesized to underlie stimulus selection 
was robust, as we observed it in many simulations with different 
parameter settings, of which we discuss some representative exam-
ples (Figure 1D). The effectiveness of sensory gating depends on the 
degree of synchronization. For highly synchronous volleys with a 
precision σ = 1 ms, there was a plateau with close to maximal firing 
rate for relative phases between 20 and 23 ms. The phase delay is 
given in ms because the oscillation period was kept constant at 25 ms. 
Thus, the E volleys arrived approximately 20 ms after the I volleys, 
or, equivalently, they arrived 5 ms before the next I volley for the 
given constant oscillation period. The onset of this plateau was not 
as sharp as the offset, since the onset represents the recovery of the 
postsynaptic cell from inhibition and was determined by the decay 
time constant (on the order of 10 ms) of the inhibitory conductance. 
The offset was related to the precision of the E volley as follows: 
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blue curve), during which time interval the gate should be closed 
to implement CTC. When both E and I streams were imprecise, the 
firing rate was close to 0 (Figure 1D, green curve).

The observed effects occurred over a range of parameter values, 
and may be applicable to a wider class of models than presented here. 
First, by modulating the output firing rate, the inhibitory conductance 
defines a window for spiking. This requires a minimum inhibitory 
synaptic strength relative to the excitatory conductance, and the sum 
of the precision and inhibitory decay constants should be commensu-
rate with the oscillation period. Hence, for 40 Hz gamma oscillations, 
the decay constant should be less than 10 ms and σ should be less 

Although the centroid of the E volley was before that of the I volley, 
a fraction of the E inputs arrived after the earliest I inputs because of 
the spike time dispersion in the volleys, which sometimes prevented 
an output spike on that cycle. Hence the firing rate started falling 
when the E volleys preceded the I volleys by an interval less than on 
the order of the sum of the standard deviation of the E and I volleys. 
When the E volleys were made imprecise the firing rate was much 
reduced and the peak of the firing rate shifted to an earlier relative 
phase (Figure 1D, red curve). When the I volleys were imprecise, 
the gate was less effective because the output neuron spiked at a low 
rate even for E volleys arriving just after the I volley (Figure 1D, 
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Figure 1 | Communication through coherence (CTC) requires synchronous 
inhibition and excitation. (A) A possible mechanism for CTC (Fries, 2005; 
Tiesinga and Sejnowski, 2009). We consider three local circuits each comprised 
of a network of excitatory (E) and inhibitory (I) cells, with at least an inhibitory 
projection from the I to E cells. Two are in primary visual cortex (V1) and send an 
excitatory projection to the third one located in V4. The receptive field of each 
circuit is indicated by the gray squares that contain the schematic stimuli to which 
the V1 circuits respond: a rectangle for the left circuit and a circle for the right 
circuit. The V4 circuit responds to both stimuli. The yellow halo indicates that locus 
of spatial attention is at the circle stimulus. We explore how CTC can make the 
response of the circle preferring circuit in V1 become more effective in driving the 
neurons in the V4 circuit. The E cells in V4 receive local synchronized inhibition 
and two streams of synchronized E volleys. The following panels show that only 
the E stream arriving before inhibition can be effective in driving the neurons in 
V4. (B) When volleys of synchronized E activity arrive shortly after or at the same 
time as the I volley, the postsynaptic neuron does not spike, whereas (C) when 
the inhibition is delayed with respect to excitation the neuron does spike. We 
show (blue) I and (red) E conductance waveform (in arbitrary units, with the latter 

multiplied by a factor of five to illustrate the timing relationship more clearly) and 
(black) the membrane potential of the postsynaptic neuron receiving those 
synchronous synaptic drives. (D) The gating behavior is more clearly exposed by 
plotting the mean firing rate versus the delay between the E volley and I volley, 
here referred to as the relative phase. The firing rate is close to 0 when the E 
volley arrives just after the I volley and it is maximal when the E volley arrives just 
before. We show four different combinations of excitatory (σexc) and inhibitory 
precisions (σinh) expressed in terms of the standard deviation of spike times in the 
volley with units of ms: (σexc, σinh) is (black curve) (1,1), (red curve) (5,1), (blue 
curve) (1,5), and (green curve) (5,5). These curves show that relative phase 
operates most effectively as a gate when both inhibition and excitation are 
precisely synchronized. (e) Relative phase can gain modulate the input-to-output 
relationship of the neuron. We show the firing rate as a function of the rate with 
which E inputs arrive at the neuron for relative phases equal to (black curve) 
20 ms, (red curve) 12 ms, (blue curve) 8 ms, and (green curve) 6 ms. (A) was 
adapted from Tiesinga, P., and Sejnowski, T. J. (2009). Cortical enlightenment: are 
attentional gamma oscillations driven by ING or PING? Neuron 63, 727–732 
with permission.
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input drive curve was a step on which the firing rate stayed constant 
for a range of input current values. This step was related to the one 
in Figure 1E of which only the start for higher rates of E inputs is 
visible, but for Figure 2 we kept the number of E inputs constant 
and instead varied the level of driving current to the model neuron. 
The spike phase was precise on this step: its standard deviation was 
equal to the half width of the gray shading in Figure 2B. On the step 
the spike phase varied from late in the cycle, just before the arrival of 
the I volley at the start of the step, to earlier in the cycle, just after the 
arrival of the E volley at the end of the step (Figure 2B). This shows 
how phase shifts occur in response to changes in driving current.

spIke phase can encode stIMulus strength
We next considered the case where the (non-local) E inputs were 
feedforward stimulus-related inputs and (local) I inputs modulated 
the transmission of this information. The information channel 
transmitted information about the cycle-to-cycle variation in exci-
tatory input, representing, for example, the strength or orientation 
of a visual stimulus, quantified as the mutual information between 
the number of E inputs and the output spike phase (Tiesinga et al., 
2002b). One difference with Tiesinga et al. (2002b) was that we used 
a fixed number (5) of bins for each variable to minimize the bias 
in entropy estimation (Panzeri et al., 2007; Magri et al., 2009). The 
mutual information (IM) reached a maximum at the start of the 
step and then decreased to 0 at the end of the step (Figure 2C).

The correlation between consecutive spike phases, which can be 
visualized using the return map, in which the next spike phase is 
plotted as a function of the current spike phase (Figure 2D), can 
partially explain the behavior of the IM in terms of the mutual 
information between consecutive spike phases (Figure 2C). When 
the consecutive spike phases are independent (hence uncorrelated), 
the dots will fill out a spherically symmetric cloud, with the highest 
density of dots at the center, corresponding to a distribution which 
is the product of the two marginal distributions. The spike phase 
will generally depend on first, the preceding phase(s) since these 
reflect the neuron’s state in the current cycle, secondly on the E and 
I inputs received prior to the spike. If the E input contributes most 
to the spike phase variability, then the spike phase would convey the 
most information about the feedforward inputs (see Figure 2A). 
This requires minimization of the spike phase correlation and the 
effects of I, the latter could be accomplished by maximizing the E 
spike delay with respect to the I volley. The red cloud (Figure 2D), 
corresponding to a current value just before the onset of the step, 
was not spherical because of skipped spikes: On some cycles spikes 
drop out, which alters the phase of the spike on the next cycle, hence 
there were correlations between consecutive spike phases.

When the phase-lock step was reached, there was a broad green 
cloud, with little correlation and a reasonable spread, so that IM 
reached a maximum. When the current was further increased the 
mean spike phase decreased and the cloud shrunk (blue cloud in 
Figure 2D). The mutual information between spike phase and 
number of E inputs on a cycle is less than or equal to the entropy 
of the spike phase distribution (Cover and Thomas, 1991), which is 
related to the spread of the cloud. Hence, this lowered the amount 
of bandwidth in the channel and, furthermore, the effect of inhibi-
tion was increased. As a result, the amount of information in the 
spike phase about the E input was reduced, whereas the IM with the 

than 5 ms. Second, the excitatory conductance should have a phasic 
component sufficiently strong and have enough precision to reliably 
elicit spikes within the window. This requires a strong enough excita-
tory conductance and for 40 Hz gamma oscillations a precision better 
than 5 ms and a synaptic time constant less than 5 ms.

Overall, the E–I gate was most effective for precise E and I vol-
leys and could tolerate reduced precision of one source without 
degrading too much, but it was not effective when both sources 
were imprecise.

relatIve phase between e and I volleys Modulates the gaIn of 
the Input–output relatIonshIp
The spike train from a neuron contains information about the sensory 
stimulus and the brain state, such as the focus of spatial attention. Within 
the context of an oscillatory brain state, the two information channels 
available at the single neuron level are the presence of a spike on a given 
cycle and the spike phase if it occurs. The information content of the 
spike phase will be discussed in the section “Phase Coding and Shifting 
in Single Neuron Models”. The firing probability of a neuron on a cycle 
is equivalent to its mean firing rate across cycles up to a proportionality 
factor. To quantify this type of information transmission we studied the 
relation between stimulus-related inputs, here taken as the number of E 
spikes in the input volley and the output firing rate for different values 
of the phase of E relative to I (Figure 1E). The resulting curves had sig-
moidal shapes. As the relative phase increased the midpoint shifted to the 
left because the level of inhibition at the arrival time of the E volley was 
less, thus yielding higher firing rates for the same input. The transition 
between non-spiking and spiking also became steeper as reflected in the 
derivative at the midpoint of the sigmoid. This cannot be described as a 
pure multiplicative gain change (Chance et al., 2002), but modulating 
the relative phase can nevertheless be used to select information.

phase codIng and shIftIng In sIngle neuron Models
The same model neuron in the section “Modulation of Single 
Neuron Activity by the Relative Phase between Periodic Excitatory 
and Inhibitory Inputs” was again driven by E and I volleys in the 
gamma frequency range (40 Hz, period of 25 ms), with the E volleys 
preceding the I volleys by 5 ms and each volley having a precision 
of 1 ms, as illustrated schematically  in Figure 2A. The number of 
incoming I and E spikes varied from cycle to cycle because the E and 
I inputs were generated as Poisson processes with a spike density 
comprised of a periodic sequence of Gaussian peaks. This caused 
variability in the spike phase and thus represented a possible infor-
mation channel, as characterized below. The spike phase is defined 
as before using Eq. (1) by taking as the event time the spike time. The 
phase here was designated to be 0 at t

ref 
= 0 ms, relative to which the 

E volley arrived at a delay of 7.5 ms on each cycle and the I volley 
at 12.5 ms. The general framework was identical to that in Tiesinga 
et al. (2002b), except for the additional E volley input in the new 
simulations performed for this paper. See the section “Parameter 
Settings for Figure 2” for the values of the key parameters and the 
Methods section in the original paper (Tiesinga et al., 2002b).

phase-shIftIng Is possIble on phase-lockIng steps
We first kept the properties of the synaptic input fixed and varied 
the amount of constant depolarizing current injected into the model 
neuron (Figure 2B). A prominent feature in the firing rate versus 
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In summary, the spike phase shifts due to external activa-
tion (depolarizing current in Figure 2) during phase locking 
and the cycle-to-cycle variation in spike phase can be used to 
encode information about the input. The amount of informa-
tion that can be recovered is reduced as the spike phase advances 
because of the effect of variability of inhibitory inputs on the 
spike phase.

I input was increased (blue cloud in Figure 2D). When the neuron 
was off the phase-locking step (black cloud in Figure 2D), there 
were strong correlations because there were now additional spikes 
on some cycles, which led to spike-phase correlation reflected in 
the return map by a smeared curve, and corresponding to the rapid 
increase in the mutual information between consecutive phases 
(red curve in Figure 2C).
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Figure 2 | The information content of the spike times depends on the 
mean spike phase. (A) Diagram of model setup, the model neuron (black) is 
driven by synchronous, periodic excitatory inputs (red) that precede the 
synchronous, periodic inhibitory inputs (blue). We sketch the (black) membrane 
potential oscillations in response to (red) E and (blue) I periodic Gaussian spike 
densities, which are drawn together with spike times drawn from them. The 
output spike phase (black ticks in top panel) relative to the oscillation is variable 
because the number of E inputs varies from cycle to cycle. The mutual 
information is used to quantify the information in the spike phase about the 
number of E inputs in the volley that generated the spike. (B) The neuron 
phase-locks in the range of driving currents between approximately 1.0 and 
1.3 (expressed in μA/cm2) because (black line, left hand-side axis) its firing rate 
is constant and equal to the oscillation frequency of the E and I inputs. 
During phase locking, the standard deviation in the spike phase – indicated 
by the half height of gray shading – becomes minimal and (gray curve, 
right hand-side axis) the mean spike phase is a function of driving 

current. Specifically, for higher current values the spikes appeared earlier in 
the cycle. (C), black curve, left hand-side axis) The mutual information 
IM, between the number of E inputs on a given cycle and the resulting 
spike phase, attained its maximum at the low current value of the step 
and decreased when the driving current was increased. In contrast 
(dashed black curve), the mutual information between the number of I 
inputs and spike phase and (red curve) mutual information between 
consecutivespikes phases increased with driving current. For comparison, 
the mean phase is re-plotted from (B) as the gray curve. The colored 
vertical lines indicate the current values for which the return map is shown 
in (D). (D) The spike phase varies from cycle to cycle because of the variation 
in the number of E and I inputs on a cycle and the state of the neuron, the 
latter of which is partially reflected in the value of the previous spike phase. 
The return map shows the correlation between consecutive phases. The color 
of the dots corresponds to the current value indicated by the colored 
vertical lines in (B,C).
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by a negative phase. However, they are not equivalent when there 
are multiple senders, because shifting the phase of the receiver also 
alters the relative phase with the other senders.

the Internal phase between e and I volleys can be shIfted by 
a constant depolarIzIng current to I cells
In the PING mechanism (reviewed in Whittington et al., 2000; 
Tiesinga and Sejnowski, 2009) an E volley recruited an I vol-
ley at a certain latency, which halted E cell activity during the 
decay of the inhibitory conductance, after which the cycle started 
anew (Figure 3A). The sum of the latency and E cell recovery 
period determined the oscillation frequency (Figure 3B) and 
the latency normalized by the oscillation period (Figure 3C) is 
the relative phase between inhibition and excitation (Buia and 
Tiesinga, 2006). Increasing the depolarizing current injected 
into the I cells reduced the latency (and thus relative phase) 

phase shIftIng by external Inputs In coupled 
networks of e and I cells
In the preceding analysis, a single neuron was driven by periodic 
streams of E and I inputs. We also investigated how the phases can be 
changed in networks. We performed new simulations of the model 
studied in Buia and Tiesinga (2006). The network was comprised 
of 400 E and 100 I cells coupled by inhibitory (GABA) and excita-
tory (AMPA) synapses. A description can be found in the section 
“Parameter Settings for Figure 3”, which together with the Methods 
section and Appendix in the original paper (Buia and Tiesinga, 2006) 
provides the necessary details.

Three phases can be changed: the internal phase between local E 
and local I in the sending circuit and the global phases of either the 
sending circuit or the receiving circuit. The latter two are equivalent 
because a positive shift in the sending circuit would have the same 
effect on the relative phase at the receiver as shifting the receiver 
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Figure 3 | Stimulation of interneurons can alter internal phase as well as 
the global phase, thereby providing a means of manipulating information 
transmission according to the communication through coherence 
principle. (A) In the PING architecture, an excitatory (E) volley recruits an 
inhibitory (I) volley at a delay which depends on the level of depolarization of the I 
cells, whereas the E cells recover from inhibition with a time scale that depends 
on the time constant of inhibition and the level of depolarization. This predicts 
that increasing depolarization of the I cells will mostly reduce the I to E latency 
and will not strongly affect the oscillation frequency. Hence, a constant 
depolarizing current changes the relative phase between I and E. (B, green) 
Oscillation frequency, (red) E cell, and (blue) I cell firing rate as a function of the 
depolarizing current injected into the (a) I and (b) E cells. Because the curves are 
overlapping for higher current values, the green curve occludes the red and blue 
curves, thereby making them less visible. (C, red) delay between I and E volleys 
produced by the network and (blue) the corresponding relative phase as 
a function of the depolarizing current injected into the (a) I and (b) E cells. 
(D) Short excitatory pulses, such as those generated by optically stimulating 
channel rhodopsin-2 channels, can shift the global phase of a local circuit. We 

consider a network with reciprocal connections between E and I cells as well as 
mutual inhibition between I cells, which are also stimulated optically. (e, top) 
E-cell spike time histogram for (gray) the unperturbed network and (red) the 
network perturbed by a pulse to the I cells. (e, bottom) I-cell spike time 
histogram for (gray) the unperturbed network and (blue) the network perturbed 
by a pulse to the I cells. Because the pulse arrived before the I cell volley in the 
unperturbed case, it induced a weaker but earlier I cell volley, which resulted in a 
larger and later E cell volley. The effect of this was a forward shift (negative 
phase) that persisted in the stationary state of the oscillation to which the 
network returned in a few cycles. (F) We determined the phase shift as a 
function of pulse strength and pulse time (with reference to the unperturbed 
inhibitory volley, which was at approximately 500 ms). The most effective 
modulation was obtained when the pulse arrived about 10 ms after the I cell 
volley. In that case the shift increased (i.e., became more negative) with 
increasing pulse strength. The scale was inverted with negative phases plotted 
in the positive z direction. A was adapted from Tiesinga, P., and Sejnowski, T. J. 
(2009). Cortical enlightenment: are attentional gamma oscillations driven by ING 
or PING? Neuron 63, 727–732 with permission.
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phase-shIftIng In a hypercoluMn Model of the 
vIsual cortex
Recent experiments have documented evidence for phase shifting of 
neurons in the visual cortex as a function of their firing rate, deter-
mined by their preferred orientation relative to that of the stimulus 
(Vinck et al., 2010). Although phase shifting in the periodically 
driven single neuron did not involve a change in firing rate, this 
might occur in the context of large-scale cortical networks. Gamma 
oscillations often occurred in networks containing inhibitory neu-
rons, either according to an ING or PING mechanism (Whittington 
et al., 2000; Tiesinga et al., 2001; Tiesinga and Sejnowski, 2009). 
However, the neurons need to have relatively similar levels of activa-
tion (although this is not needed for a very large population with 
low firing rates; Brunel, 2000; Buia and Tiesinga, 2006). Within a 
hypercolumn, neurons fire at different rates, making synchrony 
harder to achieve. One way to solve this is to have a separate popu-
lation of interneurons, which synchronize according to the ING 
mechanism (Tiesinga and Buia, 2007; Buia and Tiesinga, 2008). 
The alternative is to use the PING mechanism with interneurons 
that are less orientation selective.

We reran and reanalyzed a network model that oscillated with 
the PING mechanism corresponding to Figure 21.10B in Tiesinga 
and Buia (2007). The model had 21 columns each with 84 E cells 
and 21 I cells connected by inhibitory and excitatory synapses. A 
thalamocortical projection provided orientation selective input to 
cortical neurons. Each column had a different preferred orienta-
tion and the connection probability depended on the difference 
between the preferred orientation of pre- and postsynaptic cells, 
with the E connections being more orientation selective than the I 
connections. This is also referred to as a Mexican hat connectivity 
(Ben-Yishai et al., 1995) and sharpened the orientation selectivity 
of the network’s output relative to its input (Somers et al., 1995). 
Full details can be found in the Methods section and Appendix of 
Tiesinga and Buia (2007). The model was simulated a sufficiently 
long time to perform spectral analyses.

The overall population activity, averaged across 21 columns, each 
with a different preferred orientation, was synchronized at gamma 
frequencies, both in the interval during which the oriented stimulus 
was present and outside this interval, albeit that in the former the 
oscillation frequency was slightly higher (Figure 4A). When subpop-
ulations were analyzed in terms of their preferred orientation, differ-
ences in firing rates emerged during the stimulus period (Figure 4A, 
with a close up in Figure 4B), which were absent outside the stimulus 
period (Figure 4A with a close up in Figure 4C). We compared five 
columns whose preferred orientation (P) was closest to the stimulus 
orientation and five columns of non-preferred orientation (NP) 
whose preferred orientation was furthest away. The P rate was higher 
than that of the overall population and the peak of the spike time 
histogram was ahead of the overall population, whereas the NP 
rate was lower and the peak lagged (Figure 4B). This observation 
was confirmed by calculating the coherence between the P and NP 
population and the overall population (Figure 4D), respectively, 
yielding a negative phase for the P population and a positive one 
for the NP population (Figure 4E). We determined whether this 
phase shifting was also present at the spike level (Figure 4F). For 
this analysis, the peak of inhibitory activity was defined to be at 0 
phase and each spike was assigned a phase relative to this  inhibitory 

(Figure 3Ca),  without  significantly affecting the oscillation fre-
quency (Figure 3Ba). For these simulations, we first determine 
the time of E and I volleys using standard techniques to detect 
events, see Tiesinga et al. (2002c). The oscillation frequency was 
then determined using as the period the average time between 
two consecutive E volleys and the relative phase was calculated 
as the delay between consecutive I and E volleys, divided by the 
aforementioned period. In these examples, the oscillation fre-
quency in the simulation varied from 28 to 32 Hz, and the phase 
varied from approximately 30 to 120°, corresponding to latencies 
of 3–11 ms. By contrast, depolarizing E cells had more effect 
on the oscillation frequency than on the phase (Figures 3Bb 
and Cb, respectively).

These network simulations were relevant to a postsynaptic neu-
ron receiving input from E and I cells in the same local circuit (see 
for instance Buia and Tiesinga, 2006) as well as in the context of the 
diagram in Figure 1A, where a change in the internal phase of the 
sending circuit could alter the difference in global phase between 
the E cells in the receiving and sending circuit.

pulsatIle Inputs to I cells shIft the global phase of gaMMa 
oscIllatIons
As long-range projections between brain areas are predomi-
nantly excitatory, the relevant phase difference is that between 
non-local excitation and local inhibition, which can be changed 
by altering the global phase of either the sending or receiving 
local circuit. Our simulations show that changing the global 
phase of either local circuit does not require a constant depolar-
izing current, rather a short pulse to E or I cells is enough, as 
shown in Figure 3D. The network was oscillating in the gamma 
frequency range and a pulse arrived at the I cells a few millisec-
onds before they would have spiked in the unperturbed network 
(Figure 3E). This advanced the I cell volley, and reduced its size 
because the inhibitory conductance from the previous cycle had 
not fully decayed. The E volley was therefore delayed (it had 
preceded the I volley in the unperturbed oscillation), and was 
increased in amplitude because of the weaker inhibition. The 
overall effect was to advance the oscillation, which yielded a 
negative phase shift.

The size of the phase shift depended on when the pulse was 
applied and how strong the pulse was (Figure 3F). The largest shift 
was obtained for pulse arrivals about 10 ms after the I volley and 
there the size of the phase shift varied with pulse strength across 
almost 300°. This shows that a desired phase shift can be achieved 
by manipulating the pulse strength as long as the timing of the pulse 
is right. Simulations show that pulses to E cells also are effective 
in changing the global phase of the network (data not shown). We 
have not quantitatively compared the relative effectiveness of E 
versus I cell stimulation.

In summary, the global phase of a local circuit can be modu-
lated by pulses, such as those mediated by a synchronized volley 
of synaptic inputs or optogenetic stimulation (Cardin et al., 2009; 
Sohal et al., 2009), whereas changing the internal phase between 
local E and I required a constant depolarization to be maintained 
for as long as the internal phase needs to have the altered value. 
Such slower time scale modulations could be mediated by neuro-
modulators (Buia and Tiesinga, 2006).
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would be expected based on the section “Phase-Shifting is Possible 
on Phase-Locking Steps”. However, the 21 networks synchronized at 
a common oscillation frequency, even though the mean firing rates 
across columns were different from the oscillation frequency; this 
was in contrast with phase shifting in the PING model shown in the 
section “Phase-Shifting is Possible on Phase-Locking Steps”.

In summary, within the context of this hypercolumn model phase 
shifting occurred with characteristics similar to those observed 
experimentally (Vinck et al., 2010). Specifically, in Figures 4 and 5A 
of that study, the phase varied with firing rate, with the earliest phase 

activity. In response to the oriented stimulus, a neuron’s mean  firing 
rate varied with its preferred orientation (Figure 4F, solid black 
line), and the mean phase varied with firing rate (and therefore 
also with preferred orientation, Figure 4F, solid gray line). For the 
highest rate, the spike occurred approximately 4 ms (60°) before the 
inhibitory peak, whereas for the lowest rate it occurred just before 
the inhibitory peak.

The hypercolumn can be viewed as 21 strongly coupled PING 
models, each with a different driving current determined by its 
preferred orientation. From this viewpoint the observed phase shift 
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Figure 4 | gamma phase shifting emerges in a hypercolumn model of the 
visual cortex. We simulated a hypercolumn model where orientation selectivity 
was generated by a thalamocortical projection (Hubel and Wiesel, 1968) and 
where this selectivity was strengthened by recurrent circuitry (Somers et al., 
1995). The firing rate of the E cells depended on the difference between their 
preferred orientation and the stimulus orientation. Parameters are as for 
Figure 21.10B in Tiesinga and Buia (2007). (A) We show the spike time 
histograms for (gray, “All”) all the E cells, (red, P population) five columns with 
preferred orientations closest and (blue, NP population) five columns with 
preferred orientations farthest from the stimulus orientation. The stimulus was 
present between 400 and 700 ms. (B,C) Close up of (A) during (B) the stimulus 
period and (C) after the stimulus. The arrow shows that E cells whose preferred 
orientation matches that of the stimulus fire ahead of the overall population and 
the E cells that prefer an orthogonal stimulus lag the population. After the 
stimulus both groups fire at the same time as the population. (D) The coherence 

between the overall E cell population and P and NP groups has a clear peak at 
gamma frequencies, which shifts to higher frequencies during stimulus 
presentation as compared to when there is no stimulus. We show (red) All-P 
coherence and (blue) All-NP coherence during the stimulus, whereas All-P and 
All-NP coherence after the stimulus is shown in black and gray, respectively. 
(e) The relative phase between entire E cell population and P and NP population 
with the same color code as for (D). During the stimulus period, the Ps have a 
negative phase indicating they are ahead of the population, whereas the NPs 
have a positive phase, indicating they are lagging the overall population. (F, black 
curve) The E-cell firing rate in a column as a function of its preferred orientation 
has a bell shaped curve. Furthermore (gray curve), the spike phase relative to 
the peak in I cell activity varied with mean firing rate and hence was a function of 
the preferred orientation. The cells with the highest firing rate fired 
approximately 60° before the I cells did, whereas those with the lowest firing 
rate fired just before the I cells.
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There are two ways to cycle through different phase-locked 
states: keep f

d
 fixed and vary I so that f

0
(I) changes, or keep I fixed 

and vary f
d
. We will only consider the former case as it relates directly 

to the results reported here, the latter case is discussed extensively 
in (Tiesinga, 2002; Tiesinga et al., 2002a). For A = 0, there is one 
current value I at which the p:q state is obtained: f

0
(I)/f

d 
= p/q, but 

as A increases there is a range of current values for which the output 
rate f

out
 is constant and equal to (p/q)f

d
. Hence, for finite A values, 

there are steps in the f
out 

versus I curve just as in the one shown in 
Figure 2B. When each p:q phase-locked point in the I–A plane is 
colored in the same color according to its p:q value, tongue-like 
structures appear with their tip stuck at A = 0 (Figure 5A). These 
are called Arnold tongues.

phase shIftIng Is possIble on arnold tongues
Even though f

out
 is constant on a step, the spike phase varies from 

late in the cycle for low current values on the step, to earlier in the 
cycle for high current values on the step, similar to what is shown 
in Figure 2B. The spike phase reflects the phase shift in response 
to an external current applied to a single neuron driven by a peri-
odic drive. For the leaky integrate-and-fire neuron the location of 
phase-locked solutions can be calculated analytically (Coombes 
and Bressloff, 1999).

noIse destabIlIzes arnold tongues and lIMIts the 
possIbIlItIes for phase shIftIng
The preceding discussion relates to neurons driven by a constant 
depolarizing current in combination with a periodic drive in the 
absence of noise. Here we discuss the effect of adding a 0-mean white 
noise current with a variance D to the input. For weak noise, phase 
locking is mostly stable: There will be jitter in the neuron’s spike time, 
and therefore also in its spike phase, but the spike phase variance is 
proportional to the noise variance and the mean phase will remain 
the same as it was without noise (Tiesinga, 2002). The spike phase 
variance is directly related to common measures of phase-locking 
strength (Vinck et al., 2010). However, phase-locked states at the 
edge of the step can disappear if the noise causes spikes to drop out at 

corresponding to the highest firing rate, as found for the results in 
Figure 4F. This is discussed further in the section “Phase Shifting 
is Possible on Arnold Tongues”.

dIscussIon
Recent studies have linked fast brain oscillations, measured 
on the scalp or in the LFP, with cognitive processes and brain 
communication (Fries, 2009). To link structure to function, it is 
necessary to study how oscillations emerge in the cortical circuit 
and how these oscillations modulate the encoding of informa-
tion at the single neuron level, with specific reference to the role 
of the spike phase. Here we discuss the mechanisms underlying 
phase shifting in models at the single neuron and network lev-
els presented in the Results sections and relate them to recent 
experimental studies.

a MatheMatIcal MechanIsM for phase shIftIng
Phase shifting is a general phenomenon that occurs in a wide range 
of physical systems. Phase locking of a neuron occurs when it is 
driven by periodic synaptic inputs or current injection and becomes 
entrained. The phase of the periodic stimulus when the neuron 
responds can be influenced by tonic inputs, but not all phase-locked 
states are equally effective in being phase shifted. We briefly discuss 
here the mathematical background on Arnold tongues with regard 
to mechanisms for phase shifting by an external drive.

phase lockIng Is organIzed In terMs of arnold tongues
In response to a constant current I, after discarding a transient, a 
model neuron will fire at a constant rate which is denoted here by 
f
0
(I). This defines an intrinsic frequency (Schreiber et al., 2004). 

When in addition a periodic current with frequency f
d
 (d stands 

for drive) and a very small amplitude A is injected, phase-locking is 
said to occur when the ratio of f

0
(I) and f

d
 is a fraction: f

0
(I)/f

d 
= p/q. 

This phase-locked state is denoted as p:q, which means that there 
are p spikes during q cycles, after which the sequence repeats itself 
(Tiesinga, 2002). For instance in the 1:1 state the neuron spikes 
once on every cycle.
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Figure 5 | Schematic diagram of Arnold tongues. (A) Phase-locked 
solutions are labeled p:q, which means that the neuron produces p spikes on q 
cycles. We illustrate (green) the 1:2 step for which f0 = (1/2)fd; (red) the 1:1 step 
for which f0 = fd; and (blue) the 3:2 step for which f0 = (3/2)fd. The steps have 0 
width (in the current I direction) when the amplitude A of the sinusoidal current 
is 0, but expand when A is increased, with the 1:1 step, the fundamental, 
being the broadest. (B) Noise (strength is indicated by D) destroys the 

phase-locked solutions at the edges, thereby reducing the width of the 
phase-locking steps. (C) The effect of noise is better illustrated by fixing the 
amplitude A and varying the noise strength D. Phase-locking steps shrink as D 
increases until they finally disappear. The 1:1 step is the most stable because it 
persists even when the other steps have already disappeared. The detailed 
description of these results can be found in Tiesinga (2002) for the case where 
fd is varied rather than f0 via I.
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a surrogate. In this context, a neuron is called phase locked when 
the firing rate is significantly modulated by the phase of the LFP 
in a particular frequency band. Phase locking of spikes with the 
LFP in various frequency bands has been observed in the human 
brain, with the distribution of phase-locking frequencies varying 
across cortical areas (Jacobs et al., 2007). For example, gamma 
phase locking was more prominent in the frontal areas, whereas 
in parietal and temporal cortices theta phase-locking was more 
prominent. In the visual cortex of non-human primates, phase 
locking in the gamma frequency band has been observed in some 
instances (Fries et al., 2001, 2008; Bichot et al., 2005). Phase lock-
ing has also been observed in rodent hippocampal neurons, with 
different cell types firing at different phases during theta oscilla-
tions (Klausberger et al., 2003; Klausberger and Somogyi, 2008). 
Furthermore, pyramidal cells in the rodent prefrontal cortex can 
also be locked to the theta rhythm in the hippocampus with a delay 
of 50 ms (Siapas et al., 2005).

Can the phase be shifted in vivo and what are the functional 
consequences? Phase shifting can affect the effectiveness of com-
munication between different brain areas. Consistent with this idea, 
Womelsdorf et al. (2007) found that correlations in the power of 
oscillations between different brain areas varied with the relative 
phase between the LFPs in those areas. Similarly, synchronization 
between cortical areas varied with attention in non-human pri-
mates (Gregoriou et al., 2009) and in humans (Siegel et al., 2008), 
thereby suggesting that attention might be mediated via CTC.

Phase shifting has also been observed in primary visual cortex 
(Konig et al., 1995; Vinck et al., 2010): the gamma phase depended 
on the difference between the neuron’s preferred orientation and 
the stimulus orientation, with spikes appearing earlier in the cycle 
when the preferred orientation matched the stimulus orientation. 
This could also be formulated as a correlation between the phase 
and the spike density (with higher density leading to earlier spikes, 
see Figure 6B). When spike density was interpreted as the spike 
rate in the absence of a periodic drive as in McLelland and Paulsen 
(2009), here referred to as f

0
(I), this would be consistent with the 

phase-locking behavior of a single neuron to a periodic drive as 
discussed above (Figure 6C). However, Vinck et al. (2010) also 
show in their Figure 6 that the range within which the phase can 
be shifted increased with weaker phase locking (Figure 6D). This is 
not consistent with the simple model, where the range of possible 
phases is independent of stimulus amplitude (Figure 6E) and thus 
strength of phase locking (Figure 4 in McLelland and Paulsen, 2009) 
and the effective range is determined by the noise sensitivity, which 
is lower for higher amplitudes, yielding larger phase-shifting ranges. 
Phase precession in the rodent hippocampus is another example of 
phase shifting, relative to a theta rhythm (Mehta et al., 2002).

In the single neuron (Figure 2) and PING network model 
(Figure 3) the firing rate was approximately constant even though 
the spike phase varied, in contrast to the aforementioned experi-
mental results (Vinck et al., 2010). However, within the context of 
the hypercolumn model, phase shifting was obtained even though 
the firing rates were not equal to the oscillation frequency. We can 
speculate that this is due to the fact that each column receives a 
set of excitatory and inhibitory volleys from a number of other 
columns at different phases, with the earliest and highest firing 
rate column being most efficient at outrunning the inhibition, but 

low current side of the step or if additional spikes can occur at high 
current side of the step. As a consequence, the spike phase variance 
is no longer linear in D (Figure 5B). Noise eats away the edges of 
the steps and they shrink in size as D increases. Simulations show 
that the 1:1 step is the most stable because it persists for the largest 
values of D (see Figure 5C and Tiesinga, 2002).

For strong noise, the spike time density is still periodic with fre-
quency f

d
 and the maximum spike density occurs at a specific phase. 

For low firing rates (less than f
d
) this state is driven by stochastic 

resonance (Collins et al., 1995). Without the membrane potential 
fluctuations caused by the noise the neuron does not fire because 
the neuron is subthreshold (Tiesinga et al., 2000). The noise fluctua-
tions induce spikes to occur when the drive is near its peak, which 
leads to periodic modulation of the spike time density. When the 
level of depolarization is increased, the neuron is closer to threshold 
and the firing rate increases, but the mean phase at which these 
spikes occur does not necessarily change. Hence, within this context 
there is no phase shifting by external activation. However, phase 
shifting could still occur when the neuron is part of a synaptically 
coupled neural network, as demonstrated in Figure 4.

experIMental results on phase-shIftIng and 
phase-lockIng
In Figure 2 we showed that neurons phase-lock and can under cer-
tain conditions phase shift in response to external inputs, a property 
that is extended to network models in Figure 3. We compare these 
results with related experimental results, to serve as the basis for 
making new predictions and designing experimental tests.

phase shIftIng and phase lockIng in vitro
Phase locking to injection of a periodic driving current has been 
studied extensively in vitro. McLelland and Paulsen (2009) found 
that CA1 pyramidal cells in rodent hippocampal slices can entrain 
to periodic drives in both the theta (5 Hz) as well as gamma fre-
quency (40 Hz) range, but that phase shifting by increasing the 
level of depolarizing current is only possible for the theta frequency 
range (Figure 6A). The interpretation of this result in the context of 
the preceding discussion is that the intrinsic noise has pushed the 
neuron off the Arnold tongue for gamma frequency drives.

In contrast, interneurons can phase shift to a gamma-frequency 
periodic drive (Tiesinga et al., 2002b). Otte et al. (2010) recently 
studied a related issue for three different types of pyramidal cells 
and three different types of inhibitory interneurons. They deter-
mined the cell types for which changes in the degree of gamma 
synchronization resulted in changes of the firing rate (Tiesinga 
et al., 2004). They found that fast spiking, parvalbumin-positive 
inhibitory cells (Markram et al., 2004) responded best, which they 
attributed to the faster membrane time constant compared to the 
pyramidal cells. They showed using model simulations that strong 
background activity, which would be present in vivo (Destexhe 
et al., 2003), sped up the membrane time scale of the pyramidal cells 
enough so they could respond to changes in gamma synchrony.

phase lockIng in vivo
In vivo experiments cannot directly study the mechanism of phase 
locking because there is no direct measurement of the synaptic 
inputs that generated the spike train, but the LFP is often used as 
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rate and the low-frequency phase, which points to the relevance of 
fast oscillations (Tiesinga et al., 2008). In a combined computational 
and in vitro study it was found that oscillatory currents improved 
the spike time precision, which made it possible to better distinguish 
between different fluctuating waveforms injected into the neuron 
based on the output spike times (Schaefer et al., 2006).

In an in vivo experiment, the responses of neurons in prefron-
tal cortex were measured during a task during which two stimuli 
were presented and where after a delay the subject had to saccade 
to the stimulus locations in the order in which the stimuli were 
presented (Siegel et al., 2009). The spikes during the delay activity 
were locked to the phase of a 32 Hz (low gamma) oscillation in 
the LFP. The firing rate of the neuron depended on the identity of 
the stimulus that was presented. The information content of spikes 
was quantified in terms of how much of the variance in firing rate 
across trials could be accounted for by the stimulus identity. The 

we have not ascertained quantitatively that this is true. Hence, it 
remains for future studies to determine what factors contribute to 
the range across which phases can be shifted in cortical networks 
and the concomitant changes in firing rates.

InforMatIon content of spIke phases
In recent experiments, the spike phase relative to low frequency 
(4–8 Hz) oscillations in the LFP contained more information than 
the firing rate by itself (Kayser et al., 2009). Instead of the gamma 
oscillations modeled in this paper, which emerge intrinsically, these 
oscillations were evoked by the auditory stimulus and had power in 
the low frequency band. In these experiments, there was less phase 
consistency across trials for higher frequencies, such as those in 
the gamma band, which meant that the information content was 
reduced compared to that in low frequencies. Nevertheless, spike 
patterns with ms precision do add information relative to the spike 
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Figure 6 | Phase-shifting is observed in vitro and in vivo. (A) The firing rate in 
response to a tonic depolarizing current and a 5 Hz sinusoidal current versus the 
firing rate without the sinusoidal current. The firing rate was systematically varied 
by increasing the strength of the tonic current. The step is visible as the location 
where the firing rate on the y axis is constant, whereas that on the x axis changes. 
The dots are typical data points, whereas the solid line is the smooth curve that 
follows these points. The red line represents y = x. For the data points on this line, 
the addition of oscillatory current does not alter the firing rate. This graph is a 
schematic representation of the data shown in Figure 1C of McLelland and Paulsen 
(2009). (B) Phase-shifting of neurons in the primary visual cortex of the macaque. 
For these data the phase is taken relative to the LFP and is plotted against the spike 
density calculated by convolving the spike train with a Gaussian of a standard 
deviation of 50 ms. The graph is a schematic representation of Figure 4C of Vinck 
et al. (2010). (C) The spike phase relative to the sinusoidal current versus the 
oscillation-free firing rate for the data shown in (A). This graph is a schematic 

representation of the data shown in Figure 1F of McLelland and Paulsen (2009). (D) 
The range across which can be phase-shifted in vivo does depend on the degree of 
phase locking. The red curve is for strong phase-locking and the blue curve is for 
weak phase-locking. This graph schematically represents the data shown in 
Figure 6D of Vinck et al. (2010). (e) Phase-shifting can be studied analytically by 
determining the spike phase as a function of the level and depolarizing current for 
the leaky integrate-and-fire neuron for different amplitudes of the sinusoidal current 
(each indicated by a different line color according to the legend shown as inset). 
Because the precision of a neuron is proportional to the time derivative of the 
membrane potential at spike threshold (Cecchi et al., 2000), a higher amplitude of 
the sinusoidal current will improve precision and hence the phase-locking strength. 
The noise-less analytical results shown here predict that the range across which 
the phase can be shifted is not altered by amplitude. This graph is based on 
Figure 4A of McLelland and Paulsen (2009) (we show the case where the spike 
threshold exceeds the reset potential by 20 mV).
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the second object. Interpreted within the context of the results 
in Figure 2 showing that the amount of information in the spike 
phase depends on its mean value, this could perhaps be explained 
by two sources of synchronous excitatory inputs generated by net-
works sensitive to each of the two stimuli together with one source 
of synchronous local inhibition. It remains for future studies to 
determine how phase-specific coding of stimulus identity can be 
implemented in a model network.

predIctIons
The experiments reviewed here and our modeling studies show 
that it is possible to use phase shifting for a functional purpose, 
such as stimulus selection. These functional hypotheses can now 
be tested directly with recently developed optogenetic techniques 
(Cardin et al., 2009; Sohal et al., 2009; Tiesinga and Sejnowski, 
2009). In psychophysical experiments our ability to distinguish 
between two orientations depends on contrast (Lee et al., 1999). 
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appendIx
The parameter settings for the new simulations used for Figures 
1–3 are collected here, with a separate section for each figure.

paraMeter settIngs for fIgure 1
The simulation set up in Figures 1B–E of was identical to that in 
Tiesinga et al. (2004) except that there were in addition synchronous E 
volleys. Parameter values common to B to E: there were 750 I and 750 
E inputs per second with a unitary strength of 0.05 and 0.02 mS/cm2, 
respectively, with in addition a constant injected current of 0.0 μA/
cm2. The relative phase, expressed as the delay between E and I, was (B) 
0 and (C) 19.5 ms, whereas in (D) and (E) it was varied as indicated 
on the x axis and in the figure legend, respectively. In (E) the number 
of E pulses per second was also varied as indicated on the x axis.

paraMeter settIngs for fIgure 2
The simulation setup was identical to that in Tiesinga et al. (2002b) 
except that the neuron was in addition driven by synchronous E 
volleys. Parameter values: there were 2500 I and 250 E inputs per 
second with a unitary strength of 0.05 and 0.04 mS/cm2, respec-
tively. The precision of the E and I volleys was equal to 1 ms and 
the I volley lagged the E volley by 5 ms.

paraMeter settIngs for fIgure 3
The network used in Figure 3 was modified from that reported 
in Buia and Tiesinga (2006). For brevity, we will only list the key 
parameter values. The network was comprised of 400 E and 100 
I cells, connected by AMPA synapses and GABA

A
 synapses with 

a decay time constant of 2 and 8 ms, respectively. There was no 
recurrent excitation. The E cells had a k-slow conductance of 
1.0 mS/cm2. For B and C, the connectivity was all-to-all with 
the average total synaptic strength expressed in mS/cm2 being 
equal to 0.3 for E to I, 0.3 for I to E and 0.05 for I to I. In the 
(a) panels, the driving current (expressed in μA/cm2) to the E 
cells was 3.5, whereas to the I cells it was varied between −0.5 
and 0.4 in 50 steps. In (b), the driving current to the I cells was 
0.2, whereas to the E cells it was varied between 0.7 and 3.5 in 
50 steps. In addition, a weak white noise current with variance 
0.001 mV2/ms was injected into the E and I cells. For E and F, the 
cells were randomly connected with a probability of 20%, the 
synaptic strength (expressed in mS/cm2) was 0.37 for E to I, 0.3 
for I to E, 0.3 for I to I. In addition, the optogenetic pulses were 
represented by an AMPA synapse with a conductance of 0.16 mS/
cm2. The driving currents were 0.7 and 2.3 μA/cm2 to the I and 
E cells, respectively.


