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Although the neural systems that underlie spoken language are well-known, how they

adapt to evolving social cues during natural conversations remains an unanswered

question. In this work we investigate the neural correlates of face-to-face conversations

between two individuals using functional near infrared spectroscopy (fNIRS) and

acoustical analyses of concurrent audio recordings. Nineteen pairs of healthy adults

engaged in live discussions on two controversial topics where their opinions were

either in agreement or disagreement. Participants were matched according to their a

priori opinions on these topics as assessed by questionnaire. Acoustic measures of

the recorded speech including the fundamental frequency range, median fundamental

frequency, syllable rate, and acoustic energy were elevated during disagreement relative

to agreement. Consistent with both the a priori opinion ratings and the acoustic

findings, neural activity associated with long-range functional networks, rather than the

canonical language areas, was also differentiated by the two conditions. Specifically, the

frontoparietal system including bilateral dorsolateral prefrontal cortex, left supramarginal

gyrus, angular gyrus, and superior temporal gyrus showed increased activity while

talking during disagreement. In contrast, talking during agreement was characterized

by increased activity in a social and attention network including right supramarginal

gyrus, bilateral frontal eye-fields, and left frontopolar regions. Further, these social and

visual attention networks were more synchronous across brains during agreement than

disagreement. Rather than localized modulation of the canonical language system, these

findings are most consistent with a model of distributed and adaptive language-related

processes including cross-brain neural coupling that serves dynamic verbal exchanges.

Keywords: dynamic spoken language, near-infrared spectroscopy, hyperscanning, two-person neuroscience,

neural coupling, acoustical analysis, agreement and disagreement, adaptive models of language
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INTRODUCTION

Everyday conversations in a social world are made up of
situations in which agreement and disagreement are components
of transactions and negotiations communicated by language.
While linguists have investigated the behavioral aspects of these
interactions (e.g., Pickering and Garrod, 2004; Babel, 2012), and
the neural correlates of spoken language exchanges within dyads
have been previously described (Jiang et al., 2012, 2017; Hirsch
et al., 2018) understanding how neural systems adapt to extended
dialectical discussions between partners remains an open and
timely research area. The relevance of insight regarding the
neurobiology of human dyadic behavior during expressions of
congruent and incongruent opinions is highlighted in times of
extreme political and social division. In this study a paradigm of
face-to-face verbal “debate” is applied to compare neural systems
engaged during expressions of agreement or disagreement. As in
formal debates each participant was given a limited amount of
time, here 90 s in alternating 15 s turns, to “make their case.” A
conventional notion of the functional architecture of the brain
is based on the assigned functions of isolated regions. This
theoretical framework predicts that neural responses to these two
conditions would differ by modulating activity in core language-
related regions. However, an alternative approach based on
a constructionist model (Lindquist and Barrett, 2012) would
predict that multiple functional networks in addition to the
language system would dynamically adapt to the emerging social
situation. Although not necessarily mutually exclusive, these two
alternatives encompass a range of the unanswered questions
related to dynamic language used in realistic social situations.

Language, visual, and social systems are dynamically
intertwined, and are typically investigated and modeled as
properties of isolated and functionally specialized systems
within single brains. Classical models of speech generation
(e.g., Levelt, 1989), and models that provide explicit mapping
of language functions onto brain regions (Guenther, 1995,
Hickok and Poeppel, 2000), do not directly consider either
verbal or visual input from an interlocutor as a potential source
of modulation. While these single-brain and single-system
approaches have informed prevailing views of how the visual,
social, and language systems are organized, it has been suggested
that further advances in understanding are likely to emerge
from observations within the interactive social settings (e.g.,
Schilbach, 2010; Hasson et al., 2012; Schilbach et al., 2013).
Investigation of neural systems that underlie dynamic social
interactions between paired rather than single individuals

challenges conventional methods and paradigms (Koster-

Hale and Saxe, 2013; Redcay and Schilbach, 2019; Wheatley
et al., 2019). Functional near-infrared spectroscopy (fNIRS)
is a neuroimaging technique that supports observation of
simultaneous objective measures of hemodynamic signals during
live, person-to-person, verbal interactions under naturalistic
conditions (Jiang et al., 2012; Babiloni and Astolfi, 2014; García
and Ibáñez, 2014; Schilbach, 2014; Pinti et al., 2015, 2018, 2020;
Hirsch et al., 2018) and is applied in this investigation to address
these issues. Technical advances that enable the acquisition of
brain signals acquired simultaneously on two people during

live and natural interactions have catalyzed research focused
on live dyadic behavior (Villringer and Chance, 1997; Ferrari
and Quaresima, 2012; Boas et al., 2014). Although the spatial
resolution of fNIRS is limited to ∼3 cm, tolerance to head
movement is sufficient for acquisition of valid hemodynamic
signals under natural conditions.

The perception of a dynamic face in experimental isolation is
known to incorporate many complex factors that are interpreted
in real time (Lachat et al., 2012; Koike et al., 2016, 2019;
Chang and Tsao, 2017). Neural activity specific to perception of
faces has been observed in the inferior occipital and fusiform
gyri, while perception of dynamic eye gaze has been associated
with higher processing areas in the superior temporal sulci and
temporoparietal junction (TPJ) (Haxby et al., 2000; Hoffman
and Haxby, 2000; Pitcher et al., 2011; Sato et al., 2016). The
mechanism of information exchange and regulation of circuits
that up-regulate communication related to real and dynamic
faces in social interaction is not well-understood (e.g., Richardson
and Dale, 2005). However, it is widely appreciated that these
networks include the right TPJ, fusiform face area, occipital face
area, and the posterior superior temporal sulcus (George et al.,
2001; Hooker et al., 2003; Mosconi et al., 2005; Pelphrey et al.,
2005; Sorger et al., 2007; Saito et al., 2010; Cavallo et al., 2015).
Anterior temporal gyrus and prefrontal lobe structures have also
been shown to play a role in these interactions including the
inferior and medial frontal gyri (Duchaine and Yovel, 2015).

Current understanding of the neural activity that underlies
spoken language is primarily based on evidence from single
brains performing language tasks other than real interactive
speech. Canonical models assume specialized regions that
coordinate receptive and productive functions. For example,
frontal regions, including left inferior frontal gyrus, pars
opercularis, and pars triangularis (Broca’s region) are typically
associated with speech production. Temporal-parietal regions
including left middle and superior temporal, supramarginal,
and angular gyri (Wernicke’s region) have been associated
with speech reception and comprehension of auditory signals.
These systems are typically investigated by fMRI and EEG by
employment of internal thought processes (covert speech) rather
than actual (overt) speach. This limitation is due primarily to
the deleterious effects of movement during speech production
using functional magnetic resonance, fMRI, although, in some
cases, actual speaking has been achieved during scanning (Gracco
et al., 2005; Stephens et al., 2010). However, fMRI technology
is restricted to one participant at a time and the acquisition
of neural activity during speaking as it occurs in actual live
interactive dialogue with another person requires an alternative
technology. Advancing this direction of research, functional
near infrared spectroscopy, fNIRS, has been successfully applied
to investigate and live interactive speaking (Jiang et al., 2012;
Scholkmann et al., 2013b; Liu et al., 2017; Zhang et al.,
2017; Hirsch et al., 2018; Descorbeth et al., 2020), effectively
extending neurobiological models of live verbal communication
and social interaction.

Spoken language and visual processes are generally associated
with high-level cognitive and linguistic functions (Gabrieli et al.,
1998; Binder et al., 2000; Price, 2012). Similarly, social systems
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have also been associated with high-level core functions including
theory of mind, empathy, memory, and attention (Carter and
Huettel, 2013). However, understanding how these systems
interact and mediate the rapid and dynamic exchanges of visual,
linguistic, and social information during live verbal interactions
represents an emerging area of investigation that is advanced
here by comparing neural responses during verbal agreements
and disagreements.

A fundamental question in social and interactive neuroscience
relates to how dynamic neural systems adapt to various social
conditions. It has been proposed that in a natural dialogue
emergent perceptual experiences of dyads are shared in order to
achieve a common level of understanding (Garnier et al., 2013).
How does this occur? How do the canonical neural systems
for language, face processing, and social systems adapt when
challenged by agreement or disagreement with another person?
Does agreement during a dialogue or alternatively disagreement
modulate systems associated with theory of mind (Saxe and
Kanwisher, 2003; Saxe and Powell, 2006)?

To address these questions, we compare patterns of neural
activity from extended verbal dialogues that contrast pre-assessed
mutual agreement or disagreement. In such an interaction “the
dyad” functions as a social unit where both individuals are
“linked” together by the exchange of spoken information in the
foreground and a simultaneous stream of on-going social cues
such as face and acoustic processing occurring in the background.
During normal conversation these “back-channel” cues are used
to signal understanding, affect, and willingness to cede or accept
the speaking role (Schegloff et al., 1974). Their effect is such
that, although subject to cultural variation, human speakers
tend to take turns in conversation so that overlap of speech is
avoided and inter-speaker silence is minimized. For example,
across the ten typologically different languages examined by
Stivers et al. (2009) the mean inter-speaker gap was ∼200ms.
This short latency between turns suggests that talking and
listening functions occur nearly simultaneously during typical
conversation where listeners necessarily formulate their response
before the incoming speech has been completed. Thus, talking
and listening, as it occurs in a natural dialogue, can be modeled
as a single two-person (dyadic) function where processes for
“sending” and “receiving” implicit and explicit information occur
simultaneously and reciprocally.

Converging patterns of coordinated behavior are frequently
observed during interpersonal interactions such as walking in
step (Zivotofsky and Hausdorff, 2007) or synchronized applause
(Néda et al., 2000). One model for dynamic and cooperative
behaviors during dialogue, a very specific example of coordinated
behavior, proposes a counter-phased pattern of intention to
speak that is driven by a common syllable rate between dyads
such that oscillating processes within the brains of speaker
and listener are mutually entrained (Wilson and Wilson, 2005).
Such a framework predicts neural entrainment between the two
interacting brains. Empirical support for this idea of neural
coupling by mutual entrainment during a language task has been
provided by a functional MRI study (Stephens et al., 2010) in
which the brain activity of a speaker was first measured while they
told an unrehearsed life story; next the brain activity of a listener

was measured while they heard the recorded audio of the story;
and finally the listener’s comprehension of the story was assessed
using a detailed questionnaire. Using inter-subject correlation
analysis Stephens et al. found that the speaker’s and listener’s
brains exhibited joint, temporally aligned patterns of neural
coupling that were correlated with the extent of comprehension
(e.g., such patterns were significantly diminished when the story
was in a language unknown to the listener). These findings
suggest that neural coupling between the speaker and listener
represent not only oscillatory patterns indicating speaking and
listening turn taking behaviors, but also the transfer of mutual
information (Dumas et al., 2010; Hasson and Frith, 2016).

The neural substrates of synchronized neural activity of
language systems have been investigated by separating recitation
and listening to the same story (Stephens et al., 2010; Liu
et al., 2017). A hierarchy of activation for the compound epoch
(a dyadic situation with both talking and listening functions
occurring simultaneously) was associated with multiple levels of
perceptual and cognitive processes, and were assumed to operate
in parallel with the multiple timescales of representation (Hasson
et al., 2012). These observations contributed to the proposal
that live communication between dyads includes neural coupling
of rapidly exchanged signals that also convey information
(Gregory and Hoyt, 1982; Hasson and Frith, 2016). Further
empirical support for this theoretical framework was found in a
subsequent hyperscanning investigation of simultaneous talking
and listening during a natural dialog paradigm (Hirsch et al.,
2018). Increased neural coupling was observed between the
superior temporal gyrus (BA 42) and the adjacent subcentral
area (BA 43) during talking and listening with interaction
relative to the monolog (non-interactive) condition. Together
this theoretical framework and these empirical findings support
a biological underpinning for dynamic interactive behavior that
is evidenced by neural coupling during language tasks.

The focus on neural coupling between communicating
individuals during natural face-to-face dialogue highlights the
dyad as a dynamic functional unit within this theoretical
framework. For example, in this case, the dyad takes on
properties that are not necessarily true of either individual
alone. These properties may include shared and reciprocal
representations of dynamic information transfers modified by
both implicit and explicit information. This approach marks
a departure from a conventional single brain investigation
designed to investigate modular and specialized processes such
as encoding faces and linguistic communications. Here we focus
on the neural underpinnings of dyadic interactions engaged
in a live and face-to-face verbal ‘debate’ where agreement and
disagreement of personally held opinions are expressed. The
neural effects are compared under the hypothesis that these
multimodal behaviors reveal high level integrated processes of
neural adaptations and organization.

MATERIALS AND METHODS

Participants
Thirty-eight healthy adults (19 pairs, 23.7 ± 4.43 years of age,
19 female, 37 right-handed (Oldfield, 1971) participated in the
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experiment and all were included in the analysis. Ten dyads
were mixed genders. Invitations to participate were distributed
throughout the Yale University campus and surrounding areas.
Participants were informed that the experiment was aimed
at understanding the neural underpinnings of interpersonal
communication, and provided informed consent prior to the
investigation in accordance with the Yale University Human
Investigation guidelines (HIC protocol no.1501015178).

Pre-existing opinions of participants were assessed by an
online questionnaire using SurveyMonkey. Each participant
rated their views on controversial topics involving politics,
ethics, philosophy, health, and environment. The questionnaire
included 30 statements such as “same-sex marriage is a civil
right,” “marijuana should be legalized,” “the death penalty should
be banned,” and “video games are a waste of time.” A 5-
point scale indicated degree of agreement or disagreement: 1
(Strongly Disagree); 2 (Disagree); 3 (Neither Agree nor Disagree);
4 (Agree); and 5 (Strongly Agree). Responders also indicated
whether they were willing to discuss the topic or not. Based on
these responses, pairs of participants (dyads) were selected based
on the criteria that each pair agreed or strongly agreed on two
topics and also disagreed or strongly disagreed on two others.
The dyads were selected based on the differences between scores
for each topic such that high differences (3 and 4) indicated two
levels of disagreement and low differences (1 and 2) indicated
two levels of agreement. Specifically, in this sample, 60% of the
agreements were the higher level 1 (Strongly Agree) and 40%
were the lesser level 2 (Agree); whereas 67% of the disagreements
were the lesser level 3 (Disagree); and 14% were the higher
level 4 (Strongly Disagree). Thus, overall, the ratings suggest a
slight bias toward agreement relative to disagreement. This was
a “within subjects” design because each dyad agreed on two
topics and disagreed on two others. The topic assignments for
the participants were taken from the Survey Monkey statements
and were thus aligned with their stated views. Confirmation
that the conversations between partners were on the assigned
topics with the expected turn-taking was obtained from the
voice recordings that were transcribed and reviewed by two
independent investigators. The statements for discussion were
unique for each dyad as they were determined by the a priori
individual ratings. In all cases the participants were strangers
or casually acquainted as classmates prior to the experiment.
All dyads were unique and there were no cases of individuals
who participated in more than one experiment. Participants
were informed that the experiment was an investigation of
verbal communication.

Experimental Procedures
Task
Dyads were assigned four topics for discussion according to
their SurveyMonkey responses; however, the topic for discussion
was not known to the participants until immediately before the
start of each run. The orders of the speakers and topics were
randomized. Participant opinions were not known to participants
or investigators at the time of the experiment as the orders and
topics had been coded by a numbering system during the dyad-
planning stage. Thus, any and all social and opinion signifiers

were detected by natural and undirected processes. The paradigm
was intended to simulate a spontaneous social situation similar
to that where strangers might happen to begin a conversation
while sitting next to each other on a bus, and discover that
they were either in agreement or not with respect to a specific
topic. However, to ensure equal time for both participants and
to support the block design necessary for fNIRS recording, turn-
taking was imposed through a timing mechanism similar to that
used in formal debates, in which each speaker alternates speaking
turns on a pre-set schedule.

All dyads discussed/debated two topics on which they
naturally agreed and two topics on which they naturally disagreed
in the same setting. Thus, both conditions of agreement and
disagreement were similarly influenced by the same “subjective
variables” such as judgments regarding appearance, style, gender,
age, and ethnicity, etc.We assume that this “within-dyad” control
technique, averaged over the group of participants, was sufficient
to assure that observed effects are due to the manipulations
of agreement and disagreement rather than arbitrary effects of
social pairing.

Experimental Paradigm
The experimental paradigm was similar to previously reported
two-person verbal interaction paradigms (Hirsch et al., 2018;
Descorbeth et al., 2020). Participants were positioned ∼140 cm
across a table from each other with a full view of their
partner’s face. Each wore an array of “optodes” (small detectors
and emitters for the acquisition of hemodynamic signals)
providing extended head coverage over both hemispheres of
both participants and a head-mounted camera and microphone
from which audio was sampled at 44.1 kHz. The experiment
consisted of a total of four 3min runs. The time series is shown
in Figure 1A. “Speaker” and “Listener” roles switched every
15 s, such that each participant had the speaking role for six
of the 12 total turns per run. The change in speaker/listener
roles was indicated by a tone and also by small green and red
lights displayed in front of the participants indicating turns for
talking or listening, respectively. The light and tones used to
signal turns were controlled by PsychoPy and the triggers for all
synchronization were controlled by a custom built TTL based
triggering device. A separate conversation topic was assigned
prior to each run, and the order of the topics was randomized
across dyads. The first speaker was assigned by the investigator,
and subsequent speaker order was alternated between runs.
Although the transition between speaker and listener was
established by this paradigm, speakers were permitted to finish
sentences at the “turn-taking boundaries” in order to maintain
a sense of a natural conversation. A total of 74 “debates” were
recorded (37 agree and 37 disagree). The audio was not recorded
for one pair. Thus, the full data set consists of 19 pairs and the
audio data set thus consists of 18 pairs.

Signal Acquisition and Processing
Functional NIRS Signals
Signal acquisition methods have been described previously
(Hirsch et al., 2018; Descorbeth et al., 2020) and are included
here to provide a self-contained report. Hemodynamic signals
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FIGURE 1 | (A) Experimental paradigm. Participants alternated between talking and listening to each other every 15 s of each 180 s run (see Hirsch et al., 2018); (B)

Right and left hemispheres of rendered brains illustrate average locations (red circles) for the 42 channels per participant identified by number. Montreal Neurological

Institute (MNI) coordinates were determined by digitizing the locations of the optodes in relation to the 10–20 system based on conventional landmarks. See

Supplementary Table 1 for group median coordinates, anatomical regions, and atlas-based probabilities for each channel.
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were acquired using a 64-fiber (84-channel) continuous-wave
fNIRS system (LABNIRS, Shimadzu Corp., Kyoto, Japan) setup
for hyperscanning of two participants. Figure 1B illustrates the
spatial distribution of 42 channels over both hemispheres of
each participant. Temporal resolution for signal acquisition
was 27ms. In the LABNIRS system, three wavelengths of light
(780, 805, and 830 nm) are delivered by each emitter, and each
detector measures the absorbance for each of these wavelengths.
These wavelengths were selected by the manufacturer for
differential absorbance properties related to the oxygen content
of blood. The absorption for each wavelength is converted
to corresponding concentration changes for deoxyhemoglobin,
oxyhemoglobin, and for the total combined deoxyhemoglobin
and oxyhemoglobin. The conversion of absorbance measures to
concentration have been described previously (Matcher et al.,
1995).

Optode Localization
The anatomical locations of optodes were determined for each
participant in relation to standard head landmarks including
inion; nasion; top center (Cz); and left and right tragi using
a Patriot 3D Digitizer (Polhemus, Colchester, VT), and linear
transform techniques as previously described (Okamoto and
Dan, 2005; Eggebrecht et al., 2012; Ferradal et al., 2014;
Hirsch et al., 2018; Descorbeth et al., 2020). The Montreal
Neurological Institute, MNI, coordinates for the channels were
obtained using the NIRS-SPM software (Ye et al., 2009)
with MATLAB (Mathworks, Natick, MA), and corresponding
anatomical locations of each channel were determined and are
shown in Supplementary Table 1.

Signal Processing and Global Component Removal
Pre-processing. Baseline drift was removed using wavelet
detrending (NIRS-SPM). Any channel without a signal was
identified automatically by the root mean square of the raw
data when the signal magnitude was more than 10 times the
average signal.

Global component removal. Global systemic effects (e.g.,
blood pressure, respiration, and blood flow variation) have
previously been shown to alter relative blood hemoglobin
concentrations (Boas et al., 2004). These effects are represented in
fNIRS signals and introduce the possible confound of acquiring
hemodynamic responses that are not due to neurovascular
coupling (Tachtsidis and Scholkmann, 2016). These non-neural
global components were removed using a principle components
analysis (PCA) spatial filter (Zhang et al., 2016, 2017) prior to
general linear model (GLM) analysis. This technique exploits
advantages of the distributed optode coverage in order to
distinguish signals that originate from local sources (assumed
to be due to the neural events) by removing global signal
components. assumed to originate from systemic cardiovascular
events) (Zhang et al., 2016; Hirsch et al., 2018; Descorbeth et al.,
2020; Noah et al., 2020).

Hemodynamic Signals
Both OxyHb and deOxyHb signals acquired by fNIRS provide
a hemodynamic proxy of neural activity. However, the OxyHb

signal has been shown to be more sensitive to global components
than the deOxyHb signal due to systemic effects directly related
to non-neural factors such as blood pressure, respiration, and
blood flow (Kirilina et al., 2012; Tachtsidis and Scholkmann,
2016; Zhang et al., 2016). The deOxyHb signal, on the other
hand, is theoretically more closely related to the paramagnetic
effects of deOxyHb acquired by fMRI (Ogawa et al., 1990) and
is characterized by lower signal-to-noise than the OxyHb signal
(Strangman et al., 2002). Further, recent reports confirm that
speaking during fNIRS studies produces changes in arterial CO2

that alter the OxyHb signal to a greater extent than the deOxyHb
signal (Scholkmann et al., 2013b,c; Hirsch et al., 2018; Descorbeth
et al., 2020).

The choice of reporting the deOxyHb signal for this study
was based on the above prior findings and also by a “localizer
method” employed to document expected locations of activity. In
this study all conditions with talking and listening were combined
to localize the canonical language areas associated with speech
production (Broca’s Area) and language reception (Wernicke’s
Area) on the left hemisphere. Both signals, deoxyhemoglobin,
deOxyHb, and Oxyhemoglobin, OxyHb, with and without spatial
filtering, a processing technique employed to remove non-neural
signal components as described above (Zhang et al., 2016)
were compared and evaluated for the presence of the known
“localizers.” These localizers were observed for the deOxyHb
signal with the filtered preprocessing, and is the signal reported
in this investigation. Similar approaches have been employed in
other investigations of natural verbal exchanges between dyads
(Zhang et al., 2017; Hirsch et al., 2018; Descorbeth et al., 2020).

Statistical Analysis of fNIRS Data
General Linear Model (GLM)
Contrast effects were based on comparisons of talking vs.
listening and determined by a voxel-wise approach as
conventionally applied to fMRI and adapted for fNIRS (see
Hirsch et al., 2018; Descorbeth et al., 2020) for further details
of this approach). Reported findings were corrected by the
False Discovery Rate (FDR) method at a threshold of p <

0.05. The 42-channel fNIRS datasets per subject were reshaped
into 3-D volume images for the first-level general linear
model (GLM) analysis using SPM8 where the beta values were
normalized to standard MNI space using linear interpolation. All
included voxels were within 1.8 cm from the brain surface. The
computational mask consisted of 3,753 2× 2× 2mm voxels that
“tiled” the shell region covered by the 42 channels. In accordance
with this technique the anatomical variation across subjects
was used to generate the distributed response maps. Results
are presented on a normalized brain using images rendered on
a standardized MNI template and with techniques validated
for reliability using fNIRS (Dravida et al., 2017). Anatomical
locations of peak voxel activity were identified using NIRS-SPM
(Ye et al., 2009). Talking [talking > listening] and listening
[listening > talking] functions are compared for agree and
disagree conditions.

This analysis includes a co-regressor based on Area under
the Speech Envelope, ASE, as a proxy for acoustic energy
which is convolved with the canonical hemodynamic response
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function, hrf. Evaluated over a short (100ms) window, this
regressor served to remove short-term (syllable-level) effects
related to the (spontaneous) choice of words by each speaker
that might otherwise interfere with the turn-length neural
patterns of interest associated with agreement or disagreement.
The dyadic nature of this paradigm establishes a situation
where talking and listening occur simultaneously. Although each
partner is alternately engaged in one role or the other, the
sending and receiving of visual and verbal social information
can be characterized as simultaneously driving reciprocal
perceptions that prompt a cascade of interrelated actions
and reactions. This reverberating “closed loop” informs the
comparison of the neural coupling that occurs during these two
interrelated functions.

Cross-Brain Neural Coupling
Cross-brain synchrony (coherence) was evaluated for both the
agree condition and the disagree condition using wavelet analysis
(Torrence and Compo, 1998; Cui et al., 2011) from the MATLAB
2018A Wavelet Toolbox. The wavelet kernel was a complex
Gaussian (Mexican hat-shaped kernel) provided by MATLAB.
The range of frequencies was 0.4–0.025Hz consistent with the
timing of the hemodynamic response function (Zhang et al.,
2020). Wavelet analysis with these parameters requires a 10 s
cycle and three cycles are needed for a wavelet. Therefore, our
highest resolution is 30 s and that includes both the talking
(15 s) and listening (15 s) turns. While amplitude and phase
are both components of coherence analysis, we consider only
the amplitude in this analysis. Cross-brain coherence between
dyads was measured between pairs of brain regions. Individual
channels for each participant were grouped into 15 anatomical
regions based on shared anatomy. For most participants there
were two or three channels per region. Grouping was achieved
by identification of 15 bilateral ROIs from the acquired channels
including: (1) angular gyrus (BA39); (2) dorsolateral prefrontal
cortex (BA9); (3) dorsolateral prefrontal cortex (BA46); (4)
pars triangularis, BA45; (5) supramarginal gyrus (BA40); (6)
occipitotemporal cortex (BA37); (7) middle temporal gyrus
(BA21); (8) superior temporal gyrus (BA22); (9) somatosensory
cortex (BA1, 2, and 3); (10) somatosensory association cortex
(BA7); (11) pre-motor and supplementary motor cortex (BA6);
(12) subcentral area (BA43); (13) inferior frontal gyrus (BA47);
and (14) visual cortex (Area V3, BA19) (15) frontal eye fields
(BA8). Methodological details and validation of this technique
have been previously described (Hirsch et al., 2017, 2018;
Descorbeth et al., 2020; Zhang et al., 2020).

Previous investigations by our group observed that sub-
regions within the temporal parietal junction, TPJ (known
as a complex for social processing) including the SMG, AG,
and STG, are coherent during face to face interactions (Noah
et al., 2020). We hypothesized that these specialized mechanisms
for rapid exchanges of information such as facial cues would
vary during this experiment due to factors such as voice
and the face-to-face variations expected during dialogues with
agreement and disagreement. This hypothesis defined the
entirety of the TPJ as a region of interest (as we do not
yet have a specific hypothesis about the respective roles of

the anatomical subcomponents). Signals acquired from these
predefined anatomical regions were decomposed into a range of
temporal frequencies that were correlated across two brains for
each dyad. This technique effectively removes the task regressor
employed with General Linear Model, GLM, approaches as is
conventional for Psychophysiological Interaction (PPI) analysis
(Friston, 1994; Friston et al., 2003; McLaren et al., 2012). Here,
we apply this “residual signal” to investigate effects other than
the main task-induced effect related to cross-brain coherence.
In this case, cross-brain coherence of signal components
(wavelets) is thought to provide an indication of dynamic
neural coupling processes rather than task-specific processes
which are synchronized by virtue of the alternating experimental
conditions. The experimental period was 30 s (15 s talk and
15 s listen and both functions occurred simultaneously during
each epoch). Statistical t-tests were applied for comparison of
coherence between the agree and disagree conditions on three
successive bins of periods. The risk of a false positive finding due
tomultiple t-tests between conditions isminimized by the limited
wavelength range within the hemodynamic response function
that we consider, 10–20 s (i.e., three bins), and the decision rule
that significant effects were based on at least two consecutive
results. Previous findings indicate that coherence of fNIRS signals
is expected to maximally manifest in the wavelength range of
10–20 s (Zhang et al., 2020). Coherence during agreement was
compared to disagreement conditions. This analysis was also
applied to shuffled dyads (random pairs) as a control for non-
social effects. If the effects are due to real social exchanges of
salient cues, then these effects can be expected to disappear
when the partners are mixed (shuffled). We present the data for
naturally paired dyads and for shuffled pairs to confirm that the
measured coherence can be attributed to real effects of the social
interaction rather than common experience.

Behavior Measures: Word-Based Feature
Analysis and Acoustical Measures
Audio signals were obtained from recordings of each speaker
sampled at 44.1 kHz. Alignment with fNIRS signals was
established using an audio tone indicating the end of the debate
and the known (10 + 180s) fNIRS sampling duration (for
eight debates this was unavailable, and was determined using
the final turn swap plus 15 s instead). Concurrent speech was
limited to occasional backchannel interjections by the listener
(e.g., affirmative “uh-huh”). Microphones were omnidirectional
components of head-mounted cameras, and thus insufficiently
directional to exclude these; however, in general, participants
followed directions to speak only during their respective turns.
In instances where speakers started their turn early or late
with respect to the transition signal, the acoustic labeling was
based on the actual rather than the absolute timing of the
exchange. Analyses of voice recordings provided two behavioral
measures of dyadic agreement and disagreement, word-based
feature extraction and acoustical analysis.

Word-Based Feature Analysis
Language components that have previously been associated with
agreement and disagreement (Hillard et al., 2003) were identified
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for each recording by two independent raters. Agreement cues
included words like “yes,” “I agree,” “absolutely,” “that’s true,”
“sounds great,” etc., and disagreement language cues included
words like “no,” “I disagree,” “you are wrong,” “but,” “that does
not answer the question,” etc. Any backchannel cues by the
listener were not included. Similar word-based feature extraction
methods have been validated for automated techniques to
recognize agreement and disagreement utterances in boardroom
meetings (Hillard et al., 2003), in conversational speech (Galley
et al., 2004), and in multi-party conversation (Germesin and
Wilson, 2009). This classifier system was adapted to distinguish
the general nature of the conversations in this experiment as
either agreement or disagreement. Combined summaries of
transcribed narratives included counts of positive and negative
“key words.”

Acoustical Analysis
F0 contours for each turn were computed using Praat (Boersma,
1993), with values for male speakers doubled to facilitate
comparison with female speakers. A syllable count for each
turn was obtained using an implementation of the RMS-based
algorithm of Mermelstein (1975). Acoustic energy was obtained
by integrating the speech envelope determined by the smoothed
(50ms window) root-mean-square (RMS) signal derived from
the decimated (×100) turn audio. The following behavioral
measures were computed for each speaker turn:

• Syllable Rate (SYLR): turn syllable count normalized by
turn duration (syllables/sec)

• Median Fundamental Frequency (MF0): median F0
over turn (Hz)

• Fundamental Frequency Range (RF0): F0 range over
the turn in Hz, after discarding values ±1.5 times
the interquartile range

• Area under Speech Envelope (ASE): area under speech
envelope normalized by turn duration (acoustic energy); also
computed at a 10Hz rate for use as a GLM regressor.

Measures were computed in Matlab and analyzed in R Core
Team (2018) using the lme4 (Bates et al., 2015) and lmerTest
(Kuznetsova et al., 2017) packages. To enhance the within-
speaker contrast between debate conditions measures were
mean-centered and divided by standard deviation (z-scored)
over all values in all debates for each speaker. Linear mixed-
effects models (LMM) were used to predict each measure
from fixed effects of BINS (grouping first three and last
three turns) and AGREE (Y/N) as fixed effects and including
random slopes and intercepts by speaker (binning over
turns was used to observe changes in response over the
course of the debate). The interaction term did not improve
model fits and was not included. A one-sided paired t-test
(H1: agreeN > agreeY) paired measures from corresponding
turns from the same speaker in agree vs. disagree debates.
In addition, a mixed-effects logistic regression model was
used to predict debate agreement from the four measures
simultaneously as continuous covariates, with random intercepts
by speaker.

RESULTS

Signal Validation and Regions of Interest
(ROI)
Regions of brain expected to be associated with talking are
left hemisphere inferior frontal gyrus (pars opercularis) and
articulatory systems including motor and somatosensory cortex;
and regions expected to be associated with listening are middle
and superior temporal gyrus, angular gyrus, and supramarginal
gyrus, Broca’s and Wernicke’s Areas, respectively. Validation of
these canonical regions using similar fNIRS two-person dialogue
techniques has been previously reported (Hirsch et al., 2018).
Comparisons of these fiducial markers were made for both
OxyHb and deOxyHb signals for unprocessed (Raw) data and
with the global-mean removed (Filtered) data, Figure 2. Circled
clusters in the upper left panel document observed activity in
left hemisphere canonical language production, speaking and
articulation (red), and reception, listening (blue) regions. These
regions are not seen for the OxyHb signals or raw data shown
in the other panels consistent with the established practice
of utilizing the deOxyHb fNIRS signals following the spatial
filtering technique, when functional tasks include live talking.
The anatomical descriptions of the regions circled in panel A
for talking functions [Talk > Listen] and listening functions
[Listen > Talk] are presented in Table 1. These regions were
consistent with expectations of canonical models of human
language systems (Gabrieli et al., 1998; Binder et al., 2000; Price,
2012; Hagoort, 2014; Poeppel, 2014). Similar comparisons have
led to the use of deOxyHb signals in prior fNIRS investigations of
overt speaking (Zhang et al., 2017; Hirsch et al., 2018; Descorbeth
et al., 2020); eye-to-eye contact (Hirsch et al., 2017); competitive
games (Piva et al., 2017); dyadic communication via interactive
drumming (Rojiani et al., 2018); and joint attention (Dravida
et al., 2020).

Behavioral Findings
Word-Based Feature Analysis
Relative average frequencies of key agree words were 80% in the
debates that occurred during the agreement condition as opposed
to 20% for key disagree words, and relative frequencies of key
disagree words were 67% in the debates that occurred during
the disagreement condition, vs. 33% for key agree words in that
condition. Thus, the word feature extraction results, based on key
agree and disagree words during the dialogues, were consistent
with the experimental conditions.

Acoustical Analysis
Acoustical data were aggregated across dyads and grouped by
debate conditions and first three/last three turns (see Figure 3

and Table 2). Significance of the Linear Mixed-effects Model
(LMM) fixed effects was assessed using estimates of the regression
coefficients divided by their standard errors (a t-test), with
degrees of freedom based on the Satterthwaite approximation,
and are marked using the p < 0.05 ∗, p < 0.01 ∗∗ and p < 0.001
∗∗∗ convention, Table 2. A significant difference in syllable rate
(zSYLR) was found: speakers spoke more slowly at the end of the
debate than during the beginning (t=−3.92∗∗∗); this may reflect
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FIGURE 2 | Signal selection was based on empirical comparison of voxel-wise contrasts from deOxyHb (left column) and OxyHb (right column) signals with global

mean removal (Filtered, top row) and without global mean removal (Raw, bottom row). Red/yellow indicates [talking > listening], and blue/cyan indicates [listening >

talking] with levels of significance indicated by the color bar on the right. Images include left hemisphere sagittal views. The black circles represent the canonical

language regions, Broca’s Area (anterior), the articulatory sensory-motor system (central), and Wernicke’s Area (posterior). The specific Regions of Interest (ROI) are

indicated as 1, 2, and 3, respectively. See Table 1. These regions are observed for the deOxyHb signals following global mean removal (Zhang et al., 2016, 2017)

shown in panel (A), but not for the other signal processing approaches, as illustrated in panels (B–D) by the absence of expected localized activity. This empirical

approach supports the decision to use the spatially filtered deOxyHb signal for this study and is consistent with similar findings of previous talking and listening

experiments (Hirsch et al., 2018).

flagging inspiration as each discussion wound down. In addition,
overall syllable rate was higher for discussions with disagreement
(t = 2.68∗∗). Overall acoustic energy as represented by the area
enclosed by the speech envelope (zASE) showed a similar pattern,
with lower energy in the second half of the session (t = −3.28
∗∗), but higher energy overall in debates with disagreement (t =
6.02 ∗∗∗).

The median fundamental frequency measure (zMF0) showed
significantly higher values overall when speakers disagreed
(t= 3.24∗∗). In addition, F0 range (zRF0) was significantly
wider overall in debates when speakers disagreed (t = 2.83∗∗;
no effect of session half). The one-sided (agreeN > agreeY)
paired t-tests comparing measures from corresponding turns
in agree vs. disagree debates support this pattern of results
(DOF = 403): zSYLR (t = 2.62∗∗), zMF0 (t = 3.16∗∗∗), zRF0
(t = 2.78∗∗), zASE (t = 5.91∗∗∗). Finally, the results of logistic
regression predicting agree/disagree from all four measures
showed significant contributions from zRF0 (z = 2.35∗) and
zASE (z = 4.97∗∗∗), with the odds ratio for zASE (acoustic
energy) indicating that a one-unit increase predicts a 1.6 greater
likelihood of disagreement.

Higher overall F0 and greater F0 range are consistent with
enhanced emphasis (e.g., Williams and Stevens, 1972), and are

presumably associated with arguing in conflict. In summary,
acoustic analysis of the debate audio shows systematic differences
in speaker F0 and acoustic energy measures partially contingent
on turn (first/last half of the debate), and strongly contingent on
debate concordance (agreement/disagreement). These behavioral
results are consistent with enhanced speaker emphasis and
engagement for the disagreement relative to the agreement
conditions, and we take this as behavioral evidence in addition to
the topic ratings as consistent with the conditions of agreement
and disagreement.

Neuroimaging Findings
Main effect contrast comparisons based on the General Linear
Model (GLM) are shown for [talking > listening] and illustrated
as red clusters, and for the [listening > talking] condition
are shown as blue clusters for the disagreement condition
(Figure 4). The same convention applies for the agreement
condition (Figure 5). The speech energymeasure, Area under the
Speech Envelope (ASE), was applied as a real-time co-regressor
with the intended over-all computational effect of emphasizing
the main effect of opinion-based processes and of minimizing
possible artifacts due to short-term (syllable-level) effects related
to the spontaneous word choice by each speaker. The anatomical
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TABLE 1 | GLM analysis: group median coordinates, anatomical regions, and atlas-based probabilities [Talking > Listening].

Contrast Threshold Peak voxels Anatomical regions BAc Probability n of voxels

MNI coordinatesa t p Dfb

X Y Z

[Talk > Listen] 0.04 −62 2 4 2.35 0.012 35 Pre- and supplementary motor cortex 6 0.46 244

Subcentral area 43 0.26

ROI 1 Superior temporal gyrus (anterior) 22 0.15

Pars opercularis 44 0.14

−62 −6 30 2.40 0.011 35 Primary somatosensory cortex 2 0.44 368

ROI 2 Primary somatosensory cortex 3 0.22

Primary somatosensory cortex 1 0.22

Primary motor cortex 4 0.13

[Listen > Talk] 0.04 −64 −52 26 −3.41 0.001 35 Supramarginal gyrus 40 0.42 61

Superior temporal gyrus 22 0.29

Angular gyrus 39 0.29

−66 −32 0 −2.37 0.012 35 Middle temporal gyrus 21 0.77 36

ROI 3 Superior temporal gyrus 22 0.23

−58 −54 42 −2.29 0.014 35 Supramarginal gyrus 40 0.86 18

Angular gyrus 39 0.14

−60 −48 10 −2.23 0.016 35 Superior temporal gyrus 22 0.70 16

Middle temporal gyrus 21 0.30

aCoordinates are based on the MNI system and (−) indicates left hemisphere. bdf, degrees of freedom; cBA, Brodmann Area identified by the TD ICBM MNI atlas (Maldjian et al., 2003)

(see Figure 2A).

regions identified in these analyses are presented in Tables 3, 4
and correspond to Figures 4, 5, respectively. These tables include
the Montreal Neurological Institute, MNI, coordinates based on
the TD ICBM MNI atlas (Maldjian et al., 2003) for each cluster
in addition to statistical information related to the peak contrast
including t-values with associated probability, p, and degrees
of freedom, df. Brodmann’s Area, BA, is associated with the
identification of each anatomic region in the cluster including the
probability of inclusion and a relative estimate of the cluster size
(n of voxels).

Talking and Listening During Disagreement
Talking (relative to listening) (red) during disagreement
(Figure 4) with a partner engages components of the well-
known language system including left hemisphere (right panel)
Wernicke’s Area (AG, angular gyrus; SMG, supramarginal gyrus
and Broca’s Area (aSTG anterior superior temporal gyrus and
components associated with the MC, motor cortex. These
frontal systems are also observed bilaterally and include mSTG,
middle superior temporal gyrus; ParsO, pars opercularis; DLPFC,
dorsolateral prefrontal cortex; FP, frontopolar region. SeeTable 3,
(top rows).

Co-activity of both bilateral frontal and left posterior regions
associated with talking (relative to listening) during disagreement
is consistent with modulation of this large-scale cortical network.
Listening during disagreement (blue) engages regions in the
right temporoparietal junction, TPJ, including angular gyrus, AG;
superior temporal gyrus, STG; middle temporal gyrus, MTG; and

bilateral supramarginal gyrus, SMG. See Table 3 (bottom rows).
These right posterior regions, left panel, are part of the well-
known social network (Carter and Huettel, 2013), and have been
shown previously to be associated with live eye-to-eye contact
(Noah et al., 2020).

Talking and Listening During Agreement
Talking (relative to listening) (red) during agreement (Figure 5)
with a partner engages components of the frontal speech
production system including left hemisphere (right panel) Broca’s
Area (inferior frontal gyrus, IFG; anterior superior temporal
gyrus, STG; and components associated with the motor cortex,
MC. See Table 4, (top rows). Findings are consistent with neural
findings previously observed for live two-person talking (relative
to listening) when the topic was a simple object naming and
description (Hirsch et al., 2018). Listening during agreement
(blue) engaged regions in the right temporoparietal junction,
TPJ, including angular gyrus, AG; superior temporal gyrus,
STG; middle temporal gyrus, MTG, consistent with finding for
disagreement (above). See Table 4 (bottom rows).

Comparison of Disagreement and Agreement

Conditions (GLM) During the Talking [Talking >

Listening] Function
The above analyses that compare talking (relative to listening)
and listening (relative to talking) for each condition
(disagreement and agreement) separately suggest, as
hypothesized, that the neural correlates underlying verbal
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FIGURE 3 | Z-scored audio behavioral measures grouped by agreement (yes or no) and turn (first three turns and last three turns); error bars show standard error of

the mean (SEM). Asterisks mark significant comparisons per LMM results. Green represents agree (Yes) and red represents disagree (No). (A) Shows syllable rate

(syllables/s); (B) shows median fundamental frequency (F0) in Hz; (C) shows F0 range (Hz); and (D) shows area under the speech envelope normalized by turn

duration (acoustic energy).

language exchanges in real time adapt to social situations such
as whether the discourse is one of agreement or disagreement.
In order to directly compare the two conditions, disagreement
and agreement, Figure 6 shows [talking > listening] for
[disagreement > agreement] (red) and [agreement >

disagreement] (blue). The findings illustrated by the heat
maps (Figures 4, 5) and associated Statistical Tables (Tables 3,
4, top rows) are consistent with this hypothesis. Talking
under conditions of disagreement (relative to agreement)
shows increased activity in bilateral frontal regions: DLPFC,
dorsolateral prefrontal cortex; ParsT, pars triangularis; ParsO,
pars opercularis; left posterior regions including SMG,
supramarginal gyrus; AG, angular gyrus; STG, superior
temporal gyrus.

Cross-Brain Coherence During Disagree and Agree

Conditions
As noted above, dynamic neural coupling has been proposed as
a neural process that represents sharing of information between
dyads during live interactions (Hasson et al., 2004, 2008; Dumas
et al., 2010; Hasson and Frith, 2016; R Core Team, 2018).
This paradigm provides an opportunity to further develop this
theoretical framework by exploring the variations in neural
coupling that occur in relation to the behavioral conditions

of dialogue with agreement and disagreement. Here we apply
a measure of neural coupling as a dyadic property that is
compared during conditions of agreement and disagreement.
Neural coupling within the interacting dyads is quantified by
cross-brain synchrony of hemodynamic signals, i.e., coherence
(shown in Figure 7). The correlation between the decomposed
wavelet signals of the two partners (y-axis) is plotted against
the wavelengths, i.e., periods, in secs (x-axis) of the wavelets
originating from the decomposed neural signals (Zhang et al.,
2020). The coherence function for agreement is shown in
blue and in red for disagreement. These functions represent
dyadic activity where two tasks, i.e., talking and listening,
occur simultaneously during the experimental sessions. Cross-
brain coherence was greater for the agreement conditions
than the disagreement conditions for two regional sources of
signals: angular gyrus to supramarginal gyrus (Figure 7A) and
occipitotemporal cortex to superior temporal gyrus (Figure 7B).
Specifically, this increase was observed between 10 and 16 secs
(p < 0.01 (A) and p < 0.05 (B) during the experimental cycle
of 30 s, i.e., 15 s per epoch where a full cycle of two epochs
consisted of talking (15 s) and listening (15 s). Note these effect
sizes are not corrected for multiple comparisons. To further
evaluate the neural coupling, real partners were compared to
computationally shuffled partners. If the hypothesis of neural
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TABLE 2 | Linear Mixed-effects Model (LMM) results for audio

behavioral measures.

Coef. t-value p est.

zSYLR: t(443) = 2.620, p = 0.005**

(Intercept) 0.040 0.715 0.475 n.s.

AGREE_NO 0.174 2.684 0.007 **

TURNS_LAST3 −0.255 −3.923 0.000 ***

zMF0: t(443) = 3.163, p = 0.008***

(Intercept) −0.146 −2.583 0.010 **

AGREE_NO 0.211 3.237 0.001 **

TURNS_LAST3 0.081 1.237 0.216 n.s.

zRF0: t(443) = 2.778, p = 0.003**

(Intercept) −0.097 −1.705 0.088 •

AGREE_NO 0.185 2.829 0.005 **

TURNS_LAST3 0.008 0.124 0.901 n.s.

zASE: t(443) = 5.911, p = 0.000***

(Intercept) −0.088 −1.583 0.114 n.s.

AGREE_NO 0.386 6.022 0.000 ***

TURNS_LAST3 −0.210 −3.281 0.001 **

Logistic regression Coef. z–value p est.

(Intercept) 0.001 0.017 0.986 n.s.

zSYLR −0.099 −1.090 0.276 n.s.

zMF0 0.068 0.850 0.395 n.s.

zRF0 0.184 2.354 0.019 *

zASE 0.476 4.972 0.000 ***

Significance was assessed using estimates of the regression coefficients (Coef.) divided

by their standard errors (a t-test) with degrees of freedom based on the Satterthwaite

approximation. Asterisks indicate significant comparisons using the p ≤ 0.05*, p ≤ 0.01**

and p ≤ 0.001*** convention. Non-significant values are marked as n.s. See Figure 3.

SYLR, syllable rate (syllables/sec); AGREE_NO, debates with topics on which speakers

disagreed; TURNS_LAST3, last three turns of each debate; MF0, median fundamental

frequency; RF0, fundamental frequency range; ASE, area under the speech envelope

(acoustic energy).

coupling is supported, then it would be expected that the real
partners where behavioral and social coupling occurred would
show a greater effect than the shuffled conditions where the
reciprocal social interactions did not occur. The observed null
findings of the shuffled cases compared to the real cases suggests
that the real social interactions are also synchronous. There was
no difference between the coherence functions in the case of the
shuffled partners (Figure 7, right column), which is consistent
with the interpretation that the coherence was related to the
synchronous exchange of dynamic social cues specific to the
partners. Further, given the above theoretical framework, this
finding also suggests that the interchange of these social cues
increased during agreement dialogue relative to disagreement.

In contrast, neural systems most active during talking while
in agreement (relative to disagreement), blue, include bilateral
frontal eye fields, FEF, right supramarginal gyrus, SMG, and left
frontopolar, FP, activity. See Tables 3, 4, bottom rows.

DISCUSSION

While agreement and disagreement arise naturally within dyadic
interactions, behavioral observation in this investigation is

facilitated by a partially structured experimental paradigm.
Here we set up a “debate-like” situation where the opinions
of the participating individuals about a given topic are either
in alignment or not. The two-person paradigm employed
here provides an opportunity for participants to engage in a
face-to-face unscripted discourse expressing either different or
similar points of view with the dialectical intent to engage
in reasoned arguments or discussion in a structured format.
As in the case of a formal debate, the talking epochs are
timed so that each partner has equal time for discussion or
rebuttal. This task is intended to establish dyadic states that have
previously been described as either dialectical misattunement
where the unfolding of an interaction over time results in
increasingly divergent interaction styles, or dialectical attunement
where the unfolding of an interaction over time results in
increasingly convergent interaction styles (Bolis et al., 2017).
The dyads are assumed to have differed on measures not
considered here. The nature of “natural experiments” includes
absence of experimental control over the specific dialogues,
emotional expressions, and social interactions with the partner.
Nonetheless, we provide three sources of behavioral evidence
that the dialogues overall represented either states of dyadic
agreement or disagreement consistent with the conditions that
were investigated in this experiment. These sources include:
(1) confirmation by independent raters that the interlocutors
actually engaged in the assigned topic for the dialogue. Their
personal opinions were known from an a priori survey to be
either mutually aligned (agreement) or divergent (disagreement);
(2) documentation by word feature analysis that the relative
frequency of key words representative of either agreement or
disagreement were consistent with the condition type; and
(3) finally, statistical evidence consistent with the finding that
the acoustical properties of the recorded narratives including
syllable rate, SYLR; fundamental frequency range, RF0; median
fundamental frequency, MF0; and area under the speech
envelope, ASE, were different, and indeed, were consistently
elevated for disagreement dialogues. Here we aim to compare the
neural interplay between dyads during these two conditions: (1)
where the individual interlocutors are engaged in an interaction
with “misattuned,” i.e., incongruent opinions (disagreement);
and (2) where the same individual interlocutors are engaged in an
interaction with “attuned,” i.e., congruent opinions (agreement).
Findings are related to the dyadic unit as a theoretical frame
for the establishment of neural coupling as a component of
social interactions.

Human listeners are known to be exquisitely capable of
assessing emotional content and degree of arousal in speech,
even from unknown languages, and acoustic correlates of
emotion have been well-studied (e.g., Williams and Stevens,
1972). Although “disagreement” can be expressed on many
levels (choice of vocabulary, syntactic constructions, etc.),
its characteristic prosody (inter alia, extended fundamental
frequency range, greater acoustic energy) is similar to patterns
also associated with anger, and recent machine learning
approaches have exploited these measures to automatically
identify disagreement “hot spots” in conversation (e.g., Wrede
and Shriberg, 2003). In this study the effects of acoustic variation
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FIGURE 4 | Disagreement condition. Brain activity clusters represent functions of talking [talking > listening] (red) and listening [listening > talking] (blue). Talking

(relative to listening) during disagreement with a partner engages the canonical language system including components of left hemisphere Wernicke’s Area (AG,

angular gyrus; SMG, supramarginal gyrus); Broca’s Area (aSTG, anterior superior temporal gyrus; IFG, inferior Frontal gyrus); and components associated with the

MC, motor cortex. These frontal systems are also observed bilaterally and include mSTG, middle superior temporal gyrus; ParsO, pars opercularis; DLPFC,

dorsolateral prefrontal cortex; FP, frontopolar cortex. Listening during disagreement (blue) engages regions in the right TPJ, temporoparietal junction; AG, including

angular gyrus; STG, superior temporal gyrus; MTG, middle temporal gyrus; SMG, bilateral supramarginal gyrus. See Table 3.

FIGURE 5 | Agreement condition. Brain activity clusters represent functions of talking [talking > listening] (red) and listening [listening > talking] (blue). Talking (relative

to listening) during agreement with a partner engages the left frontal language system including components of Broca’s Area (anterior STG, superior temporal gyrus;

IFG, inferior frontal gyrus; MC, motor cortex; FP, frontopolar cortex). Frontal systems engaged while talking are also observed bilaterally and include FEF, frontal eye

fields; SSC, somatosensory cortex; MC, motor cortex. Listening during agreement (blue) engages regions in the right TPJ, temporoparietal junction; including AG,

angular gyrus; STG, superior temporal gyrus; MTG, middle temporal gyrus; as well as visual cortex (V3) and face processing regions in the OTC, occipitotemporal

cortex. Bilateral DLPFC, dorsolateral prefrontal cortex; FP, frontopolar cortex are also observed during listening when the partners are in agreement. See Table 4.

thus provide a behavioral validation of the expected dyadic
conditions of agreement and disagreement.

Findings validate the well-established canonical language
related regions that are activated during the two-person
speaking and listening paradigm (Figure 2A). This provides a
foundation for further interpretation. Audio behavioral measures
show that the acoustical properties of the recorded speech,
including the fundamental frequency range, median fundamental

frequency, syllable rate, and acoustic energy were elevated
during disagreement conditions relative to agreement conditions
(Figure 3). Here we evaluate the neural modulations in response
to these conditions. One possible model based on the assumption
of a modular functional architecture, functional specificity,
proposes that modulations will be localized to the canonical
language regions. An alternative model, the multiple networks
model, predicts that verbal agreement and disagreement will
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TABLE 3 | GLM contrast comparison: disagree [Talking > Listening] with ASE co-regressor, (deOxyHb signals).

Contrast Contrast

threshold

Peak voxels Anatomical regions in cluster BAc Probability n of voxels

MNI coordinatesa t-value p Dfb

[Talking > Listening] p = 0.05 56 6 0 3.19 0.001 37 Superior temporal gyrus 22 0.41 1,158

(red) Middle temporal gyrus 21 0.15

Temporopolar area 38 0.15

Right hemisphere Pars opercularis 44 0.13

12 58 36 3.00 0.002 37 Dorsolateral prefrontal cortex 9 0.56 85

Frontopolar cortex 10 0.37

p = 0.05 −54 −2 6 3.55 0.001 37 Superior temporal gyrus 22 0.63 1,338

Pre– and supplementary motor cortex 6 0.19

Middle temporal gyrus 21 0.10

Left hemisphere −60 −34 42 2.66 0.006 37 Supramarginal gyrus 40 0.73 81

Primary somatosensory cortex 2 0.15

−52 −66 12 2.59 0.007 37 Extrastriate visual cortex (V3) 19 0.34 70

Angular gyrus 39 0.34

Occipitotemporal cortex 37 0.15

[Listening > Talking] p = 0.05 70 −40 6 −2.73 0.005 37 Superior temporal gyrus 22 0.58 198

(blue) Middle temporal gyrus 21 0.35

58 −52 38 −2.42 0.010 37 Supramarginal gyrus 40 0.87 153

Right Hemisphere Angular gyrus 39 0.13

Left Hemisphere p = 0.05 −44 −42 50 −2.25 0.015 37 Supramarginal gyrus 40 0.98 93

aCoordinates are based on the MNI system and (–) indicates left hemisphere. bdf, degrees of freedom. cBA, Brodmann area identified by the TD ICBM MNI atlas (Maldjian et al., 2003)

(see Figure 4).

engage distinctive combinations of language-related cognitive
and perceptual networks.

Talking and Listening During Disagreement
Talking during disagreement (Figure 4, red) showed the
involvement of the frontoparietal network including DLPFC
(right hemisphere), parietal (supramarginal gyrus), and visual
attentional systems (angular gyrus, occipitotemporal cortex
(left hemisphere). Listening during disagreement (Figure 4,
blue) showed the additional involvement of the social network
including activity in the right temporal-parietal junction
(middle and superior temporal gyrus and angular gyrus) as
well as bilateral supramarginal gyrus. Together, talking and
listening during disagreement resulted in up-regulation of the
frontoparietal network, the visual attention system, and the social
network consistent with the multiple networks model.

Talking and Listening During Agreement
Talking during agreement (Figure 5, red) was associated with
the expected pattern of activity based on speech production
(Broca’s Area), natural eyemovements (frontal eye fields), and left
hemisphere frontal systems. Listening during agreement (blue)
showed the additional involvement of the right hemisphere
social network including activity in the right temporal-parietal
junction (middle and superior temporal gyrus and angular gyrus)
as well as the high-level visual attention system (V3 and the
occipitotemporal cortex), and the frontal executive and attention
systems including bilateral DLPFC and the left frontopolar

regions. Together, talking and listening during agreement also
resulted in up-regulation of the frontoparietal network, the visual
attention system, and the social network consistent with the
multiple networks model.

Talking During Disagreement and
Agreement
Direct comparison of these intermixed neural systems during
disagreement (Figure 6, red) and agreement (blue) during
talking [talking > listening] reveals how these networks are
modulated during these two attunement situations. We show
the comparison for talking rather than for listening because
spoken language, in contrast to receptive language, is observable
and can be related to the acoustic analysis. Receptive processes
such as listening are subjective and therefore not explicitly
quantifiable in this paradigm. The behavioral measures of
acoustical properties of the spoken narratives predict a difference
between these two conditions. Consistent with this prediction,
activity was increased in the frontoparietal network (bilateral
DLPFC, left supramarginal, angular, and superior temporal
gyri) during disagreement (relative to agreement). In contrast,
talking during agreement (blue) modulated a component of the
right hemisphere social system (supramarginal gyrus) including
the visual attention system and bilateral frontal eye-fields, left
DLPFC, and frontopolar regions. These comparisons illustrate
large scale variations in language, cognitive, executive, social,
and visual processes depending upon the social context related
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TABLE 4 | GLM contrast comparison: agree [Talking > Listening] with ASE co-regressor, (deOxyHb signals).

Contrast Contrast

threshold

Peak voxels Anatomical regions in cluster BAc Probability n of voxels

MNI coordinatesa t-value p Dfb

[Talking > Listening] p = 0.05 60 −10 −8 2.97 0.003 37 Middle temporal gyrus 21 0.92 510

(red) 60 −16 44 2.65 0.006 37 Pre– and supplementary motor cortex 6 0.41 209

Primary somatosensory cortex 3 0.20

Right hemisphere Primary somatosensory cortex 1 0.18

Primary somatosensory cortex 2 0.13

40 −6 52 2.32 0.013 37 Pre- and supplementary motor cortex 6 0.94 94

p = 0.05 −46 24 −4 2.53 0.008 37 Inferior frontal gyrus 47 0.67 700

Temporopolar area 38 0.21

−14 58 14 2.03 0.025 37 Frontopolar cortex 10 1.00 151

−52 −16 38 2.56 0.007 37 Pre- and supplementary motor cortex 6 0.63 122

Left hemisphere Primary somatosensory cortex 3 0.20

Primary motor cortex 4 0.10

−40 18 46 2.33 0.013 37 Frontal eye fields 8 0.70 116

Dorsolateral prefrontal cortex 9 0.16

Pre- and supplementary motor cortex 6 0.15

[Listening>Talking] p = 0.05 70 −44 0 −3.13 0.002 37 Middle temporal gyrus 21 0.52 430

(blue) Superior temporal gyrus 22 0.37

Occipitotemporal cortex 37 0.11

48 44 16 −2.97 0.003 37 Dorsolateral prefrontal cortex 46 0.69 365

frontopolar cortex 10 0.27

Right hemisphere 52 18 36 −3.09 0.002 37 Dorsolateral prefrontal cortex 9 0.60 104

Frontal eye fields 8 0.24

Dorsolateral prefrontal cortex 46 0.10

52 −68 26 −2.11 0.021 37 Angular gyrus 39 0.81 54

Extrastriate visual cortex (V3) 19 0.15

p = 0.05 −48 30 28 −2.96 0.003 37 Dorsolateral prefrontal cortex 46 0.56 226

Left hemisphere Dorsolateral prefrontal cortex 9 0.33

Pars triangularis 45 0.11

aCoordinates are based on the MNI system and (−) indicates left hemisphere. bdf, degrees of freedom; cBA, Brodmann area identified by the TD ICBM MNI atlas (Maldjian et al., 2003)

(see Figure 5).

to the attunement or misattunement of opinions with another
individual. Together these findings are consistent with the
hypothesis that neural systems associated with dyadic states of
verbal disagreement and agreement are differentiable, and further
suggest a role for the DLPFC in the adaptive neural mechanism,
especially for disagreement.

A Theoretical Shift From the Single Brain to
the Dyad
The development of two-brain functional imaging systems
enables the paradigm shift from a frame of reference focused
on the single brain to a frame of reference focused on the
interactive human dyad. This shift includes computational
approaches that model the dyadic unit and extend methods
for quantifying synchronous systems across brains. Over the
last decade, observations of neural coupling during interactive
tasks have become a cornerstone for an emerging theoretical
framework of dynamic cross-brain neural processes (Saito et al.,
2010; Schippers et al., 2010; Funane et al., 2011; Cui et al.,
2012; Dommer et al., 2012; Holper et al., 2012; Konvalinka

and Roepstorff, 2012; Tanabe et al., 2012; Kawasaki et al., 2013;
Schilbach et al., 2013; Scholkmann et al., 2013a; Osaka et al., 2014,
2015; Jiang et al., 2015; Koike et al., 2016; Liu et al., 2016, 2017;
Tang et al., 2016; Dravida et al., 2017; Hirsch et al., 2017, 2018;
Kingsbury et al., 2019; Zhang and Yartsev, 2019; Descorbeth et al.,
2020; Noah et al., 2020).

A recent investigation of neural coupling with known
temporal inputs to the visual system provided by frequencies
of reversing checkerboard stimuli strengthens the evidence in
support of this approach (Zhang et al., 2020). In this prior
study, neural coupling, as represented by wavelet coherence of
hemodynamic signals, was compared to the known sequences
of visual stimulation using fNIRS. The coherence of input and
known frequencies was consistent with the coherence of the
predicted and observed fNIRS signals. This objective evidence
that coherence between brains can be predicted from known
(simulated) signal coherence based on input sequences further
validates wavelet analysis as a measure of neural coupling and
as a computational approach for investigation of the neural
mechanisms that underlie behavioral attunement. However,
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FIGURE 6 | Talking condition. Brain activity clusters represent functions of Disagreement [talking > listening] (red) and Agreement [talking > listening] (blue). Neural

systems most active during talking and disagreement conditions (red) include bilateral frontal regions [DLPFC, dorsolateral prefrontal cortex; ParsT, pars triangularis,

ParsO, pars opercularis]. Left hemisphere SMG, supramarginal gyrus; AG, angular gyrus; STG, superior temporal gyrus are also included. Neural systems most active

during talking and agreement conditions (blue) include bilateral FEF, frontal eye fields right SMG, supramarginal gyrus and left FP, frontopolar activity. See Table 5.

TABLE 5 | GLM contrast comparison: talking [Disagree > Agree] with ASE co-regressor, (deOxyHb signals).

Contrast Contrast

threshold

Peak voxels Anatomical regions in cluster BAc Probability n of voxels

MNI Coordinatesa t-value p dfb

[Disagree > Agree] p = 0.05 52 32 20 4.07 0.000 37 Dorsolateral prefrontal cortex 46 0.69 2,003

(red) Pars triangularis 45 0.27

60 −12 −18 1.98 0.027 37 Middle temporal gyrus 21 0.61 62

Right hemisphere Inferior temporal gyrus 20 0.39

p = 0.05 −52 10 10 3.28 0.001 37 Pars opercularis 44 0.40 1,193

Superior temporal gyrus 22 0.25

Pars triangularis 45 0.19

Pre- and supplementary motor cortex 6 0.12

−58 −58 18 2.35 0.012 37 angular gyrus 39 0.37 167

Left hemisphere Superior temporal gyrus 22 0.30

Supramarginal gyrus 40 0.13

Middle temporal gyrus 21 0.11

−62 −36 40 2.52 0.008 37 Supramarginal gyrus 40 0.81 60

Primary somatosensory cortex 2 0.11

[Agree>Disagree] p = 0.05 58 −42 46 −2.53 0.008 37 Supramarginal gyrus 40 0.97 120

(blue) 28 24 52 −2.43 0.010 37 Frontal eye fields 8 0.68 96

Right hemisphere Pre- and supplementary motor cortex 6 0.32

p = 0.05 −46 −14 46 −2.34 0.012 37 Pre- and supplementary motor cortex 6 0.44 123

Primary somatosensory cortex 3 0.32

Primary motor cortex 4 0.17

Left hemisphere −6 58 18 −2.14 0.019 37 Frontopolar cortex 10 1.00 97

−44 18 44 −2.67 0.006 37 Frontal eye fields 8 0.53 79

Dorsolateral prefrontal cortex 9 0.34

Pre- and supplementary motor cortex 6 0.13

aCoordinates are based on the MNI system and (−) indicates left hemisphere. bdf, degrees of freedom; cBA, Brodmann area identified by the TD ICBM MNI atlas (Maldjian et al., 2003)

(See Figure 6).
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FIGURE 7 | Cross-brain coherence. Signal coherence between dyads (y-axis) is plotted against the period (x-axis) for the Disagree (red) and Agree (blue) conditions

(shaded areas: ±1 SEM). The left column shows coherence between actual partners, and the right column shows coherence between shuffled partners. Greater

signal coherence was observed between actual partners in (A) angular gyrus to supramarginal gyrus and (B) occipitotemporal cortex to superior temporal gyrus. In

contrast, no significant differences were found in coherence between shuffled partners during either condition.

this technique and the experimental paradigm is relatively
exploratory. The coherence analysis remains limited, in part, by
the lack of phase information between the two partners. Factors
that contribute to the absence of a detectable latency include the
presence of random noise in the data, individual differences in
hemodynamic response functions, and use of the residual signals
which are not task generated. A latency value that is not different
from zero can be interpreted as consistent with interactions over
time where partners vary between leading and following which
is likely in the case where listening and talking are alternated.

Further, the spatial resolution of the acquired fNIRS signals is
relatively coarse (∼3 cm) and therefore source localizations of the
origins of the coherent signals are also similarly limited.

This dyadic frame of reference including the two-person
experimental paradigm and accompanying computational tools,
provides a general platform for investigation of the neural
systems that underlie brain functions during natural discourse
where partners express opinions that are either congruent or
discordant. Neural coupling (Figure 7), as quantified by mutual
coherence, was greater during agreement than disagreement and
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included cortical regions previously associated with live face-to-
face interaction, i.e., angular to supramarginal gyri, and fusiform
(occipitotemporal cortex) to superior temporal gyrus. The
regional locations of these synchronous cross-brain signals were
also consistent with the activity observed during listening when
in agreement (Figure 5, blue). However, coupled neural activity,
as represented here by the hemodynamic signal, includes both
the listener and the speaker (non-symmetrical neural coupling,
Hasson and Frith, 2016), and shows a synchronous temporal
hemodynamic pattern in the range of wavelengths (periods) of
10–16 s. Prior models of information sharing (Stephens et al.,
2010; Hasson and Frith, 2016) are not sufficiently developed to
predict these findings. Although coherence can be interpreted as
a mechanism by which live social information is shared between
the receiver and sender, current models of neural coupling do
not predict which condition, agreement or disagreement, would
result in higher cross-brain coherence. Further, the current state
of the framework does not predict which regions of brain would
be most coherent.

The putative underlying mechanism for neural coherence
could possibly involve differentiable patterns of eye-to-eye
contact between interlocutors, and this hypothesis is a target
for future research. The cognitive and perceptual significance of
these coherence effects is yet to be determined, but preliminary
work has shown that they predictably influence the quality
of communication and comprehension (Stephens et al., 2010;
Hasson et al., 2012; Hasson and Frith, 2016), arousal and social
judgments (Vanutelli et al., 2017; Descorbeth et al., 2020), verbal
interaction (Hirsch et al., 2018), eye contact (Noah et al., 2020)
and decision making (Cui et al., 2012).

Convergence
When humans interact they typically show converging patterns
of coordinated behavior, as in walking in step or synchronized
applause. In the complex interplay of dyadic conversation,
numerous studies have shown that over time participants
tend to accommodate their speech patterns to one another
(Pardo, 2006; Babel, 2012); alternatively they may also diverge
from one another under conditions of disagreement or dislike
(Bourhis and Giles, 1977). Neural correlates of these behavioral
patterns of accommodation, or phonetic convergence, have also
been proposed (Garnier et al., 2013) and are active areas
of investigation. While our acoustic measures clearly show
differences in behavioral results indicating enhanced speaker
emphasis and engagement for the disagreement condition vs.
the agreement condition, we did not find consistent evidence
for phonetic convergence as might be predicted by the neural
coherence overall, although some individual dyads showed such
effects. We speculate that the somewhat artificial nature of the
15 s turns imposed by the protocol (to support the block design)
may have disrupted these (typically subtle) acoustic effects.

Summary and Conclusion
Verbal face-to-face communication is central to everyday
transactions between humans throughout the entire lifespan. The
foundational nature of live and interactive social functions is in
contrast to the nascent development of neurocognitive theories

to explain them which have been limited by lack of data from
live and natural social interactions. Here we have addressed
this knowledge gap by recording neural responses and speech
concurrently during live face-to-face discussions of topics where
the interlocutors were either in agreement or disagreement,
a common feature characteristic of verbal exchanges between
two individuals. The dialectical misattunement hypothesis (Bolis
et al., 2017) proposes that disturbances in the reciprocal
unfolding of an interaction result in a change of the dyadic
state, thus predicting a behavioral and neural difference between
the two conditions employed in this study. Findings in this
investigation are consistent with this prediction. A theoretical
neural framework for the effects observed in this investigation
remain nascent but contribute to an emerging neuroscience
of social interactions that may serve to coordinate activities
of multiple component systems often investigated alone such
as face processing, language production, and theory of mind.
In so doing, this paradigm provides a template for developing
methods and models to access neural processes that are
responsive to spontaneous, rapid, and multimodal components
of live interactions.
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