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Successful music-making requires precise sensorimotor synchronization, both in individual (solo) and joint (ensemble) social settings. We investigated how individual practice synchronizing with a temporally regular melody (Solo conditions) influences subsequent synchronization between two partners (Joint conditions). Musically trained adults practiced producing a melody by tapping on a keypad; each tap generated the next tone in the melody. First, the pairs synchronized their melody productions with their partner in a baseline Joint synchronization task. Then each partner separately synchronized their melody with a computer-generated recording of the partner’s melody in a Solo intervention condition that presented either Normal (temporally regular) auditory feedback or delayed feedback (by 30–70 ms) in occasional (25%) randomly placed tone positions. Then the pairs synchronized again with their partner in a Joint condition. Next, they performed the second Solo condition (normal or delayed auditory feedback) followed again by the Joint condition. Joint synchronization performance was modeled with a delay-coupled oscillator model to assess the coupling strength between partners. Absolute asynchronies in the Solo Intervention tasks were greater in the Delayed feedback condition than in the Normal feedback condition. Model estimates yielded larger coupling values between partners in Joint conditions that followed the Solo Normal feedback than the Solo Delayed feedback. Notably, the asynchronies were smaller in the Joint conditions than in the Solo conditions. These findings indicate that coupled interactions in settings of two or more performers can be improved by individual synchronization practice.
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1 Introduction

A primary goal of musical ensembles is to create a synchronous performance with fellow musicians. However, the majority of musical practice is accomplished individually, prior to an ensemble performance. How do solitary practice conditions influence subsequent joint performance? Auditory-motor synchronization, the simultaneous production of sound with a perceived auditory stimulus, can play a vital role in the perceived pleasantness of music (Bégel et al., 2022). We focus here on musical synchrony among partners; synchrony among species members is found in many life forms (Moiseff and Copeland, 2010) that display a simultaneous production of action with sound (Strogatz and Stewart, 1993; Large et al., 2015). Social interaction among group members also influences musical synchrony. For example, comparisons of individuals who synchronized with a metronome or with a partner changed the temporal predictability and adaptation of the partner’s behavior (Dumas and Fairhurst, 2021). Social interaction in musical groups requires strong coordination and is often characterized by coupled physiological systems (Delius and Mueller, 2022). Fewer studies have examined how individual practice helps musicians improve their ability to synchronize with others. The current study addresses how individual synchronization practice influences joint performance in dyadic synchronization among musicians.


1.1 Learning effects in music performance

A few studies have examined the impact of types of musical practice on the development of music performance skills. Caramiaux et al. (2018) investigated effects of tempo variability and different learning regimens in non-musician participants’ improvement in timing and motor skills during piano performance. Non-musicians were trained with different types of piano practice and then performed novel finger sequences on a piano keyboard. The performers’ timing displayed greatest improvement when the tempo during learning matched the tempo during transfer to the novel melodies. Furthermore, the study found a carryover effect of previously acquired skills in transfer to novel melodies, regardless of the movement task complexity. Thus, Caramiaux et al. (2018)‘s finding suggest that musical practice can improve subsequent performance regardless of the mechanical difficulty; improvement was found from learning task to subsequent transfer task, whether the consistent tempo was fast or slow.

Stambaugh (2011) examined the impact of different practice conditions on musicians’ solo performance. Novice clarinetists learned novel melodies in blocked or random practice conditions. Participants in the random condition completed six trials of each of the 3 melodies in a random order on each day of the practice. Participants in the blocked condition performed a single melody for 18 trials on each day of the practice. Outcomes were judged by the clarinetists’ performance accuracy, tempo, temporal evenness and attitude. The assessment of learning effects was done on the last trials of the final day, while retention was evaluated 24 h after the last day. Differences between the blocked and random training were found only in the performance tempo. The group in the random condition showed a higher playing tempo during retention and maintained their accuracy, in contrast to the blocked group. This suggests that the random interleaving of practice can enhance subsequent performance.

Bégel et al. (2024) addressed the causal relationship between practice in dyadic musical synchronization and subsequent solo synchronization. Pairs of musician and non-musician participants took turns synchronizing their melody by tapping with a metronome (each tap generated the next melody tone). In the Joint Intervention conditions, participants attempted to synchronize their melodies simultaneously with their partner either with normal auditory feedback (normal feedback) or with randomly placed delayed feedback on 25% of melodic tones (delayed feedback). After each Intervention, the turn-taking condition of synchronizing with the metronome was repeated. Partners’ asynchronies with the metronome were larger following the delayed feedback performances than following the normal feedback performances. Furthermore, partners’ social interaction ratings of connectedness, relationship with their partner, and synchronization judgments were reduced after the delayed feedback condition relative to the normal feedback condition. These findings suggest that practice with a partner increases synchrony that carries over to subsequent individual performance. We ask the reverse question in this study: Does individual practice affect subsequent dyadic performance with a partner?



1.2 Learning and reliance on auditory feedback

A key factor in music performance training is a reduced reliance on auditory feedback to guide future actions. For example, musically trained individuals can perform familiar music accurately in the absence of auditory feedback (Finney, 1997; Repp, 1999), and beginners rely on that feedback during practice more so than advanced musicians (Luciani et al., 2022). Other studies have confirmed that auditory feedback is critical for initial learning of novel musical pieces but is relatively independent at retrieval, once learned (Finney and Palmer, 2003). One explanation for this is that auditory imagery can reduce a performer’s reliance on auditory feedback (Highben and Palmer, 2004; Bishop et al., 2014).

Group music-making forces a higher reliance on auditory feedback in order for musicians to perceive one’s own performance outcomes relative to those of other musicians. Interaction among musical group members requires them to distinguish sounds produced by oneself from those produced by others (Keller et al., 2016). Studies have addressed distinctions between self-other integration and self-other segregation in trained musicians (Liebermann-Jordanidis et al., 2021). We address here the extent to which individual practice that enables musicians to distinguish their own actions from a recording, via manipulations of auditory feedback, influence the subsequent balance of self-other integration and segregation in joint performance.



1.3 Synchronization models of joint performance

Musically trained individuals tend to show smaller asynchronies of their tone productions with a regular auditory stimulus than do untrained individuals (Repp and Su, 2013), suggesting that long-term practice on a musical instrument improves synchronization. Large et al. (2015) proposed that sensory and motor networks interact to improve musical synchrony and the overall timing as individuals gain performance experience. A sensory (auditory) network and a motor network were modeled with nonlinear oscillators whose coupling strength increased as a function of the periodic signals encountered in musical stimuli. Participants tapped along with the perceived pulse in the melodies presented. Large et al.’s (2015) model predicted the perception of a regular musical beat at specific frequencies, consistent with the empirical findings. The model captured the degree of coupling between auditory and motor neural oscillations that influenced the participants’ perception of a regular musical beat and synchronization. Musicians’ increased auditory-motor interactions contribute to improved memory for musical sequences as well (Palmer, 2005; Mathias et al., 2015).

Several findings suggest that human synchronization with a regular auditory cue, such as a metronome, tends to be anticipatory, called a negative mean asynchrony (Repp and Su, 2013). Anticipation refers to the tendency for participants’ tone onsets to occur earlier than the tones with which they intend to synchronize. The integration of information at a central level from different sensory modalities was proposed to account for the anticipatory nature of synchrony in single-subject auditory-motor studies (cf. Aschersleben and Prinz, 1995; Castro-Meneses and Sowman, 2018). Other explanations of anticipatory behavior have been proposed that distinguish among internal states (Palmer and Demos, 2022): the first, weak anticipation, suggests the creation of an internal model that helps an individual to make predictions of future events and act on those predictions (Clark, 1997). The second explanation is strong anticipation, which assumes a relationship between an external stimulus “driver” oscillation, such as an auditory metronome, and an internal “driven” oscillation, such as a human (Voss, 2000). In this theory, one of the oscillators creates the oscillation while the other oscillation follows that oscillation at a time delay, predicting anticipation via a time-delayed memory of the system’s previous state (Stepp, 2009; Stepp and Turvey, 2010; Demos et al., 2019). These models, called delay-coupled oscillator models, have been applied to musical ensembles (Demos et al., 2019; Palmer and Demos, 2022) and to other physical systems (Machado and Matias, 2020) to explain coupling relationships and their influence on synchronization.

Demos et al. (2019) tested a strong anticipation model fit to the synchronization of dyadic partners’ musical performances. A bidirectional delay-coupling model was applied to the partners’ asynchronies as their auditory feedback was manipulated. Equation 1 shows the delay-coupled model applied to two partners’ relative phase values (measure of tone onset asynchrony). The bidirectional coupling permits interaction and synchrony of two oscillators (partners) that receive and adapt to the auditory feedback from themselves and from their partner (Stepp and Turvey, 2010; Bégel et al., 2022). Three parameters include ω, the oscillator’s intrinsic frequency (represented as period, the inverse of rate); a coupling term k that influences the amount of adaptation of one oscillator to another; and a time delay t (ms) that represents the system’s memory for a past state [for full constraints on the model’s parameters, see Demos et al. (2019) Supplementary materials].
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Demos et al. (2019) tested the model in musical duets by removing the auditory feedback matching one partner’s part (for example, the driven partner) from both partners to test the model’s ability to adapt to the leader role (the partner whose auditory feedback was not removed). Unidirectional coupling occurred when the partner whose feedback was removed (the “driven” partner) attempted to maintain their synchrony with the partner who is not able to adjust (the “driver” partner). Importantly, the driven partner showed anticipatory synchrony by performing slightly before the driver partner. The partners’ asynchronies were fit with the delay-coupled model whose findings showed a stronger coupling between partners when full feedback was present; a unidirectional coupling of the partner whose feedback was removed to the partner whose feedback was present; and no coupling when both partners’ feedback were removed. The degree of coupling corresponded to the size and directionality of the asynchronies among the partners across the auditory feedback conditions. Thus, this study illustrated that delay-coupled models of synchrony can address anticipatory behavior in terms of coupling between partners, without the need for an internal model. We apply the model here to examine how the unidirectional coupling experience offered in solo synchronization with a computer-generated recording can influence bidirectional coupling that typically occurs in joint (dyadic) synchronization.

Alternative models have proposed that synchronization in a musical ensemble relies on a process of mutual correction and adjustment among the performers that can be defined via linear error correction factors (Wing et al., 2014; Jacoby et al., 2015). An error correction model was applied to the synchronization measures from members of two string quartets (Wing et al., 2014). The linear phase correction model showed that the other performers exhibited stronger correction of their tone onsets’ relative phase values to follow the leading part (the first violin). Estimates of the correction gain were slightly below the 0.25 chance value for 4 performers, considered an optimal value for minimizing the asynchrony variability.

Some synchronization models are built on the assumption of internal models that generate predictions for a partner’s actions. Keller et al. (2007) measured pianists as they synchronized with a recording of their own performance or a partner’s performance recording; asynchronies were reduced in the condition in which they synchronized with their own performance relative to other performances. These findings were interpreted as support for an internal model for one’s own performance, compared with a less precise internal model for other pianists’ performances. Van der Steen and Keller (2013) proposed the adaptation and anticipation model (ADAM), that posits both adaptive and anticipatory behaviors of sensorimotor synchronization. The ADAM model has been extended to duet performance, but it has not tested effects of learning on subsequent performance or comparisons between solo and joint performance. Thus, there remains a gap in understanding how individual synchronization practice influences synchronization in joint music performance.



1.4 Current study

The focus of the present study was to investigate the impact of learning interventions in which musically trained individuals synchronized their melodies with a computer-generated auditory recording of a partner’s melody, on subsequent joint performance. Adult participants with musical training participated in Solo practice conditions in which they synchronized with a computer-generated recording, followed by Joint Performance conditions in which they synchronized with a partner. In one Solo Intervention condition, normal auditory feedback was presented, and in the second Solo Intervention condition, auditory feedback was occasionally delayed on 25% of randomly place tones; the order of the Solo Intervention conditions was counterbalanced across pairs. All participants performed both Solo interventions and in subsequent Joint performance conditions. Synchronization performance was measured during all Solo and Joint conditions. First, we predicted that synchronization in the Solo conditions would be worse for the occasional delayed auditory feedback than for the normal feedback. Second, we predicted that synchronization measures in the Joint performance conditions should improve more following the Solo intervention with normal feedback than delayed feedback. Third, we predicted greater coupling between partners in Joint synchronization conditions that followed normal auditory feedback than delayed feedback, based on a delay-coupled bidirectional model (Demos et al., 2019) applied to the partners’ asynchronies.




2 Methods


2.1 Participants

The participants were recruited from the Montreal community through Facebook and through the McGill community participant pool. All 50 participants (age range = 18–33 years, M = 22.3, SD = 3.4; 37 were female), referred to here as Musicians (years of training on a musical instrument = 6–16 years, M = 10.2, SD = 2.4) had at least 5 years of private instrumental musical training on their primary instrument in a classical Western style that includes the goal of synchronous tone onsets in joint performance. Participants were excluded if they exhibited hearing loss in a screening test or did not meet the study requirements to synchronize their taps with a regular metronome. Two additional participants were excluded due to data loss resulting from experimental error. An audiometry screening confirmed that participants had normal hearing in the frequency range of stimuli used in the experiment (<30 dB HL for single tones in the 125–750 Hz range). The study was approved by the McGill University Research Ethics Board for the duration of the research project.



2.2 Equipment and stimuli

Participants tapped an eight-note melody on a force-sensitive pad controlled with Arduino and connected to a Linux computer (Dell T3600 running Fedora 16) via MIDI. Participants heard the melodies through the headphones (AKG K240 Studio) in a marimba timbre (GM2, patch #13, channel #1;2; fixed velocity: 100) produced with a Roland Studio Canvas SD-50 tone generator and MOTU soundcard. Metronome beats were presented in a high-pitched woodblock timbre (GM2, patch #116, channel #4; fixed velocity: 127). Timing of the presented metronome sounds was controlled by the FTAP program (Finney, 2001). Delay between the tap onset on the force-sensitive pad to the tap being recorded, was less than 3 ms, which includes the signal passing through Arduino to M-Audio Uno MIDI device then into Linux internal delay and FTAP (Tranchant et al., 2022). The time delay from a finger tap on the Arduino pad to the start of the sound was less than 1.0 ms (Scheurich et al., 2018, Supplemental materials).

An ascending/descending melody in G major, composed of G4 – A4 – B4 – C5 – D5 – C5 – B4 – A4, was used for partner A’s higher-pitched feedback in all experimental conditions. The same melody in G major, one octave lower (G3 – A3 – B3 – C4 – D4 – C4 – B3 – A3) was used for partner B’s lower-pitched feedback in all experimental conditions. The G major melody was chosen for its familiarity and the pitch difference between the two melodies was created to ensure that each partner’s melody could be differentiated by the participants.

Stimuli in both the Joint and Solo synchronization conditions were based on synchronization-continuation trials. Each trial began with 8 beats of a metronome sounded every 450 ms (C6) with a woodblock timbre, to set the initial tempo. Participants started tapping on the 9th beat and the metronome stopped after another 8 beats while the participants continued to synchronize with their partners for 9.5 melody repetitions (76 taps) until the sound delivered to headphones ended, indicating the trial end. The data from each trial in all Solo and Joint performance conditions included the first 72 taps (9 repetitions) after the metronome ceased; the final 4 taps were excluded from analysis.

Additionally, stimuli in the Solo intervention conditions presented a computer-generated recording of one partner’s melody with either Normal auditory feedback (temporally regular tone onsets) or Delayed auditory feedback. The Delayed Auditory feedback occurred in 25% of the tones (distributed evenly among the two melodies) and ranged from 30 to 70 ms with a mean delay of 50 ms. The delay was pseudo-randomly positioned in the melodies to avoid the initial and final tones in each trial.



2.3 Design

Each pair of participants performed all tasks in this within-subject design. The experiment consisted of two different synchronization tasks: A Joint performance task and a Solo intervention task. The Joint performance task occurred three times and alternated with the Solo intervention task which occurred twice. The order of tasks is shown in Figure 1. The three Joint performance conditions are referred to Baseline Joint (initial condition), Post-Delay Joint (following the Delayed Auditory Feedback) and Post-Normal Joint (following the Normal Auditory Feedback). As shown in Figure 1, the conditions alternated in order to measure the impact of the interventions on the subsequent Joint performance.

[image: Figure 1]

FIGURE 1
 Order of the Solo Intervention conditions and the Joint synchrony conditions. Half of the partner dyads performed the Interventions in the two different orders.


The order in which the partners received the two Solo intervention conditions was counterbalanced across pairs. Additionally, the order in which the two partners assigned to upper or lower melody (A or B) performed the Solo intervention conditions was counterbalanced across pairs. Each of the Solo intervention and Joint performance conditions contained one practice trial and 3 experimental trials.



2.4 Procedure

Two randomly paired participants were scheduled to take part in the experiment at the same time. Upon arrival, participants completed a consent form and the audiometric screening in which pitches in the range of 250–750 Hz were presented; participants’ auditory thresholds were < 30 dB SPL. The two participants were then invited to join their partner in the same testing room where they faced each other at two separate tables, each with its own force-sensitive pad setup. A screen was placed between them so that they could only see their partner’s head and shoulders, to avoid visual influence of the partners’ finger movements. Partners tapped on a force-sensitive pad using the index finger on their dominant hand. They were told that each tap would produce the next tone in the melody. Each participant was explicitly instructed to synchronize their taps with the tones they heard from their partner over headphones. The partner who produced the low-pitched melody was labeled as partner A while the one with the high-pitched melody was labeled as partner B. All participants first practiced tapping their melody (24 taps or 3 melody repetitions) before the start of the trials. Then the two partners took turns synchronizing their melody with the metronome beats.

Next, the partners performed together in the Joint Performance Task (Figure 2) in which they were asked to tap together in synchrony with the metronome and to continue tapping together after the metronome ended until the sound heard over headphones ceased. After at least one practice trial and three experimental trials, the Joint performance condition was completed and participants advanced to the first Solo Intervention condition (Normal or Delayed feedback).

[image: Figure 2]

FIGURE 2
 Example trials in the Joint performance and Solo-Delayed feedback conditions.


Each partner completed the Solo intervention condition while their partner completed musical background and Edinburgh Handedness questionnaires. Partner A was instructed to begin synchronizing their taps with a computer-generated recording of partner B’s melody after 8 beats of the metronome, and to continue synchronizing until the sound heard over headphones ceased while partner B had their headphones turned off and completed questionnaires. Then, partner B completed the same Solo intervention condition while partner A filled out their questionnaires. Neither partner could hear the other partner’s auditory feedback, which was delivered separately through headphones, during all Intervention trials.

Then participants completed the next Joint performance condition, in which they synchronized with their partner after the metronome clicks started and continued until the sound ceased, indicating the end of the trial. Then the partners completed the second Solo Intervention condition (either Normal or Delayed Intervention) and then completed the third Joint performance condition (Post-Normal or Post-Delay Joint condition). The entire experiment lasted approximately 60 min, and the participants received a small fee or course credit for their participation.



2.5 Data analysis

An a priori power analysis was conducted using G*Power 3.1.9.7 (Faul et al., 2007) to establish the minimum sample size required to test the primary hypothesis that the order of intervention conditions would influence the pairs’ joint synchronization performance (Bégel et al., 2024). Results indicated the required sample size to achieve 80% power, at a significance criterion of α = 0.05, was N = 25 for a two-tailed t-test. Thus, the obtained sample size of N = 25 pairs was adequate to test the study hypothesis.

Behavioral analyses were run in R Statistical Software (afex package, Singmann et al. 2023 v4.2.0–0). Tests of the synchronization measures included ANOVAs that addressed the Solo and Joint tasks separately. Measures of synchronization in the Solo tasks included signed asynchronies (stimulus onset minus participant onset), their variability (standard deviation), and their absolute value. Synchronization in the Joint tasks were measured by the standard deviation of the signed asynchronies (partner A’s onset minus partner B’s onset) and by their absolute value. Synchronization in the Solo tasks was analyzed in terms of the independent variables of Intervention condition (Delay, Normal) and Intervention Order (Delay first; Normal first), with the participant as random variable. Synchronization between partners in the Joint performance conditions were analyzed in terms of the independent variables of Post-Intervention condition (Post-Delay, Post-Normal) and Intervention Order (Delay first; Normal first), with the pair as random variable. Similar analyses were conducted on the model parameters (k, ω). Linear contrasts were run with the emmeans package (n 1.8.7; Lenth, 2023) and p-values were corrected using a Bonferroni correction.



2.6 Model analysis

Model analyses were conducted on the Joint performance asynchronies by taking the mean of the eight melody repetitions within each trial (N = 224 trials total). The delay-coupled model was fit to these asynchronies in two separate iterations, similar to previous delay-coupling applications to joint performance (Demos et al., 2019; Bégel et al., 2022). In the first stage, a global parameter search was conducted using a genetic algorithm. Parameters were allowed to vary within the following bounds: The difference between the partners’ intrinsic frequencies (𝜔1 – 𝜔2) was allowed to vary within a range of –300 ms to +300 ms, based on previously observed ranges for partners’ intrinsic frequencies (Zamm et al., 2016; Scheurich et al., 2018). The coupling strength parameters k were allowed to vary from 0 (no coupling) to 50. The 𝜏 parameters were allowed to vary with a range of 0 (no time delay) to 50 ms. The model was fit 10 times to each trial. In the second stage, the optimized parameter values obtained with the genetic algorithm were passed to a local search algorithm (constrained nonlinear multivariate function). Root Mean Square Error (RMSE) values for each model fit per trial were computed between the observed asynchronies and the model’s estimates of asynchronies. The best-fitting (smallest) RMSE of the 10 fits was chosen. The tau value associated with this best fit for each trial was then analyzed to yield the median value computed across participants and trials (tau = 19.7 ms), a value similar to the median tau obtained in other joint music performance studies (Demos et al., 2019; Bégel et al., 2022).

In a second stage, the fitting procedure was repeated with taus set to the median value (19.7 ms). Coupling and intrinsic frequency parameters were allowed to vary within identical boundaries to those used in the first model fits. The second run also consisted of 10 model fits to each trial. Fits that yielded parameter boundary cases (k > = 49 ms; 𝜔1 – 𝜔2 > =299 ms or <= −299 ms) were excluded from considerations of the best-fitting model, which was then chosen for each trial (based on the smallest RMSE value). The parameter values associated with the final model fits were analyzed similarly to the behavioral asynchrony measures.




3 Results


3.1 Solo intervention conditions

We conducted a two-way ANOVA on the mean intertap intervals by Solo Intervention Condition and Intervention Order, to determine whether individuals were able to maintain the cued tempo (450 ms). The analysis revealed no significant effects, indicating a stable tempo across Solo Intervention conditions with a mean intertap interval of 449.2 ms (SE = 0.179).

We next tested the standard deviations of the signed asynchronies in Solo interventions to determine differences due to the auditory feedback interventions. A two-way ANOVA on the standard deviations of asynchronies by Intervention condition (Delay/Normal feedback) and Intervention Order (Normal feedback first/Delayed feedback first) indicated a main effect of Intervention condition, F(1, 48) = 12.66, η2G = 0.064, p = 0.0008, and a significant interaction of Intervention condition with Intervention Order, F(1, 48) = 7.42, η2G = 0.038, p = 0.009. The Delayed Intervention/Delay-first order differed significantly from the Delayed Intervention/Normal-first order [linear contrasts, t(48) = 2.67, p = 0.028], the Normal Intervention condition/Delay-first order [t(48) = 4.53, p < 0.01], and the Normal Intervention/Normal-first order [t(48) = 2.76, p < 0.01]. As shown in Figure 3, greatest variability occurred during the Delayed Intervention condition when it was learned first.
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FIGURE 3
 Mean standard deviations (ms) of the signed asynchronies by Solo intervention condition. Error bars indicate standard errors.


We also tested the absolute asynchronies between individuals’ taps and the computer-generated melody in the Solo Intervention conditions. A two-way ANOVA on the mean absolute asynchronies by Intervention Condition (Delay/Normal feedback) and Intervention Order (Normal feedback first/Delayed feedback first) revealed a significant interaction [F(1, 48) = 6.88, η2G = 0.019, p = 0.011]. As shown in Figure 4, the absolute asynchronies were greater in the intervention that was conducted first, suggesting some improvement over the course of the experiment. There were no significant main effects.

[image: Figure 4]

FIGURE 4
 Mean absolute asynchronies (ms) in the Solo Intervention conditions by Intervention Condition and Intervention Order. Error bars indicate standard errors.


Finally, we computed the signed asynchronies in the Solo intervention conditions in order to determine whether individuals anticipated the computer-generated recording. Overall, the asynchronies were negative in each condition, indicating that the participants anticipated the metronome cue (mean = −39.1 ms). The same ANOVA on the signed asynchronies by Intervention condition and Intervention Order showed no main effects but a statistically significant interaction [F(1, 48) = 5.09; η2G = 0.014, p = 0.03]. Performance during the Solo intervention conditions was more anticipatory during the Normal feedback intervention than during the Delayed feedback intervention, when the participants received the Normal feedback intervention first (Bonferroni-corrected contrasts, t = 2.86, p < 0.04). Asynchronies were equivalent in Delayed and Normal feedback conditions when the Delayed feedback condition was first.



3.2 Joint synchronization conditions

We first compared the Baseline Joint performance condition (before Solo Interventions) with the synchrony observed in the other Joint performance conditions. An ANOVA on the standard deviations of the asynchronies by Joint condition (Baseline, Post-Delay intervention, Post-Normal intervention) and Intervention Order (Delay first/Normal first) indicated a significant main effect of Joint condition [F(2, 46) = 26.8, η2G = 0.136, p < 0.00001]. As shown in Figure 5, the standard deviations were larger in the Baseline condition (mean SD = 26.8 ms) than in the Post-Delay condition [mean SD = 22.7 ms, Bonferroni-corrected t(23) = 5.48] and the Post-Normal condition [mean SD = 23.0; Bonferroni-corrected t(23) = 6.24]. Thus, participants showed improvement in synchronization from Baseline to later Joint performances, and the pairs that were assigned to the different Solo Intervention orders did not differ at Baseline.

[image: Figure 5]

FIGURE 5
 Mean standard deviations of signed asynchronies (ms) in the three Joint performance conditions. Error bars indicate standard errors. Asterisks indicate significant differences (p < 0.05).


Next, we examined the mean absolute asynchronies by Joint Condition (Baseline, Post-Delay, Post-Normal) and Intervention order (Delay first/Normal first). This ANOVA yielded a non-significant effect of Post-Intervention condition [F(2, 46) = 2.74, p = 0.075] with similar patterns to the standard deviations; absolute asynchronies tended to be higher in the Baseline condition (mean SD = 25.4 ms) than in the Post-Delay (mean SD = 23.0 ms) or Post-Normal conditions (mean SD = 22.9 ms). No other tests approached significance.

Finally, we compared the absolute asynchronies across the Solo intervention conditions and the Joint performance conditions, to test whether performing with a computer-generated performance (that permitted only unidirectional coupling from human to computer) or with a slightly irregular partner (that permitted bidirectional coupling from human to human) would generate better synchrony. A two-way ANOVA on each pair’s absolute asynchronies by Task (Solo/Joint) and Intervention type (Delay/Post-Delay or Normal/Post-Normal) showed a significant main effect of Task [F(1, 24) = 61.70, η2G = 0.340, p < 0.00001] and no other significant main effects or interactions. As shown in Figure 6, participants were more synchronous when performing with a partner than when performing with a temporally regular recording – whether or not that recording contained occasional delayed auditory feedback.

[image: Figure 6]

FIGURE 6
 Mean absolute asynchronies (ms) by Condition (Solo Intervention, Joint Synchrony) and by Solo Intervention Order. Error bars indicate standard errors.




3.3 Model fits

We examined the model fits to the partners’ mean signed asynchronies in the Joint performance conditions. An example of the model’s predicted asynchrony values with the observed asynchrony values from one pair’s performance is shown in Figure 7 for the Joint performance condition that followed the Solo Normal-feedback Intervention.
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FIGURE 7
 A sample trial from Joint Synchronization condition following the Solo - Normal feedback Intervention with observed signed asynchronies (Partner 1 – Partner 2, ms) and delay-coupled model fits.


Statistical analyses were performed on the coupling parameter k for each partner, to compare the effects of Intervention conditions on the pairs’ Joint performance. A Wilcoxon signed-ranks test on the median coupling parameter values in each condition indicated that the coupling values were significantly higher in the Post-Normal Joint performance condition (Mdn = 16.44) than in the Post-Delay Joint performance condition (Mdn = 12.96, z = 1.97, p = 0.024). As shown in Figure 8, the model’s coupling values were increased in the joint synchronization experienced after the Normal feedback intervention relative to the Delayed feedback intervention. Decreased coupling during synchronization with a partner that followed the Delayed feedback Intervention suggests that the Delayed feedback disrupted participants’ subsequent ability to synchronize their productions.

[image: Figure 8]

FIGURE 8
 Median coupling values (k) from the delay-coupling model fits by Joint Synchronization condition. Box edges indicate 25th to 75th percentiles; error bars indicate 5th to 95th percentiles.


Next, we tested the delay-coupled model fits to the intrinsic frequency (ω) parameters. Intrinsic frequency differences between partners are related to tempo or rate of performance; a larger difference between partners, computed in absolute ms, is expected to yield larger mean absolute asynchronies. A Wilcoxon signed-ranks test on the absolute value of each pair’s ω differences by Joint performance condition (Post-normal, Post-delay) indicated no significant differences (z = 0.38, p = 0.35). Therefore, it is unlikely that the intrinsic frequency parameter accounted for the Solo Intervention effects on the coupling parameters in subsequent Joint synchronization.

Finally, we compared the delay-coupling model with a simpler model that removed the coupling parameter, to ensure its necessity in accounting for Joint synchronization performance. The bidirectional delay-coupling model was compared with a linear model that contained only the intrinsic frequency (ω) parameter while k, the coupling term, was set to 0 (thus cancelling the time delay parameter as well; see Equation 1). Root mean squared error values (RMSE) were generated for the two models fitted to the partners’ asynchronies in the Joint performance conditions. A one-way ANOVA was then conducted on the RMSE values by model (delay-coupling model and intrinsic frequency model). The RMSE values indicated a statistically significant difference among the models [F(1,24) = 49.157, η2G = 0.131, p < 0.001]. The model fits with the coupling value set to 0 produced higher average RMSE values (M = 7.348), indicating a worse fit, than the model fits with the coupling term allowed to vary (M = 6.359). Thus, the coupling parameter was necessary to capture the partners’ Joint performance synchronization.




4 Discussion

The impact of individual synchronization practice on joint synchronization was examined with musically trained partners in a within-pair design that presented different individual (solo) practice conditions. Effects of Solo synchronization practice with normal or delayed auditory feedback were evaluated on subsequent Joint duet performance as participants synchronized the production of simple melodies with an auditory cue (Solo conditions) or with a partner (Joint conditions). The within-pair design allowed us to compare Intervention order effects on the partners’ subsequent joint synchronization. The application of a delay-coupling model to the partners’ joint synchronization measures allowed us to compare the amount of coupling between partners as a function of the individual practice conditions.

The auditory feedback manipulations in the Solo intervention conditions resulted in higher variability in asynchronies during the Delayed Feedback condition than the Normal feedback condition. These results are consistent with previous findings that indicate that delayed auditory feedback hinders participants’ attempts to synchronize (Repp et al., 2011; Bégel et al., 2022). In addition, absolute asynchronies in the Solo intervention conditions indicated that the auditory feedback type interacted with the order of Intervention conditions; participants were worse at synchronization in the first Solo intervention they experienced, and better at synchronization by the last Solo intervention, suggesting that learning occurred despite the type of auditory feedback.

The dyads’ Joint synchronization performance indicated that the asynchrony variability improved from the initial Joint performance to later Joint performance, also supporting a learning effect as participants progressed through the tasks. Fortunately, there were no initial differences in Joint synchrony across the groups of participants who completed different two orders of the Solo interventions, suggesting that pairwise differences in synchronization did not account for the Solo intervention effects. Although the Solo intervention conditions did not directly influence the immediately following Joint performance asynchronies, the model’s coupling parameter fits suggested that the auditory feedback manipulations in the Solo practice influenced bidirectional synchronization in the subsequent Joint performances.

Fits of the delay-coupling model to the Joint synchronization performances indicated increased coupling values between partners when the Joint performances followed the normal auditory feedback (Solo) practice, relative to the delayed feedback practice. Furthermore, the remaining model parameter that was allowed to vary, the intrinsic frequency parameter, did not differ across the Joint synchronization conditions. We also tested whether the coupling parameter was necessary by comparing the delay-coupling model fits to those of a reduced model that contained only the intrinsic frequency parameters (with coupling set to 0). The reduced model provided a substantially poorer fit, suggesting that the coupling parameter was necessary to account for the partners’ asynchronies in joint performance. Future work may compare the delay-coupled model presented here with other numerical solutions (cf. Roman et al., 2019; Shahal et al., 2020; Calabrese et al., 2022), as well as with analytical solutions such as linear delay differential equations (cf. Yi and Ulsoy, 2006) and networks of delay-coupled oscillators (Pérez et al., 2011).

Finally, musicians’ synchronization was compared across Solo performances and Joint (dyadic) performance. The absolute asynchronies were greater in the Solo performances with a computer-generated performance than in the Joint performances with a partner. This finding may seem surprising, as the Solo interventions contained temporally regular inter-tone intervals (with the exception of 25% of delayed tone onsets in one condition), whereas all of the Joint synchronizations contained partners’ normal temporal variability. These findings can be reconciled if partners’ Joint synchronization reflects predictable temporal variability that allows each performer to adapt to their partner; previous studies have also documented reduced asynchronies for duet partners compared with the same partner’s synchronization with a temporally regular recording (Demos et al., 2017). The greater predictability of duet synchronization is also consistent with findings that showed better fit of nonlinear oscillators to the normal temporal variability in piano performances than to metronomically regular performances (Large and Palmer, 2002). Future studies may address how bidirectional coupling between partners develops as they learn to synchronize with more complex music than the simple melodies used here.

The current study addressed musical synchronization in the context of Western classical music forms. Some studies have identified different performance timing in other genres. Butterfield (2010) examined asynchronous timing between bass and drums players in swing groove music, in which a sense of constant time was negotiated between performers. Johansson’s (2010) analysis of Scandinavian folk music for fiddle similarly argued that rhythmic tolerance calls for tone onset ambiguities among performers. Danielsen (2018) identified extended beats in a musical genre of neo-soul groove, where an expectation for active anticipation among partners can yield aesthetic choices that result in asynchronies. Thus, performance norms in groove, jazz, and neo-soul musical forms may differ from classical music performance norms typical of the current study, which included an emphasis on temporal precision and synchronous tones.

In conclusion, the findings document short-term learning effects of solo performance on joint synchronization by musically trained partners. The Joint synchronization conditions indicated that synchronization with a partner becomes more accurate over the course of the experiment; the Solo Intervention conditions demonstrated that the quality of auditory feedback influences coupling between duet partners in future joint performances. This finding reinforces the validity of musicians’ common solo practice methods, which can enhance subsequent performance in ensemble situations. Future directions may address distinctions between unidirectional coupling of individual practice with a recording (common in musicians’ play-along practice albums) and bidirectional coupling that arises in joint performance. Physiological changes that occur during ensemble performance conditions, such as joint influences on respiration or heart rate, may also impact partners’ coupling (Wright et al., 2022; Høffding et al., 2023). Finally, further investigations may compare influences of solo practice on joint synchronization in terms of frequency of practice (such as performers who practice music daily and those who do not).
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