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Neurotechnology and Artificial Intelligence (AI) have developed rapidly in recent years with an increasing number of applications and AI-enabled devices that are about to enter the market. While promising to substantially improve quality of life across various severe medical conditions, there are also concerns that the convergence of these technologies, e.g., in the form of intelligent neuroprostheses, may have undesirable consequences and compromise cognitive liberty, mental integrity, or mental privacy. Therefore, various international organizations, such as the Organization for Economic Cooperation and Development (OECD) or United Nations Educational, Scientific and Cultural Organization (UNESCO), have formed initiatives to tackle such questions and develop recommendations that mitigate risks while fostering innovation. In this context, a first international conference on the ethics and regulation of intelligent neuroprostheses was held in Berlin, Germany, in autumn 2023. The conference gathered leading experts in neuroscience, engineering, ethics, law, philosophy as well as representatives of industry, policy making and the media. Here, we summarize the highlights of the conference, underline the areas in which a broad consensus was found among participants, and provide an outlook on future challenges in development, deployment, and regulation of intelligent neuroprostheses.
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1 Introduction

The rapid convergence of neurotechnology and artificial intelligence (AI) is transforming various fields from medical treatment to human-computer interaction. Intelligent neuroprostheses and other AI-enabled devices offer significant potential to alleviate severe medical conditions, improve the quality of life, but also enhance human capabilities (Haslacher et al., 2024; Soekadar et al., 2023). Moreover, this combination of technologies gave rise to the concept of the hybrid mind – a state where a biological cognitive system is seamlessly merged with an artificial cognitive system (Soekadar et al., 2021). The hybrid mind blurs the boundary between biological and artificial intelligence, potentially leading to significant shifts in how we perceive ourselves, our identity, agency, and consciousness. While such advances promise improved cognitive functioning and extended capabilities, they also bring forward complex ethical, legal, and societal concerns, particularly related to cognitive liberty, mental integrity, and mental privacy.

In response, organizations like the OECD and UNESCO have initiated programs to address these issues and develop recommendations that balance innovation with ethical safeguards (Ienca, 2021; Bublitz J., 2024; OECD, 2019; UNESCO, 2022).

In autumn 2023, a first international conference on the ethics and regulation of intelligent neuroprostheses was held in Berlin, Germany, under the auspices of a consortium funded by ERA-NET NEURON, a network of European funding for neuroscience research. This conference gathered leading experts from neuroscience, engineering, ethics, law, philosophy, and related fields, as well as representatives from industry, policy-making bodies, and the media. The conference was divided into three sub-sections focusing on the state of the art in neurotechnology, industry perspectives and regulatory challenges. In the following, we provide an overview over key themes and give an outlook to future developments in the field.



2 State of the art in neurotechnology and intelligent neuroprosthetics


2.1 AI in neuroprosthetics: realistic applications vs. hype

Stanisa Raspopovic, professor of neuroengineering at the Swiss Federal Institute of Technology, Zurich, Switzerland, and University of Vienna, Austria, discussed the current state and challenges of integrating AI into neuroprosthetics. He emphasized the need for technologies that directly interface with the nervous system to restore sensory and motor functions or assist in pain management (Petrini et al., 2019). Raspopovic underscored that while media hype often exaggerates AI capabilities, real advancements are occurring in areas like self-learning devices, closed-loop systems, and reinforcement learning.

These advancements have led to significant improvements, allowing a positive experience of embodiment where users feel more connected to their neuroprosthetic limbs compared to previous devices. Such technologies have demonstrated practical benefits, including enhanced mobility, reduced phantom limb pain, and increased confidence (Rognini et al., 2019). These findings suggest that future research should focus on refining these biomimetic interfaces to further optimize user experience and functionality.



2.2 Adaptive brain stimulation and machine learning approaches

Patricia Krause, senior neurologist at Charité – Universitätsmedizin Berlin, Germany, discussed the use of deep brain stimulation (DBS) in treating Parkinson’s disease (PD), focusing particularly on recent advancements and challenges in closed-loop stimulation. She first highlighted the historical milestones in PD treatment, such as the introduction of levodopa and ablative surgeries, while emphasizing the transformative impact of DBS (Purner et al., 2023). The key PD symptoms targeted by DBS include bradykinesia, increased muscle tone, tremor, and postural instability. Krause detailed the DBS procedure, which involves implanting electrodes in specific brain regions to modulate neural activity. She stressed the importance of thorough preoperative evaluation for accurate patient selection (Barbosa et al., 2024; Pollak, 2013). Additionally, she described intraoperative and postoperative testing to ensure precise electrode placement, alongside the role of advanced imaging and algorithmic tools in enhancing treatment outcome (Haliasos et al., 2024; Huang et al., 2024; Liu et al., 2024).

One promising development is adaptive DBS, which adjusts stimulation levels based on real-time brain activity (Oehrn et al., 2024; Wilkins et al., 2024). This approach could reduce battery consumption and minimize side effects, though it still faces technical hurdles, such as signal artifacts. Krause also underscored the variability in patients’ brain signals and the impact of non-motor symptoms and emotional factors on treatment efficacy (Ledda et al., 2024). She concluded by highlighting the need for further research and development to bring closed-loop DBS into routine clinical practice. This includes refining evidence-based treatment protocols, improving artifact mitigation techniques, and delivering precise, personalized stimulation tailored to individual patients’ needs.

Julian Neumann, a clinician scientist at the same institution, highlighted the importance of understanding the effects of brain stimulation on neural activity and behavior (Horn et al., 2019). Besides concerns with hastened proliferation of DBS across psychiatric disorders without sufficient understanding of its long-term impacts beyond symptom suppression (Bublitz et al., 2023), potential risks to cognitive liberty and mental privacy were discussed, especially in cross-patient data models used to predict brain states. Neumann suggested that privacy risks could be reduced by leveraging generalized models instead of individualized data. Nonetheless, the ethical and legal challenges of adaptive neurotechnologies remain a key area for future debate.

Niels Birbaumer, pioneer in non-invasive BCI and professor emeritus in medical psychology at the University of Tübingen, Germany, provided an overview of the current state of brain-computer interface (BCI) technology, particularly focusing on its application in communication for individuals with complete paralysis, such as amyotrophy lateral sclerosis (ALS) patients (Chaudary et al., 2022), but also reporting on patients with epilepsy (Romanelli et al., 2019; Pirasteh et al., 2024). Both non-invasive and invasive BCIs were discussed (Birbaumer et al., 2014), with the invasive approach being more successful in enabling communication in completely paralyzed patients, e.g., in completely locked-in state (CLIS). He outlined various challenges in the successful establishment of BCI, such as the speed and strength of the feedback signal. He discussed the ethical implications of BCI technology, particularly for healthy individuals, and argued against using invasive BCIs in healthy people due to the limited understanding of their long-term effects. Instead, he supported restricting their use to patients with specific medical conditions. A critical risk with neurotechnologies that provide super-human abilities with an undeniable effect on the reward system would come with the risk of “Oblomovization,” a process or state of lethargy, inertia, and excessive passivity in life, often linked to the inability to take decisive action or engage meaningfully with the world (in reference to Goncharov, 1859 novel Oblomov).



2.3 Translating neurotechnology research into practical applications

Volker Hömberg, president of the World Federation of Neurorehabilitation (WFNR)1 emphasized the growing global need for multimodal neurorehabilitation (Owolabi et al., 2023). He emphasized the potential of digital tools allowing for individualized and adaptive procedures for people who have only limited access to health care and, above all, medical personnel. However, this would require the provision and accessibility of such digital tools that have so far been limited to the research domain.

Gerwin Schalk, a pioneer in BCI research (Schalk et al., 2004) working at the Frontier Lab for Applied Neurotechnology, Tianqiao and Chrissy Chen Institute, Shanghai, China, addressed the challenges of translating neurotechnology research into real-world applications. While many neurotechnology demonstrations are compelling, Schalk argued that most demonstrations fail to be scaled up to mass application. He underlined that the focus should be rather on cost-effective and commercially viable applications with a real impact on quality of life (Schalk et al., 2024) than impressive demonstrations in controlled environments that are commercially not viable and cannot be generalized. He noted that the competitive landscape of research and development underscores the importance of streamlined regulatory pathways to foster innovation.

The high cost and long timelines for developing both non-invasive and invasive neurotechnologies further complicate the transition from research to practice. Schalk emphasized that regulatory frameworks need to be adaptive enough to accommodate emerging technologies while ensuring safety and efficacy. Such frameworks should also support large-scale international collaboration to avoid regulatory fragmentation. The commercialization of neurotechnology and AI-enabled devices presents its own set of challenges, from regulatory hurdles to market competition. Industry leaders at the conference strongly agreed with this view, discussing their experiences in bringing neurotechnological products to market, particularly in Europe.

Surjo R. Soekadar, Einstein Professor of Clinical Neurotechnology and Head of the Research Division “Translation and Neurotechnology” at the Charité – Universitätsmedizin Berlin, Germany, underlined that non-invasive BCI technology is ready to be broadly applied in neurorehabilitation (Colucci et al., 2022). He pointed out that there is now ample evidence for its clinical effectiveness (Cervera et al., 2018; Yang et al., 2021), but integration of these innovative tools often complicated by regulatory challenges, lack of standardized protocols and mechanisms of reimbursement, but also insufficient training among healthcare professionals (Angerhöfer et al., 2021). Additionally, Soekadar highlighted the need for more streamlined communication between researchers, clinicians, and policymakers to ensure smooth implementation. He emphasized that while the technology is ready, scaling it for widespread clinical use requires addressing these barriers, improving accessibility, and ensuring the infrastructure supports long-term patient care.

Sumner Norman (CEO and co-founder of Forest Neurotech, USA) presented a new, non-invasive BCI approach based on focused ultrasound (Norman et al., 2021) that could potentially do both, record and stimulate neuronal activity, even in deeper areas of the brain (Rabut et al., 2024; Griggs et al., 2024). To achieve high levels of precision, a cranial window, i.e., partial removal of bone tissue, is necessary, however. While less invasive than intracranial recordings or DBS, this invasiveness limits scalability. It was noted that such bidirectional BCIs could advance neuroscientific research (Nasr et al., 2022) while opening up possibilities for numerous new and unexplored applications (Haslacher et al., 2021).

Thorsten Zander (CEO, Zander Labs, Delft, Netherlands, and professor at BTU Cottbus) highlighted the transformative potential of passive BCIs and neuroadaptive technologies beyond the medical domain (Gallegos Ayala et al., 2023; Zander et al., 2016; Klaproth et al., 2020), including personalized music recommendations and adaptive systems for elderly care. Zander advocated for the development of ethical guidelines that balance innovation with protections against misuse (Krol et al., 2020). A key concern was the potential misuse of brain data, such as for targeted advertising or surveillance. The discussion strongly emphasized the need for ethical frameworks that involve both society and researchers in shaping the future of neuroadaptive technologies.

Frank Zanow (CEO, eemagine GmbH, Berlin, Germany) shared his journey from software development to hardware innovation and regulatory navigation (Fiedler et al., 2022; Gratkowski et al., 2006). His company’s focus on high-density EEG applications for epilepsy, dementia detection, and stroke triage highlighted the potential of neurotechnology in clinical settings. However, he also emphasized the need for harmonized regulatory procedures across different countries and federal states to reduce market entry barriers.

Klaus Schellhorn (CEO, NeuroConn GmbH, Ilmenau, Germany) echoed these sentiments, pointing out the difficulties posed by the Medical Device Regulation (MDR) in Europe. He argued that the complex bureaucratic requirements disproportionately impact smaller companies, stifling innovation and limiting treatment options for conditions like epilepsy and depression (Antal et al., 2024).

Patrick Britz (CEO, NIRx GmbH, Berlin, Germany) expressed concerns about AI’s potential for misuse, contrasting medical and research applications citing examples of AI’s capabilities in predicting personal information and political leanings from minimal data (Connolly et al., 2019). Despite risks, he advocated for advancing AI in the context of neurotechnologies with caution. Regarding regulatory aspects, he emphasized distinctions between medical and research device regulations, arguing for streamlined rules to accelerate innovation. He stressed the transformative potential of affordable research tools in mental health and other fields, currently hindered by regulatory hurdles. In conclusion, he warned of missed opportunities and preventable harm if research is slowed, urging balanced regulation to foster progress while mitigating risks.

The European regulatory environment was also a key focus for Martin Schüttler (CorTec Neuro GmbH, Freiburg, Germany) who discussed his company’s efforts to bring closed-loop brain implants to first-in-human studies. Despite significant funding support in Europe, he described how regulatory challenges have forced CorTec to pursue feasibility studies in the United State. Schüttler’s experience highlights the need for more supportive regulatory environments in Europe to prevent brain drain and ensure that technological innovation supported by European public funding remains accessible to the European citizens.

In the general discussion on the perspectives from clinical research and industry, it was pointed out that the European MDR, in effect since May 2021 with transition periods until 2028, continues to present significant implementation challenges for the NeuroTech industry. Increased regulatory requirements have led to higher costs, bureaucracy, innovation loss, and longer approval processes. While recent changes to MDR in March 2023 temporarily alleviated some issues, overall, the discussion reflected that there is high demand for further adjustments. Suggestions to reform the current MDR included faster approval for ground-breaking products, reduced bureaucracy, and extending current transition periods for the different medical device classes.

The discussion also highlighted that regulatory changes do not always enhance clarity; in fact, they can often introduce new uncertainties, especially in emerging markets that are highly sensitive to such shifts. For example, BCIs do not fall under a single category within the MDR and require a case-by-case assessment based on their specific functions and intended use (Steindl, 2024). This creates challenges in determining the appropriate regulatory pathway, especially when BCIs combine hardware, software, and AI components that span different regulatory categories. The interplay between various regulatory frameworks—such as MDR, the General Data Protection Regulation (GDPR), and the now effective AI Act—demands a nuanced and comprehensive understanding, particularly in the context of neurotechnology (Soekadar et al., 2023). This complexity underscores the need for careful consideration to avoid creating additional uncertainties.




3 Ethical and legal dimensions of intelligent neuroprostheses


3.1 Philosophical, Ethical, and societal perspectives on AI and neurotechnology: debating cognitive enhancement, regulation, and public trust

Michael Pauen, professor of philosophy at the Berlin School of Mind and Brain, Germany, sketched the implications of using AI and neural implants to substitute or enhance cognitive functions from a philosophical angle. Based on the hypothesis that phenomenal and functional states are inextricably intertwined (Pauen, 2015), he argued that the substitution of cognitive functions itself should not be deemed problematic as long as the implant serves to achieve functional equivalence with the original brain processes. At the same time, he acknowledged that achieving functional equivalence remains highly difficult, given our severe lack of functional knowledge about individual brains and the complexity of cognitive abilities. Having further explored implications of neurotechnology for personal identity, free will, and responsibility, Pauen concluded by cautioning against making ambitious predictions about future capabilities of AI and neural implants.

Kostas Kostarelos, professor and chair of nanomedicine at the University of Manchester, UK, addressed the challenges and paradoxes surrounding the use of nanotechnology, particularly graphene, in neurotechnology and medical applications. He highlighted the ‘Hollywoodization’ of nanotechnology, with its portrayal in movies and media oscillating between hype and fear, and showcased the potential for recording and stimulating brain activity of graphene-based neural interfaces (Viana et al., 2024). Pointing to challenges of clinical translation and commercialization, he drew on Yuval Harari’s Homo Deus (Harari, 2016) to raise concerns about using medical applications as steppingstones for human augmentation beyond therapeutic purposes.

Gerben Meynen, a professor of forensic psychiatry at the University of Utrecht, Netherlands, explored the intersection of AI and neurotechnology within criminal law. He discussed the potential of neurobiological data to improve risk assessment and intervention strategies in forensic settings. While such data could enhance predictive accuracy for recidivism when combined with traditional factors, Meynen stressed ethical concerns surrounding coercion and valid consent, and pointed to legal obstacles advocating for a biopsychosocial model that considers social and psychological factors alongside neurobiological data (Tortora et al., 2020; Starke et al., 2023). He also highlighted the importance of securing societal and political support for rehabilitation programs that align with European human rights standards.

Pim Haselager, professor for societal implications of artificial intelligence at Radboud University Nijmegen, Netherlands, emphasized the importance of effective communication and trust-building with the general public, policymakers, and media regarding AI and neurotechnologies (Starke et al., 2022). Replying directly to earlier presentations, he stressed challenges posed by funding systems, publication biases, responsible commercialization and public perceptions influenced by hype, fear, and past controversies. Using a powerful analogy from Dutch flood control, Haselager suggested that rather than stopping emerging technologies, there is need to channel them through negotiations and finding common ground solutions.

Fred Gilbert, professor for philosophy at the University of Tasmania, Australia, discussed the potential adverse effects and personality changes associated with neurotechnologies such as DBS. Drawing on cases where patients experienced changes in emotions, impulse control, and sense of self after DBS treatment (Gilbert et al., 2017), he pointed to a potential “burden of normality,” i.e., patients’ difficulty of adjusting to being symptom-free, and to the importance of patients’ control over a device and how this impacts their experience. Turning to a case of involuntary explanation of a neurotech device that was experiences as a psychological trauma (Bublitz and Gilbert, 2023), he suggested that neurotechnology may create instances of existential dependency.

Building a bridge from ethics to regulation, Marcello Ienca from the Technical University of Munich, Germany, highlighted ethical, legal, and social implications of incorporating AI into neural interfaces (Ienca and Ignatiadis, 2020; Valeriani et al., 2022). Stressing how AI can enhance various aspects of neurotechnology for the benefit of its users, he also pointed to potential risks and ethical challenges associated with AI-enabled neurotechnology, such as dual-use for military applications, privacy infringements related to brain data, violations of mental integrity through unauthorized modifications, and ensuing challenges to personal identity. Ongoing policy work by various international organizations including the OECD, the UN, UNESCO, and the Council of Europe as well as self-regulatory efforts by research organizations such as the International Brain Initiative and the IEEE Standards Association all contribute to interdisciplinary efforts aiming for responsible innovation that does not simply restrict technology use but maximizes the benefits of technology for humanity at large.



3.2 Regulatory challenges and the path forward

Jennifer Chandler, professor of law at the University of Ottawa, Canada, showed how recent calls for “neurorights” reflect fundamental concerns about human interests raised by neurotechnology (Akmazoglu and Chandler, 2021). She reflected on these interests along six dimensions, differentiating physical, phenomenological, survival, functional, social, and informational interests, showing how neurotechnology could impact each of them. Given that legal systems are designed to avoid conflicts by clarifying protected interests, rights, and duties of individuals, she called for further research into the impact of neurotechnology on its users as a necessary condition for shaping appropriate legal frameworks.

Further spelling out legal concerns, Christoph Bublitz, a legal scholar from the University of Hamburg, Germany, explored four boundary cases to delineate the legal landscape regarding neurotechnology. These cases included control over bodily and mental functioning of patients using deep brain stimulation (DBS) for mood alteration, coercive mental interventions in psychiatry, the potential of ‘mind reading’ through neuroimaging and brain data decoding as well as neurotechnology-enabled workplace monitoring. Bublitz suggested potential legal frameworks, such as recognizing a ‘right to mental self-determination’ and updating data protection laws to regulate neural data processing (Bublitz and Merkel, 2014; Bublitz C., 2024).

Laura Kreiling, policy analyst at the OECD, presented the OECD’s work on responsible innovation in the context of AI and neurotechnology. Reflecting the organization’s approach to anticipatory governance of emerging technologies, her presentation focused on the OECD AI Principles and the OECD Recommendation on Responsible Innovation in Neurotechnology ado both adopted in 2019 (OECD, 2019; OECD, 2024). Drawing on examples from Germany, France, Japan, and Canada, she highlighted national implementation efforts of the guidelines, and pointed to the development of related toolkits for policymakers, industry, and academia that can support responsible innovation in the field of neurotechnology.




4 A balanced approach: safeguarding innovation while protecting rights

The discussions at the conference converged on the need for a balanced approach to regulation that fosters innovation while protecting fundamental human rights. Key points include:

Focus on Medical Applications: Development and application of intelligent neuroprostheses should focus on medical needs. Use of bidirectional BCI technologies beyond the medical domain should be restricted. Implantation of bidirectional BCIs in healthy populations should be banned as long as there is no proof for their safety and impact on long-term well-being, cognitive liberty and mental integrity.

Preventing Overreliance on Neurotechnology: The risk of becoming too dependent on neurotechnology for everyday functions, a phenomenon dubbed “oblomovization,” should be mitigated through public awareness and ethical oversight.

Privacy and Mental Self-Determination: Regulations must ensure that neural data is protected, and individuals maintain control over their cognitive functions. This includes preventing the abuse of neurotechnology by authorities or private entities. Application of intelligent neuroprostheses (particularly, bidirectional brain-computer interfaces) should be flanked by long-term studies that investigate the impact of technology use on well-being, cognitive autonomy, and personal identity. Safeguards should be in place to protect against unauthorized access and potential manipulation of neural data. Additionally, ethical frameworks should be established to address concerns related to consent, privacy, and the potential for socio-economic disparities arising from the unequal access to or misuse of neurotechnological advancements.

Democratization and Accessibility: Neurotechnologies should be made accessible to everyone in need of such technology and avoid the concentration of these innovations in the hands of a few large corporations. Regulatory frameworks should be designed to support smaller companies and ensure fair competition.

Transparency and Public Engagement: To gain societal acceptance, transparency regarding the capabilities and limitations of these technologies is crucial. Public engagement and education should be prioritized to build trust and mitigate fears.

In conclusion, the integration of AI and neurotechnology offers unprecedented opportunities for improving human health and well-being. However, these advancements come with significant ethical, legal, and societal challenges that must be carefully navigated. The discussions at the Berlin conference underscore the importance of interdisciplinary collaboration and proactive regulation in shaping a future where neurotechnological innovations can benefit humanity while safeguarding essential rights and values.



5 Future directions and challenges


5.1 Ethical governance and international cooperation

The integration of AI with neuroprosthetics and other neurotechnologies presents complex regulatory challenges that require international cooperation. A key consensus among conference participants was the need for ethical governance frameworks that are both flexible and adaptive. These frameworks should prioritize transparency, inclusivity, and accountability while fostering innovation. Participants also emphasized the importance of interdisciplinary collaboration and public engagement to ensure that societal values and human rights are adequately reflected in the development and regulation of neurotechnologies. The future of neurotechnology depends not only on technological advancements but also on our ability to navigate the ethical, legal, and social implications.

In November 2023, UNESCO Director General Audrey Azoulay appointed a 24-member Ad Hoc Expert Group (AHEG) to draft a global framework addressing the ethical challenges of neurotechnology. The initiative, mandated by UNESCO’s 194 Member States, aims to develop shared principles and actionable policies to ensure neurotechnology’s ethical use worldwide. Set for potential adoption in 2025, the recommendation seeks to balance rapid advancements with the protection of human rights and dignity, under the leadership of UNESCO’s Social and Human Science sector.




6 Conclusion

The convergence of neurotechnology and AI holds immense promise for improving human capabilities and addressing severe medical conditions. However, the ethical, legal, and societal challenges associated with these technologies cannot be overlooked. As highlighted during the 2023 Berlin conference, achieving a balance between innovation and ethical governance is essential for ensuring that the benefits of neurotechnology are realized while minimizing risks. International collaboration, inclusive policy-making, and robust regulatory frameworks will be key to navigating the uncertainties of this rapidly evolving field.



Data availability statement

The original contributions presented in this study are included in this article/supplementary material, further inquiries can be directed to the corresponding author.



Author contributions

MB: Conceptualization, Writing – original draft, Writing – review and editing. GS: Conceptualization, Writing – original draft, Writing – review and editing. TA: Writing – original draft, Writing – review and editing. AC: Writing – original draft, Writing – review and editing. MV: Writing – original draft, Writing – review and editing. AB: Writing – original draft, Writing – review and editing. CB: Writing – original draft, Writing – review and editing. JC: Writing – original draft, Writing – review and editing. MI: Writing – original draft, Writing – review and editing. SS: Conceptualization, Funding acquisition, Resources, Supervision, Writing – original draft, Writing – review and editing.



Funding

The author(s) declare that financial support was received for the research, authorship, and/or publication of this article. The conference was made possible by generous support of ERA-NET Neuron under the project HYBRIDMINDS, and the German Research Foundation (DFG, SO 932/8-1). The authors acknowledge research funding for CB by the German Ministry of Education and Research (ERA NET Neuron 01GP2121A); for SRS by the German Ministry of Education and Research (ERA NET Neuron 01GP2121B, CHANSE Q-SHIFT 01UX2211, NEO 13GW0483C, SSMART 01DR21025A, QHMI 03ZU2110FC), European Research Council (ERC) under the projects NGBMI (759370) and TIMS (101081905), the Deutsche Forschungsgemeinschaft (DFG SO932/7-1), and the Einstein Foundation Berlin (ESB).



Acknowledgments

We sincerely thank all participants for their active involvement and enthusiasm throughout the conference. We also thank Niels Peekhaus for recording all key notes and lectures, now available under https://youtu.be/Nemq6E6oJfY.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

Akmazoglu, T., and Chandler, J. (2021). Mapping the emerging legal landscape for neuroprostheses: Human interests and legal resources. Dev. Neuroeth. Bioeth. 4, 63–98.

Angerhöfer, C., Colucci, A., Vermehren, M., Hömberg, V., and Soekadar, S. (2021). Post-stroke rehabilitation of severe upper limb paresis in germany – toward long-term treatment with brain-computer interfaces. Front. Neurol. 12:772199. doi: 10.3389/fneur.2021.772199

Antal, A., Ganho-Ávila, A., Assecondi, S., Barbour, T., Bjekić, J., Blumberger, D., et al. (2024). The consequences of the new European reclassification of non-invasive brain stimulation devices and the medical device regulations pose an existential threat to research and treatment: An invited opinion paper. Clin. Neurophysiol. 163, 280–291. doi: 10.1016/j.clinph.2024.03.039

Barbosa, R., Soares, M., Portela, D., Guimarães, T., and Cury, R. (2024). New perspectives of deep brain stimulation indications for Parkinson’s disease: A critical review. Brain Sci. 14:638. doi: 10.3390/brainsci14070638

Birbaumer, N., Gallegos-Ayala, G., Wildgruber, M., Silvoni, S., and Soekadar, S. (2014). Direct brain control and communication in paralysis. Brain Topogr. 27, 4–11.

Bublitz, J. (2024). What an international declaration on neurotechnologies and human rights could look like: Ideas, suggestions, desiderata. AJOB Neurosci. 15, 96–112. doi: 10.1080/21507740.2023.2270512

Bublitz, C. (2024). Neurotechnologies and human rights: Restating and reaffirming the multi-layered protection of the person. Int. J. Hum. Rights 28, 1–26.

Bublitz, C., and Gilbert, F. (2023). Legal aspects of unwanted device explantations: A comment on the patient R case. Brain Stimul. 16, 1425–1429. doi: 10.1016/j.brs.2023.09.008

Bublitz, C., and Merkel, R. (2014). Crimes against minds: On mental manipulations, harms and a human right to mental self-determination. Crim. Law Philos. 8, 51–77.

Bublitz, C., Gilbert, F., and Soekadar, S. (2023). Concerns with the promotion of deep brain stimulation for obsessive-compulsive disorder. Nat. Med. 29:18.

Cervera, M., Soekadar, S., Ushiba, J., Millan, J., Liu, M., Birbaumer, N., et al. (2018). Brain-computer interfaces for post-stroke motor rehabilitation: A meta-analysis. Ann. Clin. Transl. Neurol. 5, 651–663.

Chaudary, U., Vlachos, I., Zimmermann, J., Espinosa, A., Tonin, A., Jramillo-Gonzales, A., et al. (2022). Spelling interface using intracortical signals in a completely locked-in patient enabled via auditory neurofeedback training. Nat. Commun. 13:1236. doi: 10.1038/s41467-022-28859-8

Colucci, A., Vermehren, M., Cavallo, A., Angerhöfer, C., Peekhaus, N., Zollo, L., et al. (2022). Brain-computer interface-controlled exoskeletons in clinical neurorehabilitation: Ready or not? Neurorehabil. Neural Repair 36, 747–756. doi: 10.1177/15459683221138751

Connolly, J., Reilly, J., Fox-Robichaud, A., Britz, P., Blain-Moraes, S., Sonnadara, R., et al. (2019). Development of a point of care system for automated coma prognosis: A prospective cohort study protocol. BMJ Open 9:e029621. doi: 10.1136/bmjopen-2019-029621

Fiedler, P., Fonseca, C., Supriyanto, E., Zanow, F., and Haueisen, J. (2022). A high-density 256-channel cap for dry electroencephalography. Hum. Brain Mapp. 43, 1295–1308. doi: 10.1002/hbm.25721

Gallegos Ayala, G., Haslacher, D., Krol, L., Soekadar, S., and Zander, T. (2023). Assessment of mental workload across cognitive tasks using a passive brain-computer interface based on mean negative theta-band amplitudes. Front. Neuroergon. 4:1233722. doi: 10.3389/fnrgo.2023.1233722

Gilbert, F., Goddard, E., Viaña, J., Carter, A., and Horne, M. (2017). I miss being me: Phenomenological effects of deep brain stimulation. Am. J. Bioeth. Neurosci. 8, 96–109.

Goncharov, I. (1859). Oblomov, ISBN-13: 9780140449877; ISBN-10: 0140449876, 2005. London: Penguin Classics.

Gratkowski, M., Haueisen, J., Arendt-Nielsen, L., Chen, A., and Zanow, F. (2006). Time-frequency filtering of MEG signals with matching pursuit. J. Physiol. Paris 99, 47–57. doi: 10.1016/j.jphysparis.2005.06.009

Griggs, W., Norman, S., Deffieux, T., Segura, F., Osmanski, B., Chau, G., et al. (2024). Decoding motor plans using a closed-loop ultrasonic brain-machine interface. Nat. Neurosci. 27, 196–207. doi: 10.1038/s41593-023-01500-7

Haliasos, N., Giakoumettis, D., Gnanaratnasingham, P., Low, H., Misbahuddin, A., Zikos, P., et al. (2024). Personalizing deep brain stimulation therapy for Parkinson’s disease with whole-brain MRI radiomics and machine learning. Cureus 16:e59915. doi: 10.7759/cureus.59915

Harari, Y. (2016). Homo deus: A brief history of tomorrow. London: Vintage.

Haslacher, D., Akmazoglu, T., van Beinum, A., Starke, G., Buthut, M., and Soekadar, S. (2024). “Chapter one - AI for brain-computer interfaces,” in Developments in neuroethics and bioethics, eds M. Ienca and G. Starke (Cambridge, MA: Academic Press), 7.

Haslacher, D., Nasr, K., and Soekadar, S. (2021). Advancing sensory neuroprosthetics using artificial brain networks. Patterns 2:100304.

Horn, A., Wenzel, G., Irmen, F., Huebl, J., Li, N., Neumann, W., et al. (2019). Deep brain stimulation induced normalization of the human functional connectome in Parkinson’s disease. Brain 142, 3129–3143. doi: 10.1093/brain/awz239

Huang, P., Pan, Y., Chen, S., and Lin, S. (2024). Anesthetic effect on the subthalamic nucleus in microelectrode recording and local field potential of Parkinson’s disease. J. Int. Neuromodulation Soc. S1094–159(24)00073-4. doi: 10.1016/j.neurom.2024.0

Ienca, M. (2021). Common human rights challenges raised by different applications of neurotechnologies in the biomedical field. Strasbourg: Council of Europe.

Ienca, M., and Ignatiadis, K. (2020). Artificial intelligence in clinical neuroscience: Methodological and ethical challenges. AJOB Neurosci. 11, 77–87.

Klaproth, O., Halbrügge, M., Krol, L., Vernaleken, C., Zander, T., and Russwinkel, N. (2020). A neuroadaptive cognitive model for dealing with uncertainty in tracing pilots’ cognitive state. Top. Cogn. Sci. 12, 1012–1029. doi: 10.1111/tops.12515

Krol, L., Haselager, P., and Zander, T. (2020). Cognitive and affective probing: A tutorial and review of active learning for neuroadaptive technology. J. Neural Eng. 17:012001. doi: 10.1088/1741-2552/ab5bb5

Ledda, C., Imbalzano, G., Tangari, M., Covolo, A., Donetto, F., Montanaro, E., et al. (2024). NoMoFa as a new tool to evaluate the impact of deep brain stimulation on non-motor fluctuations: A new perspective. Parkins. Relat. Disord. 126:107073. doi: 10.1016/j.parkreldis.2024.107073

Liu, J., Chen, S., Chen, J., Wang, B., Zhang, Q., Xiao, L., et al. (2024). Structural brain connectivity guided optimal contact selection for deep brain stimulation of the subthalamic nucleus. World Neurosurg. 188, e546–e554.

Nasr, K., Haslacher, D., Dayan, E., Censor, N., Cohen, L., and Soekadar, S. (2022). Breaking the boundaries of interacting with the human brain using adaptive closed-loop stimulation. Prog. Neurobiol. 216:102311. doi: 10.1016/j.pneurobio.2022.102311

Norman, S., Maresca, D., Christopoulos, V., Griggs, W., Demene, C., Tanter, M., et al. (2021). Single-trial decoding of movement intentions using functional ultrasound neuroimaging. Neuron 109:1554–66.e4. doi: 10.1016/j.neuron.2021.03.003

OECD (2019). Recommendation of the council on responsible innovation in neurotechnology. Paris: OECD.

OECD (2024). Recommendation of the council on artificial intelligence. Paris: OECD.

Oehrn, C., Cernera, S., Hammer, L., Shcherbakova, M., Yao, J., Hahn, A., et al. (2024). Chronic adaptive deep brain stimulation versus conventional stimulation in Parkinson’s disease: A blinded randomized feasibility trial. Nat. Med. 28:5968. doi: 10.1038/s41591-024-03196-z

Owolabi, M., Leonardi, M., Bassetti, C., Jaarsma, J., Hawrot, T., Makanjuola, A., et al. (2023). Global synergistic actions to improve brain health for human development. Nat. Rev. Neurol. 19, 371–383. doi: 10.1038/s41582-023-00808-z

Pauen, M. (2015). The functional mapping hypothesis. Topoi 36, 106–118.

Petrini, F., Valle, G., Bumbasirevic, M., Barberi, F., Bortolotti, D., Cvancara, P., et al. (2019). Enhancing functional abilities and cognitive integration of the lower limb prosthesis. Sci. Transl. Med. 11:eaav8939.

Pirasteh, A., Shamseini Ghiyasvand, M., and Pouladian, M. (2024). EEG-based brain-computer interface methods with the aim of rehabilitating advanced stage ALS patients. Disabil. Rehabil. Assist. Technol. 28, 1–11. doi: 10.1080/17483107.2024.2316312

Pollak, P. (2013). Deep brain stimulation for Parkinson’s disease - patient selection. Handb. Clin. Neurol. 116, 97–105.

Purner, D., Hormozi, M., Weiss, D., Barbe, M., Jergas, H., Prell, T., et al. (2023). Nationwide retrospective analysis of combinations of advanced therapies in patients with Parkinson disease. Neurology 101, e2078–e2093. doi: 10.1212/WNL.0000000000207858

Rabut, C., Norman, S., Griggs, W., Russin, J., Jann, K., Christopoulos, V., et al. (2024). Functional ultrasound imaging of human brain activity through an acoustically transparent cranial window. Sci. Transl. Med. 16:eadj3143. doi: 10.1126/scitranslmed.adj3143

Rognini, G., Petrini, F., Raspopovic, S., Valle, G., Granata, G., Strauss, I., et al. (2019). Multisensory bionic limb to achieve prosthesis embodiment and reduce distorted phantom limb perceptions. J. Neurol. Neurosurg. Psychiatry 90, 833–836. doi: 10.1136/jnnp-2018-318570

Romanelli, P., Piangerelli, M., Ratel, D., Gaude, C., Costecalde, T., Puttilli, C., et al. (2019). A novel neural prosthesis providing long-term electrocorticography recording and cortical stimulation for epilepsy and brain-computer interface. J. Neurosurg. 130, 1166–1179. doi: 10.3171/2017.10.JNS17400

Schalk, G., Brunner, P., Allison, B., Soekadar, S., Guan, C., Denison, T., et al. (2024). Translation of neurotechnologies. Nat. Rev. Bioeng. 2, 637–652.

Schalk, G., McFarland, D., Hinterberger, T., Birbaumer, N., and Wolpaw, J. (2004). BCI2000: A general-purpose brain-computer interface (BCI) system. IEEE Trans. Biomed. Eng. 51, 1034–1043.

Soekadar, S., Chandler, J., Ienca, M., and Bublitz, C. (2021). On the verge of the hybrid mind. Morals Mach. 1, 30–43.

Soekadar, S., Vermehren, M., Colucci, A., Haslacher, D., Bublitz, C., Ienca, M., et al. (2023). “Future developments in brain/neural–computer interface technology,” in Policy, identity, and neurotechnology, eds V. Dubljević and A. Coin (Cham: Springer International Publishing), 65–85.

Starke, G., D’Imperio, A., and Ienca, M. (2023). Out of their minds? Externalist challenges for using AI in forensic psychiatry. Front. Psychiatry 14:1209862. doi: 10.3389/fpsyt.2023.1209862

Starke, G., van den Brule, R., Elger, B., and Haselager, P. (2022). Intentional machines: A defence of trust in medical artificial intelligence. Bioethics 36, 154–161. doi: 10.1111/bioe.12891

Steindl, E. (2024). Consumer neuro devices within EU product safety law: Are we prepared for big tech ante portas? Comput. Law Sec. Rev. 52:105945.

Tortora, L., Meynen, G., Bijlsma, J., Tronci, E., and Ferracuti, S. (2020). Neuroprediction and A.I. in forensic psychiatry and criminal justice: A neurolaw perspective. Front. Psychol. 11:220. doi: 10.3389/fpsyg.2020.00220

UNESCO (2022). Ethical issues of neurotechnology: Report, adopted in December 2021. Available online at: https://unesdoc.unesco.org/ark:/48223/pf0000383559

Valeriani, D., Santoro, F., and Ienca, M. (2022). The present and future of neural interfaces. Front. Neurorobot. 16:953968. doi: 10.3389/fnbot.2022.953968

Viana, D., Walston, S., Masvidal-Codina, E., Illa, X., Rodríguez-Meana, B., Del Valle, J., et al. (2024). Nanoporous graphene-based thin-film microelectrodes for in vivo high-resolution neural recording and stimulation. Nat. Nanotechnol. 19, 514–523. doi: 10.1038/s41565-023-01570-5

Wilkins, K., Petrucci, M., Lambert, E., Melbourne, J., Gala, A., Akella, P., et al. (2024). Beta burst-driven adaptive deep brain stimulation improves gait impairment and freezing of gait in Parkinson’s disease. medRxiv [Preprint]. doi: 10.1101/2024.06.26.24309418

Yang, W., Zhang, X., Li, Z., Zhang, Q., Xue, C., and Huai, Y. (2021). The effect of brain-computer interface training on rehabilitation of upper limb dysfunction after stroke: A meta-analysis of randomized controlled trials. Front. Neurosci. 15:766879. doi: 10.3389/fnins.2021.766879

Zander, T., Krol, L., Birbaumer, N., and Gramann, K. (2016). Neuroadaptive technology enables implicit cursor control based on medial prefrontal cortex activity. Proc. Natl. Acad. Sci. U.S.A. 113, 14898–14903. doi: 10.1073/pnas.1605155114


Copyright
 © 2024 Buthut, Starke, Akmazoglu, Colucci, Vermehren, van Beinum, Bublitz, Chandler, Ienca and Soekadar. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.

OPS/images/cross.jpg
©

|





OPS/xhtml/Nav.xhtml




Contents





		Cover



		HYBRIDMINDS—summary and outlook of the 2023 international conference on the ethics and regulation of intelligent neuroprostheses



		1 Introduction



		2 State of the art in neurotechnology and intelligent neuroprosthetics



		2.1 AI in neuroprosthetics: realistic applications vs. hype



		2.2 Adaptive brain stimulation and machine learning approaches



		2.3 Translating neurotechnology research into practical applications







		3 Ethical and legal dimensions of intelligent neuroprostheses



		3.1 Philosophical, Ethical, and societal perspectives on AI and neurotechnology: debating cognitive enhancement, regulation, and public trust



		3.2 Regulatory challenges and the path forward







		4 A balanced approach: safeguarding innovation while protecting rights



		5 Future directions and challenges



		5.1 Ethical governance and international cooperation







		6 Conclusion



		Data availability statement



		Author contributions



		Funding



		Acknowledgments



		Conflict of interest



		Publisher’s note



		References

















OPS/images/cover.jpg
’ frontiers ‘ Frontiers in Human Neuroscience

HYBRIDMINDS—summary
and outlook of the 2023
international conference on
the ethics and regulation
of intelligent neuroprostheses












OPS/images/logo.jpg
’ frontiers | Frontiers in Human Neuroscience







