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This paper describes the implementation and the evaluation of 19 chronic inflammatory
demyelinating polyneuropathy (CIDP) diagnostic criteria in a hospital information system
(HIS) that contains more than 26,000 motor nerve conduction studies (MNCS), integrated
with a knowledge-based system (KBS) that contains and applies neurological knowledge,
including the CIDP criteria. The comparison, conducted on 3,750 manual reviewed
cases, gave very different results in terms of sensibility and specificity with no one
single criterion satisfying for both. Based on personal experience, variations of these
CIDP criteria were tried, but the results were not improved. Then, a radically different
approach was developed, programming the HIS–KBS to “discover” better criteria in
order of their ability to comply with the manual review of cases. The result was a strong
reduction of false positives with minimal loss of sensibility. By “reverse engineering”
of the computer-generated criteria, it was possible to obtain some new interesting
neurologic suggestions, such as the role of H reflex. In conclusion, four points appear of
general interest: (1) a large HIS–KBS is fundamental for developing and testing diagnostic
criteria and medical procedures, particularly when they are complex; (2) “computer-aided
discovery” may create rules that allows the KBS to replicate the human expertise; (3)
“reverse engineering” on computer-generated rules may suggest new physiopathological
considerations; and (4) this methodology has general application to many other fields of
medicine.

Keywords: chronic inflammatory demyelinating polyneuropathy, clinical decision support system, computer-aided
discovery, diagnostic criteria, expert system, hospital information system, knowledge-based system, knowledge
transfer

INTRODUCTION

Acomparative review of complex diagnostic criteria is an ideal task for a hospital information system
(HIS) because, like any computerized system, the HIS is able to apply long algorithms in fractions
of seconds without errors. Chronic inflammatory demyelinating polyneuropathy (CIDP) is a typical
example of a disease for which the diagnostic algorithms are very complex and, furthermore, there
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is not a single diagnostic algorithm agreed upon by authors and
organizations. This situation is perfectly expressed by the title of
the van Dijk paper: “Too many solutions for one problem” (Van
Dijk, 2006). Many authors (Barohn et al., 1989; Haq et al., 2000;
Van Den Bergh et al., 2000; Saperstein et al., 2001; Molenaar et al.,
2002; Nicolas et al., 2002; Thaisetthawatkul et al., 2002; Magda
et al., 2003; Sander and Latov, 2003; Brainin et al., 2004; Van Den
Bergh and Pieret, 2004; Rajabally et al., 2005, 2009; VanAsseldonk
et al., 2005; Wilson et al., 2005; Tackenberg et al., 2007; De Sousa
et al., 2009; Koski et al., 2009; Viala et al., 2010; Bromberg, 2011)
have compared the different criteria and/or proposed a new one.
An example is a paper by Bromberg (2011) that compares 16
CIDP diagnostic criteria. We tried to reproduce this work with
three important differences: (1) reliability and speed due to the
computerized procedure, (2) number of cases because the HIS we
use contains more than 26,000 nerve studies, and (3) application
on peripheral neuropathy cases that have not been preselected for
CIDP.

Note that the 26,000 nerve studies are the activity of a neurol-
ogist (Dr. Killian) in a neuromuscular electromyography (EMG)
lab performed on cases referred from 1991 to 2013. They are not
a representative sample of the population but are a reasonable
example of the case mix that was seen by a neurologist.

Our first task was to see how the criteria perform on unselected
cases and without the “neurological common sense” that is always
present when a neurologist applies a diagnostic criteria to a real
case. The second task was to develop, transfer to the knowledge-
based system (KBS), and test new criteria in order to reach better
results. As it will be reported, the first task was fulfilled but the
second one was much more difficult than expected and the results
were less than expected. This led to the development of new tools
that have been useful for CIDP diagnosis but are also of general
methodological interest for any computerized system that deals
with complex diagnostic problems.

MATERIALS AND METHODS

The Neurological HIS–KBS
The system used for this paper, called “Euristic,” is described in
the methods section because it is the instrument we have used to
reach the results described in the following sections.

Euristic has two components: an HIS, with special functions
for neurology, and a KBS. As an HIS, it contains general med-
ical folders, specialized neurological medical folders and special
extensions for the neurologic subspecialty called “electro-neuro-
diagnostics” that deals with EMG and motor nerve conduction
studies (MNCS).

The other part of Euristic is a KBS, also known as expert system
(ES), that is a computer program that “emulates” the behavior of a
human expert (Buchanan and Duda, 1982; Ardizzone et al., 1988;
Bonadonna, 1990; Lhotska et al., 2001; Sasikumar et al., 2007; Patel
et al., 2013). In order to do this, many approaches have been taken
in literature. One of themost common uses “concepts” and “rules.”
Concepts correspond to a “descriptive knowledge,” and in this
case, are nerves, muscles, diseases, symptoms, and so on. They are
organized in a hierarchy where concepts are linked by a logical
relationship, also known as “IS A.” This organization or concepts

or in general “entities” is also called “ontology.” For example,
in Figure 1, the concept “FWave lat(ency) del(ay)>= 20% and
Damp(litude) red(uction) less 20%” IS A “Criteria for Van Den
Bergh and EFNS” that IS A “Criteria for CIDP in single nerve.”
When dealing with a specific patient study, some concepts may
become “true” or “false” depending on the specific patient’s data.
Rules represent the “procedural knowledge” and correspond to
the way in which a neurologist “teaches” how to verify if a patho-
physiologic concept is true or false in a given patient’s study. HIS
and KBS are strictly integrated: for example, in our system, the
concepts that the KBS finds true for each study are saved in the
HIS like any other patient data (EMG, MNCS, etc.).

The dimensions of the KBS (concepts and rules) and of the HIS
(patient studies) are both very critical. As it will be clear at the end
of this paper, the most interesting results are likely to appear with
larger numbers of bothKBS andHIS. Our systemhas been in daily
use since 1991 and contains: 25,350 EMG studies, 26,181 MNCS,
and a total of 133,020motor nerves tested. TheKBS contains 3,954
“concepts” and 3,382 “rules.” The HIS contains 4,404,161 verified
concepts, with a maximum of 822 and an average of 140 per study.

Knowledge Transfer
Teaching the KBS (the so called “Knowledge Transfer” – KT) is
a complicated manual task that may become faster with experi-
ence. Sometimes it is easy when the neurological concepts and
procedures are clearly defined in the medical textbooks or by the
experience. For example, a known single concept such as “Delayed
Distal Latency (Dlat del)” (see Figure 1) becomes true if the
parameter DL in milliseconds for that particular nerve is greater
than the maximum normal value by at least a certain percentage.
In other cases, the diagnostic criteria are complex, as Bromberg
writes for CIDP: “Although some sets (of criteria) are appropriate
for formal clinical trials, their complexity makes them difficult to
apply in the clinic or electromyography laboratory” (Bromberg,
2011).

Computer programs have no problems with complexity: once
the program learns all the rules needed to verify a concept, it will
apply themwithout errors in a fewmilliseconds, while for humans,
the application of complex criteria will always remain long and
error prone.

Two important problems remain: the “implicit clinical sense”
and the “real performance.”

• The implicit clinical sense is not a problem with the above
definition of “Delayed DL”: once the two numerical parameters
“normal DL” and “percentage of delay over the normal” are
defined, the result is easily reached, by the KBS or a neurologist.
It is a problem instead with CIDP diagnostic criteria, for which
the KT process has been more difficult because criteria are
written for neurologists and not for computer programmers, so
definitions are sometimes “incomplete” from the programmer.
This happens because the author knows that other neurologists
will understand and complete the criteria using their intuition
and expertise, i.e., their clinical sense. This problem may be
solved by asking the author, or another neurologist, to “explain”
every step of the reasoning so that it becomes as clear as in
the above “delayed DL” definition. As will be evident later, this
implies a reflection on which is the real diagnostic reasoning
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FIGURE 1 | In this figure, from the “Euristic” HIS–KBS, the concept in the red rectangle is the translation of one of the concepts used in the “EFNS
subcriterion c.” The corresponding rule is in green and includes two conditions. The first of the two conditions is enhanced in blue and corresponds to the
expanded view in the lower part of the figure. The condition uses a “Function” called “Single nerve conclusion” and tells to the KBS to apply this function to each
“Motor” nerve,” limited to the following nerves”: “Median, Ulnar BE, Ulnar at first DI, Tibial, and Common Peroneal,” and to look for the “parameter” “F-wave latency”
that must be 20% or more above the normal. If this condition is verified in a patient study, and also the second condition is verified, then the concept in the red
rectangle will be considered true. Note that the system tells in how many patients, studies, and nerves, this particular concept has been found true in our archive.
Note also the “ontology” of concepts represented graphically by the tree structure: each concept is linked to the one upper in the tree by the “IS A” relationship.

that a skilled neurologist uses in his clinical routine when
dealing with complex cases that require a different reasoning
than represented in published flow charts.

• The “real performance,” when the KBS is applied to a large set
of real patient data, is the final test. If the KBS applies the
diagnostic criteria without any mistake but the results are not
as expected, then it could be that the original criteria from
literature do not “contain” all the expertise that is used by
the neurologist. To demonstrate this by use of the KBS is an
important result by itself and could be a starting point for
further investigation on the KT between physicians and on
diagnostic criteria in general.

In conclusion, it can be said that the KT process clarifies the
following two problems and offers solutions:

• The first solution is the KT process itself: because the KBS itself
“forces” the rules to be complete and unambiguous. So, if they
can be written in the KBS and work, it means that they are
“complete” and “unambiguous”; otherwise they just not work.

• The second solution is the possibility to test the real per-
formance of the diagnostic criteria on large sets of clinical
data and to demonstrate if the criteria perform as they are
intended.

“Teaching” 19 CIDP Criteria to the KBS
This section describes how the CIDP diagnostic criteria have been
transferred from paper to the KBS.

First Step: Start with Diagnostic Criteria from
Literature
The EFNS criterion for definite CIDP is one of the 19 CIDP crite-
ria existing inmedical literature. To reach the diagnosis of definite
CIDP, “at least one” of seven subcriteria must be true. In par-
ticular, subcriterion c is: “Prolongation of F-wave latency>= 30%
above ULN in two nerves (>=50% if amplitude of distal negative
peak CMAP< 80% of LLN values.)” See Joint Task Force of the
EFNS and the PNS (2010), p. 3.

Second Step: “Translate” the Criteria in a Language
That the Computer Can Understand
Figure 1 shows how the criteria look when “transferred” in our
KBS. The lines in blue are concepts, the lines in green are the
names of the rules, and each rule is composed of one ormore “con-
ditions” that appear in gray. The enhanced line is the first of the
two conditions of “rule for F-Wave lat(ency) del(ay)>= 20% and
D(istal)Am(plitude) reduction less 20% (EFNS C1).” The condition
uses a function called “Single nerve conclusion” and tells the KBS
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to apply this function to each “Motor” nerve, limited to Median,
Ulnar BE, Ulnar at first DI, Tibial, and Common Peroneal, and to
look for the parameter “F-wave latency” that must be 20% ormore
above the normal (above the normal in this casemeans “delayed”).
TheKBS summarizes all that with the statement appearing in blue:
“The nerve is motor and F-wave lat is at least 20% over the upper
limit of normal (limited to Median, Ulnar BE, Ulnar at first DI,
Tibial, Common Peroneal).” Note that a lot of work has been done
to allow the KBS to describe itself in simple English.

The second “condition” of the rule says: “The nerve is motor
and D Amp is up to 20% under the lower limit of normal (limited
to Median, Ulnar BE, Ulnar at first DI, Tibial, Common Peroneal).”
If, for a given nerve, both conditions are true, then the conclusion
in blue: “FWave latency delayed>= 20% and Damp reduction less
20% (EFNS C1)” becomes true for that specific nerve.

The essential structure of the KBS is this: a concept, a rule
attached to it, one or more conditions per rule and a number of
functions that interface the conditions with the patient data. In
this way, the KBS in a specific clinical case is able to conclude if
each concept is true or false.

Structure of the KBS
Note that after the concept “FWave latency delayed>= 20% and
Damp reduction less 20% (EFNS C1)” (in blue in Figure 1), there is
an indication of how many patients, studies, and nerves have been
found in the database with that specific conclusion being true (547
patients and 712 nerves). This, as said before in the introduction,
is one of themany examples of the strong integration betweenHIS
and KBS: if the concept has been found true, then it is saved in the
database as any other clinical data (numerical or qualitative) and
the system can operate on all of them as a whole. It becomes one of
the millions of verified concepts that are contained in the Euristic
HIS (see The Neurological HIS–KBS).

Note that the conclusion in Figure 1 is relative to a single nerve.
Figure 2 shows all the concepts at single nerve level that have been
created in theKBS in order to transfer the CIDP criteria. In fact, all
of them belong to a group called “Criteria for CIDP in single nerve,”
as can be seen in Figure 1. In Figure 2, rules and their conditions
have been hidden. Note that when single nerve conclusions (we
use this term with the same meaning of concept) have been used
in more than one criterion, this is indicated in their names, e.g.,
“EFNS F equal to Sap1B.” This means that condition EFNS F is
used in EFNS criteria (Hughes et al., 2006) but is identical to
condition 1B of Saperstein criteria (and in fact the numbers of
patients, studies, and nerves are identical for the two). Clearly, this
is redundant, but some redundancy is useful for better “human”
reading and changes nothing for the computer.

To confirm the concept in the red box in Figure 1, another
step is needed: the system must find at least two nerves with that
conclusion. This is done by the rule shown in the red box in
Figure 3.

It is interesting to see that rules in Figure 3 operate on the
results of other rules. The KBS automatically decides which rules
have to be applied first in a given case. They are called “layer
zero rules” because their conditions do not use results from other
rules but only raw data. Then, the KBS executes rules in layer
1 that could use raw data but also results from rules of layer 1.

Then, the same for layer 2 and so on. Just to have an idea of the
complexity of a KBS, by now the Euristic KBS contains 20 layers.
Note that the structure and the functions of the KBS, also called
the inference engine, have been completely programmed in Pascal
language with the Delphi™ development environment, like also
the HIS. The underlying database used, for both the KBS and the
HIS, is an open source SQL database management system, called
Firebird™.

Another important feature of the KBS is the inheritance in a
tree. For example, “CIDP EFNS Definite” (Figure 3, third line) is
the “parent” of the 10 conclusions that appear a level below in the
tree. TheKBS allows stating that, if a given condition is found true,
then also its parent conclusion is set to true. That is exactly what
happens in this case for the nine conditions A, B, C1, C2, D, E1,
E2, F, and G: the parent conclusion “CIDP EFNS Definite” is true
if one or more of its first nine “child conclusions” is found true.
Condition 10 is a G with a different threshold that stays there for
research and statistical purposes but has not the property to set its
parent to true.

Incidentally, it is interesting to note that the conceptual hierar-
chy (the ISA relationship) is not only a descriptive feature, very
useful for maintaining a logical order in thousands of concepts in
the KBS, but also a tool that allows to write conditions that look
much more similar to the natural language.

In the HIS database, the concept “CIDP EFNS Definite” has
been verified in 1,291 studies and 1,200 patients (Figure 4). Obvi-
ously, the difference between studies and patients depends on the
fact that a number of patients have been studied more than one
time.

A consideration about the KT: this kind of work is very close
to the process used to explain neurologic or medical reasoning
to a “non-neurologist” or “non-medical” person, for example,
a computer programmer (Reggia et al., 1985; Sasikumar et al.,
2007; Darlington, 2011). In other words, the KBS may be seen
as a “non-neurologist, non-physician” that has to reach a correct
diagnosis by working only on the data in the electronic patient
folder, using a set of rules to reach the diagnosis without any other
knowledge or clinical sense, which is exactly what happened with
the programmers of Euristic.

The Internal Conclusions
Looking to Figure 3, it is possible to observe that instead of
creating nine child conclusions, nine rules for verifying them, and
a parent conclusion that is the real diagnosis, should have been
simpler to have nine rules that point directly to the “parent.” The
observation is correct and the final result is exactly the same.

The more complex solution, and in particular the creation of
the nine internal conclusions, has the following reasons:

1. The original criteria (Figure 2) have all these intermediate steps
and in this way, the structure in the KBS is more similar to the
original one in the paper, and, for this reason, is easier to read
for a neurologist or a student.

2. The internal conclusions are saved in the database, so it is
possible to study them with database queries and statistical
tools in the future. With a single conclusion, this would not be
possible.

Frontiers in ICT | www.frontiersin.org December 2015 | Volume 2 | Article 264

http://www.frontiersin.org/ICT
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive


Bonadonna and Killian A Knowledge System for Discovery

FIGURE 2 | Concepts created for CIDP at single nerve level. For each one, the KBS shows the number of patients, studies, and nerves in which the concept
was found true. Rules and their conditions are not displayed to limit the size of the figure.

Frontiers in ICT | www.frontiersin.org December 2015 | Volume 2 | Article 265

http://www.frontiersin.org/ICT
http://www.frontiersin.org
http://www.frontiersin.org/ICT/archive


Bonadonna and Killian A Knowledge System for Discovery

FIGURE 3 | Rules operating on multiple nerves. The rule in the red rectangle is the one that completes the procedure necessary to confirm the concept in
Figure 1 (“Rule C1 for Demyelinating Polyneuropathy ‘EFNS’ Definite”). As can be read in its description, it looks for at least two nerves with the conclusion of
Figure 1. The other expanded rule shows a function that operates in a more complex way: it not only searches for at least two nerves with a given result (lower left in
the figure), but also verifies that at least one another nerve, different from those with the first conclusion, have one of the conclusions listed (lower right in the figure).

FIGURE 4 | The 19 CIDP criteria (14 for definite CIDP and five for
probable or possible CIDP) that have been transferred to the KBS and
tested on the archive. They are called “Classic” to distinguish from the ones
that we have developed. Note that the criteria are applied to any study in the
archive, without the filters that rule out studies without enough data.

3. Dividing a reasoning process or an algorithm into small logical
steps is something that makes it possible in the future to
reassemble the reasoning in different ways.

4. Practical experience (aka heuristics): doing this has been useful
in the past for other sections of the KBS, so this “more steps
approach” was adopted also without knowing the way it could
be used in the future.

5. No contraindications: as the KBS will become more complex,
the number of conclusions associated with each case will be
larger but the performance of the KBS will be practically the
same (to be exact, it will require more time in the order of mil-
liseconds per case and more space in the archive). Moreover,
intermediate conclusions will not appear in the final report and
that is why they are called “internal.”

Figure 4 shows all the 19 CIDP criteria (14 for definite CIDP
and five for probable or possible CIDP) that have been transferred
to the KBS and tested on the archive. Figure S1 in Supplementary
Material shows the 14 definite conclusions, with all the “interme-
diate conclusions” one level below.

Note that the “probable” or “possible” criteria in Figure 4
are not just “relaxed” or “a little less than true” criteria, they
are exactly like the others only written with different combina-
tion of conditions. This is very different from the “fuzzy sys-
tems” (Torres and Nieto, 2006; Lee and Wang, 2011) in which
any concept may have a continuous degree from false to true.
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While they may be very useful in different fields of medicine,
they are not suited for a diagnostic reasoning in which each
concept, including the “possible” and “probable,” has its strict
definition.

Justification
Before going to the results, it is important to see how the KBS
“justifies” a conclusion for a given study. Figure 5 shows a
small part of the justification of a study in which the KBS
explains why three conclusions have been found true for that
patient. In particular, the first one is visible in Figure 3. The
KBS repeats the definition of the rule (“at least 2 nerves, motor,
any limb . . .”) and then says that it is “TRUE” because the nerve
“Common Peroneal” on the left and the same nerve on the right
have “EFNS D” and because “Ulnar BE” (the different nerve
required by original criteria) has “EFNS E.” The second rule is
for another CIDP criterion. The third rule, instead, is an example
of the many other rules (not for CIDP) that stay in the KBS.
In this specific case, there is a rule dealing with EMG results
and using the neuroanatomical knowledge inside the system (pri-
mary innervations of each nerve) to reach the conclusion of
radiculopathy.

Justification may look at first sight long and complicated, but
after some time, it becomes easy to read because it always has the
same structure, uses different colors and underlines, and because
the user may choose to see the justification just for the concept of
interest.

In any KBS, the justification is a fundamental function (Reggia
et al., 1985; Darlington, 2011): a hypothetical KBS that almost
always gave true answers, but without explaining how it reaches
them, would be rather unfit as a diagnostic tool and as a teaching
tool.

This is the reasonwhy artificial neural networks (ANN) (Pearce
et al., 2015) have not been used. Instead, ANN are very useful for

signal analysis like in electrocardiography or in image analysis like
in radiology or microscopy.

Similar considerations could bemade about case-based reason-
ing (CBR) (Campillo-Gimenez et al., 2013).Many tools of the KBS
are similar to those in CBR, but a justification of a diagnosis based
on a similarity with archived cases is not enough because, in order
to reach a diagnosis, it is necessary to verify specific steps of a
diagnostic reasoning and this, in our experience, is better done
with rules.

RESULTS

Manual Review of Cases on 3,750 Studies
Selected with the Classical CIDP Criteria
The 19 classic criteria (see Figure 4) applied to the whole archive
of cases (26,000 nerve conduction studies) bring to 3,750 cases in
which one or more that one of the 19 criteria has been found true.
Then, the 3,750 selected cases have been manual reviewed with
the results summarized in Figure 6.

Here are the main considerations:

1. More than 1,400 have been marked as “not enough for CIDP”
because not enough upper and lower extremities nerves were
tested.Many of them are cases with history and physical exami-
nation highly suggestive of carpal tunnel syndrome (CTS) that,
for this reason, have been tested in only one limb, but, formany
classical CIDP criteria, they were classified as “definite CIDP”
while tested in only one arm. In our opinion, if only one limb
has been tested, there is no way to confirm a superimposed
CTS on CIDP or to exclude CIDP, so the case is marked as “not
enough data” not as “CIDP excluded” and does not take part
in statistical studies.

2. Two hundred seventeen are confirmed CIDP and 206 are
probable CIDP.

FIGURE 5 | Justification – the system explains to the user how a particular conclusion has been reached. The three rules in the figure have only one
condition each. The KBS prints the conditions and after (in blue) the word “True” followed by the indication (underlined) of what in that specific patient study has been
found to confirm the condition.
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FIGURE 6 | Summary of manual review of cases. The groups marked as “Not enough data” have nerves tested in one limb only and, without nerves from both
sides and from upper and lower limbs, it is impossible to confirm or exclude a CIDP. “By user” indicates “by neurologist’s manual review.”

3. An unexpected high number of studies, 1,458, are false posi-
tives (FP) at the review and are marked as CIDP excluded.

4. Forty two are CIDP and/or axonal pathology and are cases in
which the degree of disease makes it impossible to evaluate the
demyelinating or axonal original nature.

5. Seventy four are AIDP (acute inflammatory demyelinating
polyneuropathy), an acute pathology neurophysiologically
very similar to CIDP.

Note that the 1,400 cases marked as “not enough nerves
tested for CIDP” would never have been evaluated for CIDP
in clinical practice because they have been sent to the neurol-
ogist for a localized problem in the arms and had a neuro-
logical history and a physical examination that exclude CIDP.
So the “not enough nerves tested” is not a sign of incomplete
or wrong examination but just the correct neurological rea-
soning. But the classic CIDP rules, applied to only the MNCS
without the clinical part, cannot discriminate these cases, so it
is necessary to find a method to exclude them from further
analysis.

RESULTS

Difference Between “Classical” Studies on
CIDP and “HIS–KBS” Based Studies
The very large number of “not enough data” cases (1,402) and of
“CIDP excluded” cases (1,710) is a consequence of the way the
KBS operates in our system. Rules are not applied on selected cases
but on all cases, so it is up to the rules to exclude cases that belong
to the above two groups.

Translated to daily clinical experience, the “classical” scenario is
the one in which a neurologist seeks an expert advice on cases that
are already indicative for CIDP but still present some diagnostic
problem. A neurologist will never apply CIDP diagnostic criteria
to a patient who arrives with sensory symptoms in one or both
hands for carpal tunnel or plexopathy. Our scenario, instead,
is similar to that of a student that does not trust his clinical
intuition, and so tries to consider all the diagnostic criteria to avoid
mistakes.

Statistical Analysis Using Only MNCS
Once the rules are applied to all cases in the archive, the analysis
starts with the count of true positives (TP), FP, true negatives
(TN), and false negatives (FN) defined as follows:

• TP: cases that are “definite CIDP” according to KBS and “Con-
firmed definite CIDP” by review.

• FP: cases that are “definite CIDP” according to KBS but “CIDP
excluded” by review.

• TN: that are NOT “definite CIDP” according to KBS and “CIDP
excluded” by review.

• FN: that are NOT “definite CIDP” according to KBS but “Con-
firmed definite CIDP” by review.

These values are used to calculate the following statistical
descriptors:

Sensitivity = TP/(TP + FN)

Specificity = TN/(FP + TN)

Precision (positive = TP/(TP + FP)
predictive value)

Negative predictive = TN/(FN + TN)

value (NPV)
Accuracy = (TP + TN)/(TP + FP + TN + FN)

Matthews correlation = TP×TN−FP×FN√
(TP+FP)(TP+FN)(TN+FP)(TN+FN)coefficient (MCC)

Accuracy and MCC are the two indicators that take into
account true and FP and negatives. All indicators but MCC
are expressed in percentage. MCC goes from −1 to +1 and
could be considered as a correlation coefficient between the
observed and the predicted values with +1 as a complete cor-
relation, −1 as a complete inverse correlation, and 0 as no
correlation. The formulas suggest that MCC should be less
sensible than Accuracy to big variation in the relative size of
TP, FP, TN, and FN. The following figures will show that in
practice.

Figure 7 shows the results sorted by decreasing MCC. The
analysis is based only on electrodiagnostic (EDX). No information
from history, exam, laboratory, or biopsy have been used.
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FIGURE 7 | Results of statistical analysis on 14 definite CIDP criterion based only on EDX data. They appear in order of decreasing MCC value. For each
column, the higher (best) value is marked in yellow.

The one that performs best in MCC (Nicolas) has neither the
best sensitivity (61.4 versus 95.7% of Tackenberg) nor the best
specificity (88.7 versus 98.8% of AAN) but has the best “combina-
tion” of the two according to MCC. Note that there is one (AAN)
that is the best for specificity, accuracy, and precision, but has only
16.7% of sensibility.

In general, the results were less than expected: if the sensitivity
is over 40%, then the FP are always more than the TP. The “best”
test according toMCC detects only 133 confirmed CIDP cases, on
a total of 217, and has a huge 193 FP. The best for accuracy detects
only 35 cases on 210. Clearly the classical CIDP criteria, applied
to any case without the selection due to clinical information, have
no practical use.

This will be corrected by the use of clinical information
(Hughes et al., 2001, 2006; Tackenberg et al., 2007; Koski et al.,
2009; Joint Task Force of the EFNS and the PNS, 2010; Van den
Bergh et al., 2010), but it demonstrates how a diagnostic flow chart
could bemisleading if applied in a “blind,” “mechanical” way: very
often the diagnostic criteria imply some clinical information or,
in general, some “clinical sense” that is not explicit in the strict
definition of diagnostic criteria.

Statistical Analysis Including Clinical Data
One reason for the disappointing results in Figure 7 is the appli-
cation of CIDP criteria on all NC studies in our archive, even
without clinical signs of CIDP, but with signs of other neurological
diseases. The EFNS reports a list of clinical inclusion/exclusion
criteria. See Joint Task Force of the EFNS and the PNS (2010), p. 3.

Figure S2 in Supplementary Material shows the effects of
including in the rules the clinical information that was available
in the medical records. The number of TP is almost the same
while the reduction in FP is dramatic (more than 50%). As a result,
indicators like accuracy, precision, and MCC are clearly better
than before. Nevertheless, the results are far from optimal: the best
two criteria for accuracy or MCC have a sensibility lower than
60%, still not enough for a practical use.

At this point, the methodology and the results are similar to the
Bromberg paper (Bromberg, 2011). The main difference is the use

of a KBS to apply that methodology in an automatic way on a large
number of cases instead of manual calculation on a selected group
of cases.

Writing of Other CIDP Criteria
The next logical step was to develop other CIDP criteria based
on personal experience and results of CIDP case reviews. Note
that this is the way our KBS has been built when clear diagnostic
criteria were not available in the literature or when the diagnostic
criteria from the literature were not performing well.

Here is a schematic view of the method used to build the KBS:

1. Write concepts and rules according to literature and/or clinical
experience.

2. Apply to all cases and analyze them in terms of FP or FN.
3. Modify concepts and rules according to point 2.
4. Repeat the cycle until the results are satisfactory.

Usually, the results were satisfying after a few cycles, but not
in the case of the CIDP criteria. Several “generations” of our
CIDP criteria werewritten but, surprisingly, they never performed
better than the “classic ones”: typically, when we tried to use more
selective criteria, we obtained more specificity but lost sensitivity
and vice versa. The persistent disappointing results of many “new
CIDP criteria” led to the development of a complete different
approach.

Development of New Tools
There are two main assets in the HIS–KBS that can be used:

1. The high number of concepts (and rules) and specially the very
high number of “intermediate” concepts.

2. The high number of patient studies.

The first tool (computerized procedure inside the KBS) was
developed to better explore the difference between the TP and the
FP and is called “differential association tool” (Figure 8).

1. It starts with a couple of conclusions, in this case, true positives
CIDP (TP) and false positives CIDP (FP).
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FIGURE 8 | The “differential association tool.” Given a couple of conclusions to test (the two in brown on the top), the procedure lists all the conclusions that are
“associated” with at least one of the two, then, for each “associated conclusion” it counts the number of cases associated with each of the two reference conclusions.
The figure shows a small part of the list (there are hundreds of associated conclusions) ordered by the percentage of association with reference conclusion two.

2. Then, the tool selects all the studies that have one of the two
conclusions.

3. Finally, it builds a list of all the other conclusions that are
associated to the studies of each group.

Any possible conclusionmay, therefore, belong to three groups:

1. Associated to conclusion 1 (TP) with various percentage, never
to conclusion 2.

2. Associated to conclusion 2 (FP) with various percentage, never
to conclusion 1.

3. Associated to both in various percentages.

Obviously, in a single study, any conclusion may be associated
only to TP or to FP because the two are mutually exclusive. For

example, conclusion 230 in Figure 8 (“CIDP with CV reduction in
1 limb only”) has been found in two studies TP (out of 205 TP) and
in 111 studies FP (out of 947 FP).

The associated conclusions are then sorted by decreasing “affin-
ity” with FP and Figure 8 shows the region of the list in which
there are the last ones of group 2 (associated only with TP) and
the first ones of group 3 (associated to both TP and FP in various
percentage). The possible use of this tool is intuitive:

1. If we exclude all the studies that have one or more of the
conclusions that are associated only with FP, then the number
of FP will be reduced without reducing the TP.

2. If we exclude all the studies that have conclusions associated
“much more” with FP than with TP, then the number of FP
will be reduced “much more” than the TP.
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For example, if we exclude all the cases with conclusion 230
(“CIDP with CV reduction in 1 limb only” enhanced in blue in
Figure 8), then the number of FP will be reduced by 11 while the
number of TP only by 2.

Figure 8 is interesting for other reasons too:

1. Conclusions 230, 233, 234, 236, and 239 are typical examples of
internal conclusions. Internal conclusions could be very simple
descriptions, like the five listed above, or also concepts that
have a specific meaning in physiopathology, such as the ones
in Figure S1 in Supplementary Material. The interesting point
is that an internal conclusion like “At least 2 normal MCV and
1 SCV in the upper limbs,” that would be of no special interest
by itself, suddenly becomes important because the differential
association tool has shown that it can be used for strongly
reducing the FP while maintaining the TP, thus creating better
diagnostic criteria.

2. Other conclusions, like 235 (Normal H Reflex), are results of
other neurological tests that appear in a different light because
of the differential association tool: if the normal H reflex (but
could be any other test result) is associated to 42 FP and only to
one TP, not only it is useful towrite a better diagnostic rule (like
in the above point 1), but there must be a physiopathological
reason that deserves to be investigated In fact, the role of H
Reflex in CIDP will be the object of a specific section of this
paper.

3. Conclusions from 214 to 218 are not particularly interesting for
a diagnostic tool because they are verified in only three studies,
but are conceptually interesting because they are conclusions
that come from the analysis of sequential studies of the same
patient. This is a typical result of a powerful KBS that is able
to analyze not only the hundreds of data of a single study, but
all the data of all the studies of a patient. This multiplies the
complexity of the analysis and prepares the conditions for the
“surprises” that the differential association tool can produce.

Before using the results of the differential association tool for
writing a rule that lowers the FP without losing TP, another step
is necessary.

If we look to conclusions 235 and 237, it is evident that “Normal
HReflex” includes all the “NormalH reflex Soleus” (the remaining
two are normalH reflex FCR). So, it is redundant to exclude 237. It
is enough to exclude 235. This simple example can be generalized
in the concept of “incremental contribution,” i.e., the contribution
of exclusion N + 1 to all the N exclusions before. To do this, the
“Incremental contribution tool” has been created: the target is to
reduce FP with no or little reduction of TP. The incremental
number of TP is in column C1 R, the incremental number of FP
is in column C2 R (Figure S3 in Supplementary Material).

It is interesting to see how the incremental tool changes the
perspective: for example, conclusion 230 decreases the FP of only
four but reduces the TP of two. This does not change anything
about the meaning of considering “CV reduction in one limb only”
as something that almost exclude CIDP but just says that 107 cases
with “CV reduction in one limb only” have been already excluded
so the incremental contribution is small.

Some exclusions not only become useless because they do not
change FP but also appear detrimental. For example, the exclusion

of conclusion 240 leaves FP unchanged at 52 but eliminates one
TP (from 188 to 187). Again, this does not change the analysis of
the single association but just tells that with those 239 exclusions
before, the addition of 240 is useless and detrimental.

At this point, the Incremental contribution toolwill eliminate all
the useless conclusions (those marked with a red square in Figure
S3 in Supplementary Material) and is almost ready to create a new
rule. It only needs the setting of the cut-off point, i.e., how many
rows to include.

The main choices are two:

1. Create a “Lossless” rule with only the exclusions that do not
reduce the TP (up to row 219 in Figure S4 in Supplementary
Material).

2. Create a “Lossy” rule that uses also the exclusions that reduce
TP but with a much stronger reduction in FP.

The lossless rule can maintain the 205 TP while reducing the
FP from 947 to 230. A lossy rule up to row 229 will give 196 TP
(losing 9 of them) and only 79 FP.

Figure S4 in Supplementary Material shows the lossless rule.
There are 88 exclusions organized automatically by the KBS in 39
conditions by associating the ones that belong to a similar “logical
region” of the concepts tree. For example, conclusions belonging
to the motor exam occupy one condition, those regarding dener-
vation in EMG another condition and so on. This is useful for the
reader, while for the KBS, the order of exclusions changes nothing.
The rule was called “specificity filter.”

Statistical Analysis of the New Tool
“Specificity Filter”
Figure 9 shows the results of adding the “specificity filter” to
the classic CIDP rules. The results should be compared to those
with the exclusions suggested by clinical CIDP criteria. The MCC
scores are generally slightly better (from 0.604 to 0.686) but the
nature of the data is very different. In general, the TP and FP
are both higher, with a slight better “combination” of the two
according to MCC.

With a more accurate analysis, Figure S2 in Supplementary
Material and Figure 9 (upper) appear very different, much more
than the MCC value may suggest. For example, Tackenberg has
199 TP/389 FP in Figure S2 in Supplementary Material but 190
TP/134 FP in Figure 9 upper: TP are almost the same and FP are
reduced by 50%. The best in Figure S2 in SupplementaryMaterial,
Nicolas, had 127/52 and in Figure 9 upper goes to 122/25, again a
small reduction in TP but a 50% reduction of FP.

The next step was to “personalize” the filter for each one of the
criteria. In fact, the TP and FP were taken from all the manual
review (Figure 6), so, in theory, it is possible to do the same
process by using TP and FP of each one criterion as in Figure
S2 in Supplementary Material. Clearly, a specificity rule based on
the 133TP/193FP of Nicolas should be different from the rule for
Tackenberg that has 207TP/870FP.

These rules were called “Euristic rules” because we are not using
a clinical theory to build the rules, but only the result of automatic
tools (for this reason, they may be called heuristic rules, but we
used instead “Euristic” that is the name of ourHIS–KBS program).
The results are in Figure 9 (lower).
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FIGURE 9 | Upper: the 14 definite CIDP criteria with the “specificity filter.” The best Matthews is 0.686 while the best accuracy is 93.8%. Lower: the “Euristic” rules.
Each rule has a specific set of exclusions generated by the statistical analysis. Only the first three are better than those obtained with specificity filter (Upper). Nicolas
and EFNS 2006 were better with specificity Filter.

The overall results are very close to those of Figure 9 (upper). In
general, there is a small growth in TP with small or no growth in
FP. It was necessary, again, to move to a complete new direction,
and the new approach was the CIDP components.

The CIDP Components – A Different
Approach for New Tools

The 102 internal conclusions, that have been written to reproduce
in the KBS the structure of the CIDP criteria, appear in Figure
S1 in Supplementary Material. Applying on the components, the
same tools used for the main CIDP criteria were a further logical
step ahead. Figure 10 shows the results. The list of 51 components
has been obtained from those in Figure S1 in Supplementary
Material with elimination of duplicates. For example, VDB and
EFNS share the same components but component “G” is only used
for EFNS.

Each component has been tested with the “specificity filter”
as shown in Figure S4 in Supplementary Material. This time the
results were really surprising: a single component, “Albers-Kelly
1” performed alone, in terms of accuracy, precision, and MCC,
better than any classical complex CIDP criteria!

The general implications of this result will be discussed at the
end of the paper. The most evident at this point are

1. The potential of some of the internal conclusions is crucial.
2. Complex criteria, difficult to remember and apply in consistent

way, may be substituted by smaller criteria (the components)
with better performance and much easier application!

3. The possibility to test so many components in a KBS–HIS is
fundamental: there is no other way to reach these results and
create this kind of rules.

Improvement of the Rules Based on “CIDP
Components” by Using the “Incremental
Contribution Tool”
Figure S5 in Supplementary Material shows the results of the
“incremental contribution tool.” The difference with the former
one (the differential association tool of Figure 8) is that, in
this case, it works by adding inclusions, not exclusions. The 10
columns marked as “inc” show the cumulative result, while the
other values refer to the single component.

For example, the 10 “inc” indicators in row 3 show what hap-
pens if we have a rule that selects all the cases with component
1, plus all the cases with component 2, plus all the cases with
component 3. In a short form, this could be written as: “select all
cases with conclusion 1, or conclusion 2, or conclusion 3.”

Further Improvement of the Rules Based
on “CIDP Components” with the
“Incremental Contribution Tool” and with
the “Second Pass”
The results in Figure S5 in Supplementary Material show that
adding components from a list sorted by MCC does not bring
better results than using the first one alone. As with the incre-
mental tool of Figure S5 in Supplementary Material, there are
“useless” rows. For example, row 2 does not change the results
of row 1. The reason is that all the 134 TP of Bromberg 1 were
already among the 159 TP of Albers-Kelly 1, and the same for
the 27 FP. If the component list is sorted in different way (by
specificity, accuracy, or precision), the result is not the same:
the best MCC value is reached using a few lines instead of
only one.
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FIGURE 10 | Statistics on 51 CIDP components with specificity filter. They appear in order of decreasing MCC. Note that the first one gives a better MCC
result (0.739) than any of the complex CIDP criteria, including the one that uses that same component!
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The results with this new tool, called “incremental contribution
tool with second pass,” appear in Figure S6 in Supplementary
Material. The idea is simple: exclude the components that, when
added, appear useless or detrimental. The procedure does three
steps: the first step tests each row, the second clears the useless
rows, and the third tests only the ones remaining.

The results were surprising: if components of rows 2, 3, and 4
were not used, the addition of component 5 to component 1 gave a
better result than the component 1 alone. And, as evident in Figure
S6 in Supplementary Material, the maximum was reached at row
40. The new tool was able to give results that are not possible to
suspect by just looking to Figure S5 in Supplementary Material
(that is equal but for the second pass). It was the possibility of
testing thousands of studies and millions of conclusions over and
over again to make this possible.

In conclusion, a new criterion, assembled fromonly seven com-
ponents selected from 51 belonging to different original criteria,
performs better than any other tested criterion.

Figure S7 in Supplementary Material will show the results of
the incremental contribution tool with second pass applied to the
components sorted by different statistical indicators. For easier
reading, the raw results are not displayed.

Figure S7 in Supplementary Material (upper) shows the results
on components sorted by Specificity. The maximum is at 0.755
MCC and 16 components are used.

Figure S7 in SupplementaryMaterial (middle) shows the results
on components sorted by Accuracy. The maximum is at 0.759
MCC using seven components.

Figure S7 in Supplementary Material (lower) shows the results
on components sorted by Sensibility. The maximum is at 0.752
MCC using 14 components.

Finally,Figure 11 shows the statistical analysis on the rules built
according to the results of Figure S7 in Supplementary Material.
The criteria are called “Euristic component rules” because, as writ-
ten before, the rules were not created by a neurologist or according
to a theory, but using the KBS. As said before, the rules are made

by the components as automatically selected by the tools in Figure
S7 in SupplementaryMaterial plus the specificity filter as in Figure
S4 in Supplementary Material.

Further Improvement by Adding a Tailored
“Specificity Filter” to the “Component”
Rules
As a last step, a “specificity filter” was tailored for each one of the
rules in Figure 11. First, the four rules were tested without the
specificity filter. Then, the same procedure as in Figures 8 and 9
was applied to each one and 4 “specificity filters” were created.
Figure 12 shows the results of the optimized component rules
matched to the best results of the classic CIDP criteria.

This concludes the section of this paper about the “discovery”
of new CIDP diagnostic criteria by using new tools of the KBS
and about their results. The next sections deal with different
utilizations of the new tools.

Reverse Engineering
Reverse engineering is the process of discovering the theory that
stays behind a certain object or process by studying how the object
is made and how it works.

In this case, we have rules generated by computer and not by
clinical theories or personal experience. Themost important thing
is that these rules are not complex arrays of numbers aswith neural
networks but plain text that is easy to read for any physician, so
should be possible to understand why these rules work so well as
shown in Figure 12.

The first target for reverse engineering is the specificity filter.
In Figure 13, there are a few of the exclusions that stay in the
“Euristic specificity filter.” The reason for some of them is easy
to understand: for example “motor radiculopathy” excludes a
common source of FP. Instead, two of them have been selected
for further analysis because they do not appear directly correlated
to the typical causes of FP.

FIGURE 11 | The results with the four Euristic “components” rules.

FIGURE 12 | The Euristic component rules with a “specificity filter” tailored for each one. Below are the two best classical CIDP criteria with clinical
information. The difference is evident.
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FIGURE 13 | The first conditions of the “Euristic specificity filter.” Some lines have been cut on the right for space reason. The two conclusions circled in red
could be evaluated in “reverse engineering” because they do not look at typical causes of false positive CIDP.

FIGURE 14 | Upper: the distribution of H reflex results in cases with CIDP confirmed, probable, or excluded by review. The absent H is very high in confirmed CIDP
(95.83%) but also high in excluded CIDP (63.92%). Lower: the same as above but with the “clinical filter” on. Now the number of cases with false positive CIDP is
lower, and this is evident in the group with “CIDP excluded.”

Only the second, “Normal H Reflex bilateral,” will be analyzed
in this paper.

Reverse Engineering Results – The Role of
H Reflex
The “Match tool” and the “specificity rule” show the role of
Normal H reflex as an exclusion. Figure 14 shows the distribution
of H reflex results (that may be normal, delayed, or absent) in
confirmed, probable, and excluded CIDP. Figure 14 (upper) uses
the EDX as the only criterion; Figure 14 (lower) includes the
clinical information.

The association of Absent H reflex with confirmed CIDP is
very strong (over 95%) and this seems to confirm the indication
from literature (Lhotska et al., 2001; Amato and Dumitru, 2002;
Hadden et al., 2006). But Absent H was also widely represented in
excluded CIDP. So, the value of Absent H as an indicator of CIDP
is very limited. The neurological explanation is that there are other
forms of demyelinating peripheral neuropathies different from

CIDP, for example AIDP, diabetes, hereditary neuropathies, etc.
that result in absent H reflex. So, the Absent H reflex is a highly
accurate indicator of any form of demyelinating neuropathy but is
not specific for CIDP.

The “specificity rule” is not using the “Absent H” result but
rather is using the “Normal H” as one of the exclusions. This is
the key point and the base for the practical clinical suggestion that
comes from the reverse engineering of the “specificity Rule.”

Figure 15 shows the statistical results in a form useful to answer
to the question: “What do we expect if the CIDP criteria have
been confirmed and the H Reflex test has been done with its three
possible results?” Now it is evident that if the result is Normal or
Delayed, then CIDP is almost always excluded. It is also evident
that Absent H is highly associated with confirmed CIDP but not
enough to be used as a single diagnostic test for the reasons shown
in Figure 14.

This reverse engineering result from a rule created by the KBS
could also have an impact on clinical routine for ruling out FP
CIDP.
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FIGURE 15 | The distribution seen in an “operative view” as an answer to the question: “what to expect if the CIDP rules apply and H Reflex has been
tested?” The three lines show what happens if the H Reflex is “Absent,” “Normal,” or “Delayed.” The answer is clear: if the result of H Reflex test is “Normal” or
“Delayed,” then CIDP is almost always excluded. If the result is “Absent,” then the test is not discriminative enough.

DISCUSSION

Advantages
Wehave seen that complex diagnostic criteria can be “transferred”
to a KBS. This brings many advantages:

1. The KT process requires a detailed examination of the criteria
in order to find any missing or “implicit” knowledge that is
a problem for a computer while a human expert will easily
compensate. This process is useful by itself and brings to a
better KT not only to the KBS but between individuals like
students and physicians.

2. The KBS explains and justifies its results, and this is essential
for a medical tool and of great value in a teaching environment
and in clinical practice.

3. Complex diagnostic criteria are applied in fractions of a second
and without errors, while for a clinician, the process is time
consuming and error prone.

4. Physicians tend to integrate complex criteria with clinical sense
and personal experience. So, it is difficult to validate and com-
pare different criteria without using a computerized system
that, being a “tabula rasa,” needs a complete and unambiguous
explanation in order to work.

Knowledge transfer may bring unexpected results:

1. Complex diagnostic criteria may give surprisingly poor results
in terms of specificity and sensitivity if tested with anHIS–KBS
on a large number of patient studies.

2. With an HIS–KBS, it is possible to create better diagnostic
criteria using special processing tools that take advantage of the
large number of cases analyzed.

3. The new criteria discovered with the KBS can be smaller and
easier to apply than the original ones, while still maintaining
the same or better performance.

4. Some of the discovered criteria can be “reverse engineered” to
understand why they are made in that way, why they perform
well, and if there is a pathophysiological explanation.

5. The described tools can be easily applied to any HIS–KBS to
create better criteria and reproduce expert behavior.

There are a few more methodological considerations about
the points above. All the procedure described in this paper are
essentially a way to explain the performance of an expert (his
manual review of cases – see Figure 6) by criteria/rules that are
generated automatically by the KBS and not dictated by the same
expert. This is necessary because an expert is not always able to
explain his expertise in aworking form. In some cases, aswe saw in

this paper, the computer-generated criteria can be more efficient
in reproducing the neurologist’s expertise than the criteria that the
same neurologist writes in a direct way. Reverse engineering of the
computer-generated criteriamay reveal mechanisms that could be
undiscovered by the same expert.

Another key point is the way the target is reached. As said
before, if the computer system perfectly matched the behavior of
the expert but is unable to explain how it reaches diagnosis and
conclusion, then the utility of the systemwould bemuch lower.On
the contrary, the method described generates rules that are easy to
read, and in some cases, easier than the classic ones because they
are shorter while performing better. In addition, because they are
rules and not a lot of numerical weights as inANN, they can justify
in natural language how they work.

It is evident that the results strongly depend on the availabil-
ity of a large HIS integrated with a large KBS. We stress the
dimensional aspect because it represents a quantum leap. In fact:

1. A small KBS, developed for the specific task of CIDP diagno-
sis, will not have that large number of intermediate concepts
belonging to many different areas that have been the key for
the “component tool.”

2. A small archive of patient studies instead will strongly limit the
most part of the tools used for discovery that requires statistical
inference from large numbers.

3. Also, a large KBS and a large archive of patient studies could
not be enough if the patient studies are limited to just a section
of the patient folder, for example, only Nerve Conduction.
It would miss a lot of interesting discoveries that come from
unexpected relations between any clinical data.

Limits

1. The first limit stays in the source of the diagnostic expertise
itself: if the expert makes mistakes, then the method will gen-
erate rules that lead to a wrong result. In fact, the method
described in this paper does not include the validation of the
new discovered criteria. To do this, the new rules must be
tested on new cases that have been reviewed by other neurol-
ogists. But the aim of this paper is different: the core is the
development of a “computer-aided way to generate rules” that
reproduce the expert diagnostic behavior when the expert is
not able to do it directly (as happened to us) or when the
possibilities and the combinations to explore are too complex
(for example, the 19 diagnostic criteria with 51 components).
The aim has been to reproduce the expertise as it was during
the manual review of the 3,750 cases.
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2. The second limit comes straight from the “indications” of
the method: it is useful only when the diagnostic expertise
expressed in books, diagnostic criteria, or personal experience,
is not enough to reach a good result. Obviously, when a clear
and working solution is available, then trying to automatically
generate a new one could be a waste of time. But this is true
up to a certain point because, as we saw, the analysis could
lead to more efficient “shorter” solutions that may also contain
unexpected useful results.

3. The third possible limit stays in the reproducibility of our
results. We think that the information in Figures 1–5 and the
relative text is enough for a good programmer to be able to
reproduce the core of the KBS. Actually, this is what we have
already done because the original KBS from 1989 was written
for the Macintosh OS and in the year 2000, it was rewritten
from scratch for theWindowsOS in a different language, using
just the screens and the “behavior” of the old version, not the
code.

4. The fourth limit is common with any KBS: it is the complexity.
While it is relatively easy to create “small” KBS with a few
dozens of rules and concepts, when those numbers grow to
hundreds or thousands, there is the risk to lose control of
the overall logic. There is not a computer-aided solution even
though a few tools may be useful: it is mainly a matter of
experience, continuous review, and intuition. But, as we wrote
concerning the “internal conclusions,” it is just the complexity
that allows the creation of tools like those in this paper. So
complexity and size of the KB are at the same time a risk and
the root of the most interesting results.

5. A fifth limit is the intense human work that is necessary to do
themanual review, to use the tools, and to check the rules. This
work could in theory be avoided using tools such as ANN and
CBR, but these approaches have other limitations in terms of
diagnostic reasoning and justification.

CONCLUSION

If the KBS has a valid and user-friendly “cognitive” interface, its
daily clinical use brings no special problems and the learning
curve is very fast for residents or other specialists. In our expe-
rience, it is about 3 days. There is no particular reaction when
the program displays its diagnostic conclusions; it becomes part
of the routine workflow like dealing with a teacher that is never
tired of explaining. Then, the physician makes his own decisions,
confirming or changing those from the KBS.

The knowledge transfer process is very useful not only for
building the KBS but also for teaching and for learning. For
example, ourKBS is able to print all its knowledge in the formof an
“electronic book” that can be read and used without a computer.
Moreover, diagnostic criteria written inside the KBS must be
“complete” and require no further “clinical sense,” otherwise the
system just does not work.

As said before, the dimensions of the HIS–KBS are very impor-
tant, so, in theory, a huge HIS that includes all the different
medical specialties and subspecialties would be the ideal target.
In practice, this is very difficult, both for HIS and for KBS. Huge
systems become complex and slow to build and maintain, and
often unable to support a continuous evolution and creation of
tools. The solution could be a “society of expert modules” working
in theHIS–KBS, and able to exchange data and “talk” to each other
and possibly compete for medical quality and results.

This society of expert modules could always be working in the
background even for simple cases because unexpected and rare
diseases sometimes occur and usually take a long time before
being recognized. Naturally, this implies that the diagnostic crite-
ria in the rules must be able to avoid many FP and the consequent
information overload.

We think that is necessary to discover and test new ways for
knowledge transfer. Also, if a huge quantity of knowledge is trans-
mitted with books and the modern electronic media, it is always
necessary that someone read, understand, and learn it before the
knowledge is absorbed. KBS can be a form of active knowledge
that can be transmitted and ready to use without being learned, or,
even better, making the learning process easier andmore effective.

The other big issue is with regard to the “clinical sense.” This
could be the expertise developed after many years of daily clinical
practice, resulting in special intuition or the memory for thou-
sands of analyzed cases. Such expertise is difficult to transfer,
mainly because it is only partially conscious. A KBS, with tools
such as those demonstrated in this paper, could capture some of
that clinical sense in a way that the expert is not able to express.
It is like if the KBS “observes” the way the human expert behaves
in his daily clinical work and then creates rules that make the KBS
more similar to the human expert of what is possible by manually
programming the KBS itself.

SUPPLEMENTARY MATERIAL

The Supplementary Material for this article can be found online
at http://journal.frontiersin.org/article/10.3389/fict.2015.00026
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