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Linguistic theories o�er empirical hypotheses about the architecture of human

language, which provide the basis for neurobiological investigations into the

study of language use. Unfortunately, progress in linking the two fields of

inquiry is hampered because core concepts and ideas from linguistics are not

seldommisunderstood,making them controversial and seemingly irrelevant to the

neurobiology of language. Here we identify three such proposals: the distinction

between competence and performance, the autonomy of syntax, and the abstract

nature of syntactic representations. In our view, confusion about these concepts

stems from the fact that they are interpreted at a level of analysis di�erent from the

level at which they were originally described.We clarify the intended interpretation

of these concepts and discuss how they might be contextualized in the cognitive

neuroscience of language. By doing so, the discussion about the integration of

linguistics and neurobiology of language can move toward a fruitful exploration

of linking hypotheses within a multi-level theory of syntax in the brain.
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1. Introduction

Despite obvious differences in the types of research questions, methodologies and data,
both linguistics and the neurobiology of language are concerned with the same object of
inquiry: the nature of the human language faculty. Ideally, they should constrain each other
and come to a mutual understanding of the fundamental properties of human language.
A possible reason why true mutual understanding does not arise very often might be that
certain core proposals put forward in linguistics are frequently misunderstood and therefore
prematurely rejected in the neurobiology of language. In this paper, we discuss three
examples, concerning the longstanding distinction between competence and performance,
the computational autonomy of syntax, and the abstract nature of syntactic representations.
We propose that mutual understanding between linguistics and neurobiology of language
requires evaluating linguistic concepts and proposals at the proper level of analysis (see
Poeppel et al., 2008 for a similar perspective, addressing the problem of speech perception).
As such, we suggest that an integrated, multi-level theory of syntax can help ground the
neurobiology of language in linguistic theorizing.

2. Levels of analysis

Marr (1982) famously argued that a complete description of any information-processing
system involves three levels of analysis: the computational, the algorithmic, and the
implementational level. The computational level is concerned with the nature of the problem
being solved: what is computed, what the goals of the computations are, and what the
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constraints of the proposed solution are. The algorithmic level
is a description of the actual processes required to solve the
problem, which are defined in terms of the input and output
representations and the algorithms for mapping input to output.
Last, the implementational level specifies the hardware in which
these processes are realized physically, for instance, in neural tissue.
When proposing this tripartite framework, Marr (1982, p. 25)
remarked that the “three levels are coupled, but only loosely”.
By this he meant that while there must be some connection
between the different levels of analysis, it is not expected that the
properties of any of the three levels map onto the other levels in a
transparent manner.

Theoretical and neurobiological models of language both aim
to explain how language is instantiated in the mind/brain, but
they do so at different levels of analysis. Linguistic theories are
formulated at the computational level, psycholinguistic theories
of language processing are algorithmic-level theories of how
linguistic knowledge is put to use, and neurobiological theories
of language processing are defined at the implementational and
(to some extent) algorithmic levels of analysis. Core aspects of
the three proposals mentioned above—the notion of competence,
autonomous syntax, and syntactic representations—are part of
the computational-level theory of language. Following Marr’s
remark, this means that they have no straightforward implications
for the neurobiological implementation of the linguistic system
(Marantz, 2005; Grimaldi, 2012; Sprouse and Lau, 2013; Embick
and Poeppel, 2015; Johnson, 2017). It seems to us, however,
that they are nevertheless frequently understood as describing
the implementational level. This assumption might be based
on ontological commitments about the relationship between
brain and behavior—including the localizability of cognitive
functions and one-to-one mappings between cognitive functions
and neural mechanisms—that are most likely incorrect and
must be reconsidered in light of current neuroscientific evidence
(Mehler et al., 1984; Westlin et al., 2023). A consequence of this
implementational interpretation of computational-level ideas is
that linguistic proposals are falsified, rejected or dismissed as not
psychologically or neurobiologically “real”. In our view, this state
of affairs is problematic. Here, we will therefore clarify the intended
meaning of the three ideas and discuss how they might be properly
interpreted in the context of the neurobiology of language. The
apparently paradoxical take-away of this opinion piece is that all
three proposals can be both right and wrong at the same time,
depending on the level of analysis at which they are evaluated (see
also Francken et al., 2022).

Before moving on, we should clarify our intentions. First, we
will not try to defend these three ideas. These matters have been
discussed (and continue to be discussed) in the linguistic literature
at length. Instead, we will introduce each idea, explain its intended
scope, and, acknowledging that it is a computational-level idea,
evaluate its potential implications for the neurobiology of language.
To the extent that we refer to existing neuroscience research,
this is not to assess whether its empirical (implementational-
level) results do or do not support the (computational-level) ideas.
Rather, it is to show that the research is used to evaluate the
correctness of the implementational interpretation of these ideas.
To foreshadow one example, consider the thesis that syntax is

computationally autonomous (discussed further in Section 3.2).
Instead of evaluating whether the empirical results of neuroscience
research are consistent with this computational-level idea, it often
happens that the results are evaluated in terms of whether they
support the idea that syntax is neuroanatomically autonomous
and modular. While certainly interesting and important, that
is a different question, related but not identical to the original
thesis. A second caveat is that the arguments in our discussion
are implementation-neutral, which means that we do not take a
stance here on what the right neurobiological units or mechanisms
are to describe or explain brain functioning. The fact that our
discussion of the language-neuroscience literature contains mostly
fMRI studies is simply because the arguments we identify as
problematic are most prevalent in that literature. Nevertheless, we
believe that our claims are applicable to cognitive neuroscience of
language at large, whatever the correct or most useful way appears
to be to describe brain activity. Even if it turns out that current
views on the neural foundations of cognition are completely wrong,
this will not fundamentally alter our analysis.

3. Three linguistic concepts

3.1. Competence and performance

Chomsky (1965) made a distinction between competence—our
knowledge of language and linguistic structures—and performance,
our use of language in concrete situations. In Marr’s terms,
competence is a computational-level notion, describing what we
can do (our intensional capacity), while performance is defined at
the algorithmic level, describing what we actually do and how we
do it (Hornstein, 2015). As competence and performance refer to
the same cognitive system (albeit at different levels of abstraction),
their theories should ultimately constrain one another. Thus,
distinguishing competence from performance neither entails that
a certain linguistic behavior (described by performance models)
cannot inform the competence theory, nor that aspects of the
competence theory do not have to be incorporated in performance
models (Marantz, 2005; Neeleman and van de Koot, 2010).

Being a capacity, competence cannot be observed directly
and must be reconstructed by or inferred from observations of
situations in which the capacity is put to use (Francken et al., 2022).
In language, competence is an idealization over a whole range
of linguistic behaviors, observed through different measurement
techniques (e.g., conversations, acceptability judgments, behavioral
tests, brain recordings). Described as such, the distinction
between competence and performance can be useful for cognitive
neuroscientists, for at least two related reasons. First, observations
about behavior are often misleading about the organizational
principles of the underlying capacity. Like any cognitive task,
linguistic behavior is guided by knowledge in its own domain,
but it is not completely determined by it. Language use is
fundamentally an interaction between linguistic competence and
other properties of human cognition, i.e., non-linguistic factors
that affect when, how, and which structure-building algorithms
are applied. Performance data are therefore inherently noisy; they
hide underlying consistencies and regularities and contain more
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information than can be explained by any theory of language.
Describing the principles of the underlying capacity necessarily
requires abstracting away from performance factors that are not
considered inherent to that capacity.

A second, related reason is that the competence-performance
distinction mirrors the way cognitive neuroscientists approach
brain recordings collected in experimental settings. In the context
of neurolinguistic experiments, brain states recorded on individual
trials correspond to individual acts of performance (e.g., the neural
correlates of individual speech acts), and the entire collection
of trials within an experiment is the performance data (akin to
a small language corpus). Before abstraction, the set of brain
activations will be noisy, because they contain the neural correlates
of the processes that build syntactic structure, of performance
factors that affect the application of these processes (e.g.,
attention, memory, context), and random noise (e.g., participants’
movements, artifacts, scanner noise).

To get closer to (the neural basis of) the underlying capacity,
some sort of abstraction or idealization is necessary. Concretely,
this can be performed through averaging (in univariate analyses)
or through more complicated pattern detection techniques (in
multivariate analyses), both of which might be seen as quantitative
instantiations of abstraction. Analogous to the linguistic notion
of competence as abstraction of performance, competence in
neuroscience is an abstraction of brain states (see Adger, 2022).
A further level of abstraction is provided by meta-analyses, which
seek functional convergence across multiple experiments to remove
contingent performance effects for a particular factor of interest.
This approach has been used in recent meta-analytic studies on
syntactic processing and modality independence, which aim to
characterize linguistic competence in neural terms (Zaccarella et al.,
2017b; Walenski et al., 2019; Trettenbrein et al., 2021).

3.2. Autonomy of syntax

The autonomy-of-syntax thesis holds that syntax is
computationally self-contained, meaning that its primitives
and combinatorics are not completely derivable from or reducible
to non-syntactic factors, such as meaning or frequency of
occurrence (Chomsky, 1957). The autonomy of our syntactic
system underlies our ability to judge a sentence like “colorless
green ideas sleep furiously” as acceptable (and distinguish it
from the reverse, and unacceptable, “furiously sleep ideas green
colorless”), despite it being semantically anomalous and highly
infrequent. As a statement about a capacity, the autonomy
thesis makes no claims about how we arrive at this judgment.
When someone judges the acceptability of a given sentence, its
non-syntactic properties can and do modulate the processes
underlying the person’s judgment—they are likely to judge faster
the acceptability of the semantically coherent “revolutionary new
ideas appear infrequently”—but this is entirely consistent with
the autonomy of the system qua computational properties. Thus,
while the application of syntactic computations is affected by
the properties of the systems with which syntax interfaces (e.g.,
semantics, phonology), the computations themselves (their form)

are autonomous (i.e., different from semantic and phonological
computations; Adger, 2018).

As the autonomy thesis is stated at the computational level
of analysis, it makes no direct claims about the role of syntax in
sentence processing. This is relevant to emphasize because even
when a cognitive system is representationally and computationally
modular, in actual comprehension all sources of information will
have to be integrated. The fact that syntactic rules are autonomous
does not mean that syntactic constructions are processed fully
autonomously (Sprouse and Lau, 2013). Likewise, by defining
the properties of the syntactic system at the computational level,
no claims are made about the neurobiological implementation
of that system. The autonomy thesis therefore does not predict
that there is an area in the brain that is uniquely responsive to
syntax. Recent neuroimaging studies have shown that syntactic
combinatorics are subserved by (the interaction between) specific
regions in the left inferior frontal and posterior temporal lobe,
perhaps partially segregated from semantics (Pallier et al., 2011;
Goucha and Friederici, 2015; Zaccarella and Friederici, 2015;
Zaccarella et al., 2017a; Campbell and Tyler, 2018; Zhu et al., 2022).
It is important to realize, however, that if such a neural syntax-
semantics dissociation were not observed, the autonomy thesis
would not have been falsified (see Mehler et al., 1984; Poeppel and
Embick, 2005).

That autonomy of syntax is a computational-level claim
without straightforward implications for neurobiology appears to
be misunderstood sometimes. For instance, Zhu and colleagues
state that the autonomy (or modularity) of syntax as a
computational system is challenged by recent observations that
syntactic and semantic processing both activate a frontal-temporal
network in the brain, and that none of the areas involved is
specific for syntax or semantics (Zhu et al., 2022). Similarly,
Fedorenko and colleagues have shown that all brain areas that
are responsive to syntax are also responsive to words, which they
claim to be inconsistent with the idea that syntactic computations
are abstract and insensitive to the nature of the units being
combined (Fedorenko et al., 2012, 2020; Blank et al., 2016).
The idea is that the absence of a neurobiological dissociation
between syntax and (lexico-)semantics in the language network
suggests that there is no cognitive or functional segregation
between syntax and (lexico-)semantics. Besides being challenged
on empirical grounds (see e.g., the lesion data in Matchin
et al., 2022), this argument is also inferentially problematic.
First, it presumes that stimuli in experiments can successfully
segregate syntax and semantics, such that the linguistic input to
participants only contains syntax. However, this is never the case,
as syntactic features clearly cannot be presented in isolation (see
also Moro, 2015; Matchin, 2023). Rather, if overtly present, they
are always embedded in the morphological structure of words (e.g.,
agreement), in the sequential structures of phrases and sentences
(e.g., word order, displacement), or they are simply properties
of the words themselves (e.g., word category). In other words,
syntactic features can be computationally autonomous even if
they are physically realized in the non-syntactic information that
makes up an utterance. It is therefore not surprising that brain
areas responsive to syntax are also sensitive to words. Second, the
autonomy of a computational system does not necessarily imply
the segregation of its neurobiological implementation. Absence of
a dissociation in the brain is entirely compatible with abstract,
autonomous computations.

Frontiers in Language Sciences 03 frontiersin.org

https://doi.org/10.3389/flang.2023.1218123
https://www.frontiersin.org/journals/language-sciences
https://www.frontiersin.org


Coopmans and Zaccarella 10.3389/flang.2023.1218123

3.2. Abstract units of representation

Syntactic generalizations are commonly defined over abstract
structures, such as noun phrases (NPs) and verb phrases (VPs),
or even just phrases (XPs). For a computational-level theory, this
abstract level of description is necessary to reveal deep syntactic
principles that amalgamate superficially disparate phenomena. To
give an example, in classical X-bar theory it was proposed that all
phrases (NPs, VPs, etc.) have the same asymmetric hierarchical
format, in which the head of the phrase and its complement
form a unit, which then combines with a specifier to form the
phrasal unit (Chomsky, 1970). Only by stating this property in
abstract terms, roughly corresponding to the bracket notation
[XP YP [XP X ZP]] (XP, in short), is it possible to define an
overarching generalization. To the extent that it captures empirical
observations (e.g., about distributional patterns within and across
languages), the X-bar generalization is explanatorily valuable
for the computational-level theory. During language processing,
however, syntactic information never appears in isolation: in
externalized language, phrases are lexicalized entities, and they
must be processed as such (see Section 3.2). Though the brain
has to recognize that sequences like “very fond of syntax” and
“totally understand the argument” are, at some level, structurally
the same and therefore subject to the same restrictions, this
does not mean that they are mentally or neurally represented as
fully abstract XPs. Instead, they could be represented as phrase
structures whose lexical and semantic information is retained, and
in which syntactic information is realized through features carried
by the specific lexical items. Indeed, this type of representation is
consistent with the results of neuroimaging studies that have been
taken to support a constructionist view of grammatical knowledge.
That is, studies have found that certain syntactic constructions
are neurally distinguishable by virtue of their semantic content,
which would be in line with the view that that these constructions
are represented as pairings between form and meaning (Allen
et al., 2012; Pulvermüller et al., 2013; van Dam and Desai,
2016; Gonering and Corina, 2023). However, these findings are
equally compatible with linguistic theories that postulate syntactic
generalizations over abstract structures devoid of meaning. To
appreciate this point, consider, as an analogy, the interpretation
of structural priming effects in the psycholinguistic literature. It is
well-known that structural priming effects are sensitive to lexical
overlap between the prime and the target (Branigan and Pickering,
2017). This is expected on the view that phrases are mentally
represented and processed in the form of lexicalized structures
rather than fully abstract templates (algorithmic level), but it
does not mean that the abstract syntactic generalization, in which
phrase structures are underlyingly identical, is empirically incorrect
(computational level).

Similarly, syntactic operations are commonly defined over
categorial types. During language processing, however, they
necessarily apply to tokens that are instantiations of those types.
It is therefore possible that, in neurobiological terms, combining
“the” and “cat” is different from combining “a” and “dog”, even
though in computational terms, both involve the composition of
a noun phrase. Both combinatorial operations are constrained
by the fact that determiners combine with nouns, and that this
operation is hierarchical, binary, and compositional. On this

view, the abstractness of the combinatorial operation lies not in
its symbolic realization, but in the fact that the constraints on
the operation are independent of the specific lexical items to
which it applies. Note that this does not deny the possibility
that averaging over a sufficiently large number of instances of
minimal combinations between for example determiner-noun,
adjective-noun or pronoun-verb will yield a reasonably specific
neural activation pattern initially suggestive of abstract syntactic
combinatorics (e.g., Goucha and Friederici, 2015; Zaccarella and
Friederici, 2015; Zaccarella et al., 2017a; Segaert et al., 2018;
Matar et al., 2021; Murphy et al., 2022). Rather, it indicates
that the underlying neural populations are responsible for the
compositional combinations of specific lexical items (instead of
abstract variables), and that these compositions are constrained
by the syntactic properties of those lexical items. We speculate
that such context dependence might be the reason that it has
proven difficult to isolate syntactic combinatorics in neural data—
that is, because syntax is to be found in the constraints on the
combinatorial operations, not in the operations themselves (see also
Pylkkänen, 2019; Baggio, 2020).

4. Toward a multi-level theory of
syntax in the brain

To integrate computational-level descriptions provided by
linguistics with implementational-level theories in neuroscience,
Marr (1982) suggested an intermediate level of description which
specifies how the processing system can solve its computational
problems—the domain of psycholinguistics. In general, mapping
linguistic theories to psycholinguistic models is non-trivial, because
the computational (grammatical) analysis alone underdetermines
the possible (parsing) algorithms. However, the principles of
computational-level theories do act as boundary conditions for
models at the algorithmic level, so they should constrain our
theories of language processing (Gallistel and King, 2009). That
is, algorithmic theories of syntactic processing must be such
that they respect the grammatical constraints defined at the
computational level of syntactic competence, including constraints
on representations and constraints on computations. As an
example of the former, it is well-known that the semantic
interpretation of phrases and sentences is derived from hierarchical
structure. The implication of this result for language processing is
that we can regard as deficient those algorithmic models that are
unable to derive structure-dependent meanings (Coopmans et al.,
2022). Regarding computations, it has been argued that structure-
dependent syntactic operations, like long-distance displacement,
obey locality constraints. Using this computational-level result as a
boundary condition on algorithmic theories, we can conclude that
models of the comprehension of filler-gap dependencies that posit
gaps in island configurations are inadequate (Phillips, 2006; Chesi,
2015). Roughly corresponding to these two types of constraints (on
computations and representations, respectively), we envision two
ways in which the different levels of analysis could become more
strongly connected in an integrated, multi-level theory of syntax in
the brain.

One way to integrate linguistics and psycho-/neurolinguistics
is to devise computationally explicit linking hypotheses between
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their levels of analysis. This is quite challenging, not only because
the “parts lists” of linguistics and neuroscience are ontologically
incommensurable (Poeppel and Embick, 2005; Poeppel, 2012), but
also because the notion of competence is usually not formulated
in a way that aligns with the requirements of real-time processing.
Syntactic competence is often described as a static body of
knowledge.While sentence structures are derived procedurally, and
the derivations are logically ordered, the entire derivational analysis
is atemporal. Hierarchical syntactic structures are commonly
derived bottom-to-top, starting with the most-embedded element
in the structure. Syntactic processing, instead, does take place in
time, starting with the first element in the sentence regardless of
its position in the hierarchical structure. To illustrate the apparent
misalignment, consider a phrase like “eat the cookies”, which is
derived by first combining “the” and “cookies”, and then combining
“eat” with the phrase “the cookies”. The claim that “the” and
“cookies” are combined first should not be interpreted temporally;
it is not inconsistent with the incremental interpretation of “eat
the cookies”. Thus, the logical order of syntactic derivations bears
no relation to the temporal order of processing. As processing
must take place in time (and derivations need not necessarily be
bottom-to-top, see Phillips and Lewis, 2013 and Chesi, 2015), one
way to resolve the tension would be to reformulate competence
into algorithmic procedures that can be applied incrementally, in
a roughly left-to-right order (Phillips, 2003; Poeppel and Embick,
2005; Sprouse and Hornstein, 2016). In this way, competence
directly interacts with performance, in the sense that the former
constrains the algorithmic steps that are applied. And beyond
facilitating the mapping between competence and performance,
there are empirical benefits of this approach as well (e.g., it can
explain conflicting outcomes of certain constituency tests; Phillips,
2003).

An alternative strategy for linking levels of analysis does not
involve reformulating syntactic competence but involves using the
structures computed at the computational level as the ultimate goal
of structure-building algorithms. In this view, syntactic derivations
remain atemporal, so derivational theories of syntax should not be
interpreted as theories of how mental representations are actually
derived in the mind of a speaker-listener. Rather, they merely
describe, in computational-level terms, the logical properties that
the syntactic system must have, including constraints on the
form of syntactic representations. Algorithmic theories of syntactic
structure building then build only those (partial) structures that
are licensed by the competence theory (in whatever way works,
as there are no constraints on computations), but they do not
proceed in the way dictated by the derivational analysis (see also
Neeleman and van de Koot, 2010; this approach aligns with the
notion of “weak competence” in Baggio, 2020). As such, there is
no need for alignment between the temporal order of events in
psycholinguistics and the logical orders of events in syntax. The
competence theory contains an abstraction description of what the
performance model does, but stays silent on how it does it.

In either case, the output of algorithmic procedures must
be mapped onto neural data through implementational linking
hypotheses. In neuroscience work adopting naturalistic paradigms,
it is common to use surprisal or node count as the linking
hypothesis (Brennan, 2016; Hale et al., 2022), but neither
metric reflects an algorithmic operation (Stanojević et al., 2021;

Coopmans, 2023). One type of approach that we find more
promising involves Combinatory Categorial Grammars (CCGs),
which have the right level of grammatical expressivity to model
natural language syntax (i.e., slightly beyond context-free power).
Moreover, as CCGs have flexible constituency, they afford multiple
ways of algorithmically deriving structures for the same sentence
(Steedman, 2000). Each of these derivations has the same
compositional semantic interpretation, which is assigned and
updated incrementally, making this model suited for modeling
language processing. Indeed, the use of CCGs is promising on both
predictive and explanatory measures of empirical success. In terms
of prediction, recent naturalistic fMRI studies have shown that
complexity metrics directly derived from CCG derivations improve
predictive accuracy in regions of the language network above
and beyond predictors derived from context-free phrase structure
(Stanojević et al., 2021, 2023). With respect to explanation, a clear
benefit of this algorithm-centered approach is that it yields explicit
theories about the computations that must be implemented in the
identified brain regions. It commonly still relies on localization of
functions, but at least the functions are made explicit (Mehler et al.,
1984; Poeppel, 2012; Martin, 2020; Westlin et al., 2023).

To summarize, the goal of this paper was to clarify the
interpretation of three key ideas in linguistics (competence
vs. performance, autonomy of syntax, and the nature of
syntactic representations), in order to advance the integration
of linguistic theory with the neurobiology of language. Taking
a levels-of-analysis perspective, we suggest that one source of
misunderstanding about these ideas is that they are interpreted at
the wrong level of analysis. A multi-level approach to syntax, in
which different concepts are explicitly defined and interpreted at
the appropriate level, can give rise to a fruitful exploration of the
linking hypotheses across levels, at the interface between linguistics
and neuroscience.
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