
TYPE Original Research
PUBLISHED 14 February 2025
DOI 10.3389/flang.2024.1254956

OPEN ACCESS

EDITED BY

John Archibald,
University of Victoria, Canada

REVIEWED BY

Mariko Nakayama,
Tohoku University, Japan
Christine Shea,
The University of Iowa, United States

*CORRESPONDENCE

John H. G. Scott
jhgscott@umd.edu

RECEIVED 07 July 2023
ACCEPTED 02 September 2024
PUBLISHED 14 February 2025

CITATION

Scott JHG (2025) Detargeting the target in
phoneme detection: aiming the task at
phonological representations rather than
backgrounds. Front. Lang. Sci. 3:1254956.
doi: 10.3389/flang.2024.1254956

COPYRIGHT

© 2025 Scott. This is an open-access article
distributed under the terms of the Creative
Commons Attribution License (CC BY). The
use, distribution or reproduction in other
forums is permitted, provided the original
author(s) and the copyright owner(s) are
credited and that the original publication in
this journal is cited, in accordance with
accepted academic practice. No use,
distribution or reproduction is permitted
which does not comply with these terms.

Detargeting the target in
phoneme detection: aiming the
task at phonological
representations rather than
backgrounds

John H. G. Scott1,2*

1Department of German Studies, School of Languages, Literatures and Cultures, University of
Maryland, College Park, MD, United States, 2L2+ Sound Learning Lab, Division of German, Russian,
Arabic Language and Muslim Cultures, School of Languages, Linguistics, Literatures and Cultures,
University of Calgary, Calgary, AB, Canada

One challenge of learning a second or additional language (L2+) is learning
to perceive and interpret its sounds. This includes acquiring the target
language (TL) contrastive phonemic inventory, the sounds’ systematic behavior
in the TL phonology, and novel relationships between spelling and sound
(GPCs; grapheme-phoneme correspondences). Many perception tasks require
stipulation of written labels for target speech sounds (e.g., phoneme detection).
Listening for this target is not necessarily, or even frequently, an equivalent
cognitive task between participant groups. The incongruence of phonological
and orthographic domains and their GPCs poses a methodological challenge
for L2+ research. The author argues that phoneme detection tasks should avoid
the phone of investigative interest (x) as the direct target of listener attention and
redirect focus to an adjacent listening target (y). Ideally, this target should not
trigger or otherwise be implicated in the phonological process or phonotactic
constraint under investigation. The careful choice of listening target (y) with both
a familiar sound and a congruent orthographic label for both (or all) language
groups of the experiment yields an equivalent task and better indicates implicit
knowledge of the phenomenon under study. This approach opens up potential
choices of phonological objects of interest (x). The two phoneme detection
experiments reported here employ this novel adjacent-congruent listening
target approach, which the author calls the Persean approach. Experiment
1 establishes baseline performance in two assimilation types and replicates
processing inhibition in first-language (L1) German speakers in response to
violations of regressive nasal assimilation. It also uses [t] as the Persean
listening target to test sensitivity to preceding violations of progressive dorsal
fricative assimilation (DFA). Experiment 2 investigates sensitivity to violations
of DFA in both L1 German speakers and L1 English L2+ German learners.
Experiment 2 also uses the Persean method for the first phoneme detection
investigation demonstrating sensitivity to violation of a prosodic/phonotactic
constraint banning /h/ in syllable codas. The study demonstrates that phoneme
detection with Persean listening targets is a viable instrument for investigating
regressive and progressive assimilation, prosodic/phonotactic constraints, and
prelexical perceptual repair strategies in different language background groups
and proposes statistical best practices for future phoneme detection research.
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1 Introduction

Language users have different ĕrst-language (L1) and
prior-language experience proĕles, which poses an inherent
methodological challenge for intergroup task parity when
investigating cross-dialect or cross-language perception and
second or additional language (L2+) phonology. Speakers of
different languages may perceive a sound differently, have different
familiarity with the sound (a familiar phone or allophone for one
group is a novel phone for another), or may label it with different
sets of letters (single sound-to-letter correspondence for one group
and multiple spellings allowed for the sound in another group).
When learners seek to acquire the phonology of L2+, one aspect
that they must learn is the contrastive phonemic inventory (as
well as predictable allophonic variants). Determining whether
a particular learner has acquired a particular phoneme presents
certain challenges to the psycholinguist. Because we cannot look
directly at the phonological grammar, we must turn to a range of
experimental tasks and then interpret the behavioral results to infer
the relevant properties of the grammar. For example, imagine that
we wonder if a learner has acquired a phonemic representation
for front rounded vowels /y: ʏ/ in their L2+ German (represented
orthographically as <ü>1), particularly if the L1 inventory lacks
the /y: ʏ/ pair. We commonly present tasks to see if they can
reliably identify or discriminate sounds, such as the corresponding
back rounded [u: 
] and front unrounded [i: ] pairs, from front
rounded [y: ʏ] in German words. Alternatively, we may want to see
if participants can simply detect an [y:] or [ʏ] in a word or a phrase.
Detecting the sound of interest (call it x) tells us something about
the representation of x in the learner’s interlanguage (IL). However,
many factors can inĘuence the behavioral results of this sort of
phoneme detection task. Is x absent from or frequent in the L1? If
present, is x a predictable allophone or a full phoneme? How is it
represented featurally? Is it frequent or rare in the L2+ lexicon and
usage? Is the phone reliably encoded in the orthography? All these
factors have been shown to inĘuence phonological identiĕcation
and detection tasks (Bassetti et al., 2015b; Connine, 1994, p.
115–116; Connine and Titone, 1996, p. 639; Cutler and Otake, 1994;
Darcy et al., 2007; Frauenfelder and Seguí, 1989; Otake et al., 1996;
Scott and Darcy, 2023; Scott et al., 2022; Seguí and Frauenfelder,
1986). e literature presents a complex and, at times, contradictory
picture of what the phoneme detection task can tell us.

e phoneme detection task measures accuracy and reaction
time (RT) in response to detecting a speciĕed listening target in
the stimulus. As with many RT methods, behavioral responses to
phoneme detection (accuracy, systematic changes in processing
speed) are employed as proxy measures representing underlying
grammatical knowledge (Hui and Jia, 2024).e phoneme detection
task has the advantage that it does not require high target-language
(TL) proĕciency or lexical knowledge. As such, it is useful for
investigating prelexical processing, even with pre-learner and early
L2+ learner groups, as long as the listening target is viable and
congruent between languages. In this article, I introduce a new
variant of the phoneme detection task to shed light on some
phonological representations in L1 and L2+. In this variant of the

1 ... or rarely <y>. Angle brackets < > indicate an orthographic representation.

phoneme detection task, participants do not focus on detecting
the novel L2+ sound of interest x but rather attend to a sound
that occurs adjacent to the object of interest (call it y). When
y is not implicated in the phonological phenomenon of interest,
I call this the Persean approach, in reference to how Perseus
required the reĘection of his shield to look on the Gorgon Medusa’s
face without being turned to stone by her direct gaze. I explain
why having participants detect x directly can be as fatal an error
as looking directly at Medusa, particularly when investigating
multiple language-background groups or if the aim is to investigate
implicit, or what may be called optimum or automatized explicit,
knowledge in cross-language or IL phonological perception, all of
which have theoretical and practical relevance for L2+ acquisition
research (Bordag et al., 2021; Rebuschat, 2013; Strange, 2011;
Suzuki, 2017). e experimental results of this Persean approach
reveal that the detection of y can tell us something about the
nature of the representation of x, adding an important tool to our
methodological toolbox.

In Section 2, I highlight the difficulties that arise in task
design for phoneme detection experiments. I focus on the problems
found in choosing listening targets for L2+ learner experiments,
especially regarding task parity for intergroup comparison. In
Section 3, I review the sparse literature using phoneme detection
tasks to investigate two place assimilation phenomena, right-to-
le regressive nasal assimilation (RNA) and progressive (le-to-
right) dorsal fricative assimilation (DFA), in German, and critically
examine their choices of listening targets with this task. In Section
4, I brieĘy summarize the prosodic ban on /h/ in syllables codas
in English and German to lay the groundwork for experiment
2, which conducts the ĕrst phoneme detection investigation of
syllable structure constraints governing segment distribution. en,
in Section 5, I outline a strategic innovation to the phoneme
detection task designed to avoid the potential methodological
pitfalls described (adapted from Otake et al., 1996). e aim of
this innovation is to thread the methodological needle of listening
target labels in L2+ perception studies by focusing the listener’s
attention not on the actual object of interest (x) but rather on an
adjacent listening target (y): a Persean approach to steal a glimpse
of the Gorgon. is adjacent target should be (a) familiar to both L1
and TL phoneme inventories and (b) not directly implicated in the
phonological process or phonotactic constraint under investigation
(i.e., neither the trigger of the phonological process nor the phone
to which the phonological process or constraint applies).

I present the research questions in Section 6, and in Sections
7, 8, I report on two experiments that serve as test cases for the
modiĕed phoneme detection method, based on studies originally
reported by Scott (2019a,b). e ĕrst tests the modiĕed phoneme
detection method in L1, investigating German RNA and DFA in L1
German speakers. is experiment is a replication and expansion
of studies by Otake et al. (1996) and Weber (2001a,b, 2002).
e nasal data may offer insight into theories of phonological
feature (under-)speciĕcation and variation as they relate to place
assimilation. e second experiment investigates German DFA
with L1 German and L1 American English L2+ German learner
groups, following Weber (2001a,b, 2002) and Lindsey (2013;
unpublished thesis, Indiana University, Bloomington), whose
studies investigated L1 Dutch and L1 American English groups,
respectively. It additionally investigates the phonotactic/prosodic
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ban on /h/ in syllable codas. Crucially, both experiments in
this study avoid listening targets with unfamiliar or incongruent
orthographic representations, unfamiliar phonetic transcriptions
(e.g., omson, 2018), or other symbol types (e.g., omson, 2011)
for listening targets that may be subphonemic (intra-category)
variants or that lack graphemic or phonemic congruence between
L1 and L2+ phoneme inventories.

2 The problems of labeling listening
targets: facing a Gorgon

2.1 Phonological knowledge: more than
phones

Phonemes are multifaceted knowledge structures that include
the categorization and distribution of phones and, for most
adults, orthographic labels. e categorization of phones sorts
acoustically similar speech sounds into discrete categories according
to articulatory features or acoustic cues with various manifestations
along several continua (e.g., place of articulation and voice
onset time). e distribution of phones describes where in
a word a language permits a particular phone or allophonic
variant to occur. is is phonotactics, a statistical type of well-
formedness knowledge that may derive from categorical constraints
or probabilistic knowledge based on the lexical (in)frequency
of a particular form (Steinberg, 2014, p. 11–17). For reading
populations, orthographic labels are conventionally used to denote a
particular phone or phoneme. ese three types of representational
knowledge are necessarily connected by mappings that function
to associate a speciĕc label to a speciĕc phonetic category in a
speciĕc context. Such context may be determined by phonotactic
distribution,morphological structure, lexical-semantic content, and
other factors. We know very little about how L2+ learners acquire
these aspects of phonemes in relation to each other (see Ontogenesis
Model: Bordag et al., 2021).

2.2 The underacknowledged problem of
orthography

In designing experiments to reveal the properties of
phonological representation, one must also take certain
orthographic factors into account. Alphabetic literacy—that
is, the knowledge of how labels are applied to individual speech
sounds by orthographic convention—inĘuences phonological
awareness in undeniable but still poorly understood ways. Adult
non-readers without alphabetic literacy exhibit a reduced capacity
for phonological tasks that require manipulation at the segmental
level (e.g., phoneme deletion or detection) relative to former
non-readers who have later learned to read. is effect is less
pronounced when syllables or rhymes are the unit of focus (Morais
et al., 1986). For those with literacy of a script that encodes syllables
rather than segments, the development of L1 phonemic awareness
may proceed along different paths (Mann, 1986). Investigating
the connection between alphabetical literacy and L1 phonemic
awareness has a long tradition in reading and cognition research

(see Bertelson, 1986b, special issue articles in Bertelson, 1986a, and
Castro-Caldas, 2004 for helpful reviews). More recently, research
connecting this vein with L2+ phonology is rapidly emerging (e.g.,
Bassetti et al., 2015a, special edition of Applied Psycholinguistics,
including a state-of-the-art review by Bassetti et al., 2015b). In
addition, qualitative evidence suggests that groups from different L1
orthography backgrounds, despite similar quantitative performance
results on the same phonemic awareness tasks, may employ different
phonological processing procedures in L2+ scenarios (e.g., Korean
vs. Chinese; Koda, 1998).

Just as phonology and lexical items are language-speciĕc, so is
orthography. Not only must contrastive phoneme distinctions
of the language be represented (chip vs. ship), but each
grapheme–phoneme correspondence (GPC) also has its own
phonotactic and morphological distribution in the lexicon (e.g.,
<sh> and <ch> vs. <ci> and <ti> as labels for English /S/
in ship, ĕsh, shanty/chantey, chute vs. commercial, navigation).
Invented L2+ spellings based on L1 GPCs illustrate the speciĕcity
of orthography nicely. Consider examples such as <JUELLULIB>

and <GUARIYUSEI> (“Where do you live?” and “Waddayasay?”),
both attempts by Mexican migrant workers to write down helpful
phrases of English spoken in rural southern Illinois with Spanish
spellings (Kalmar, 2015, p. 19, 51). On the Ontogenesis Model of
lexical representations in L2+ (Bordag et al., 2021), such examples
illustrate fuzziness in the phonolexical and lexico-semantic
representations of the migrant workers’ L2+ English (Cook et al.,
2016; Darcy et al., 2013). For these speakers, the phonological and
orthographic domains, and the mappings (GPCs) between them,
lag behind the semantic domain that allows them to use these
phrases communicatively.

e problems of incongruent GPCs are similar for phoneme
detection tasks, where the label of the listening target may represent
different phonological information between groups (e.g., <N>with
L1 Japanese vs. L1 Dutch; Otake et al., 1996; <CH> or <G> for L1
German vs. L1 Dutch or L1 English; Lindsey, 2013; Weber, 2001a,b,
2002; [u] for L1 French vs. [u] in [.Cu.] but not [.u.] for L1 Japanese;
Dupoux et al., 1999, p. 1,570). In such cases, the intended label
represents a phoneme or allophonic variant in one language but not
the other (e.g., [x] and [ç] in German vs. American English).

2.3 Why labels are a problem for L2+
learners

As L2+ learners learn the sound system of a new language,
they gradually acquire what the sounds are, where the sounds go,
how they are written, how they are combined to label lexemes,
and the relationships between these components. Just as we do
not expect early, intermediate, and even advanced learners to
have native-like production, vocabulary, and semantics, we should
also not expect learners to have native-like, also called optimal,
phonological perception and representations in the TL (optimal
encoding, optimum range; Bordag et al., 2021). It is crucial for the
design of laboratory phonology studies of L2+ acquisition to take
into account that the components of phonological representations
may not all be fully optimized in cross-language and subsequent
L2+ perception. Indeed, they most likely are neither optimized nor
closely yoked. Learners’ IL phonological categories, orthographic
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knowledge, and phonolexical representations both are unevenly
optimized and may remain divergent from and less precise than the
representations of L1 speakers of the TL (Best and Tyler, 2007; Cook
et al., 2016; Darcy et al., 2013). If we drop any assumption that L2+
learners’ phonological, phonotactic, and orthographic knowledge is
fully optimized, then labels for speech sounds become a problem,
as we cannot assume congruent meaning for the label between
languages or stages of IL development. e two experiments of this
study serve to demonstrate the beneĕts of employing a phoneme
detection task in cross-language and L2+ studies if one can avoid
certain methodological concerns that may arise from stipulating
listening targets by means of labels that differ in their phonological
status between L1 and L2+ groups.

2.4 Why labels are a problem for
intergroup comparisons

A necessary condition for experimental research in cross-
language and L2+ phonology is that we investigate groups with
different proĕles of L1 and prior language experience. Yet this
also poses a serious methodological challenge for ensuring task
parity between groups. We routinely control for such factors as
age of acquisition, proĕciency, and literacy, among others, but we
should also control for the comparability of task demands for the
different groups. Many perception tasks require using labels for
speech sounds, such as thosemotivating the Perceptual Assimilation
Model (Best, 1995; Best and Tyler, 2007) or a phoneme detection
task (aka phoneme monitoring; Foss, 1969). An example of the
former would be something along the lines of “When you hear the
sound [f] does it sound more like a type of /t/ or a type of /r/ ?”
For an English speaker, a [f] might be thought of as a kind of /t/ or
<t> (as in words like city), while for a Spanish speaker, a [f] might
be thought of as a kind of /r/ or <r> (as in words like pero). An
example of the latter would be “Press the red button if you hear a
[θ] in the following sentence.” e nature and cognitive load of such
tasks, due to the representation of the listening target itself ([f] and
[θ] in the preceding examples), may differ between language groups
(Otake et al., 1996, p. 3,838–3,840). is depends on factors such
as the label’s status in the listeners’ phonemic inventory, exposure
to subphonemic variants, phonological or orthographic nativeness,
or the phonological status of certain features of the stimuli for each
group (e.g., cue weightings). A speciĕc listening target might be
an L1 phoneme to one participant group, an allophonic variant
to another, and a novel non-phoneme to a third. For example, to
an L1 Japanese speaker, [f] is the straightforward realization of
the phoneme /f/, whereas an L1 English speaker may perceive it
as a positional allophonic variant of the phoneme /t/ , and an L1
Mandarin speaker may perceive it as a novel non-phoneme (or
perceptually assimilate it to /l/ or /t/). us, listening for a target
can constitute cognitively distinct tasks between groups. Similarly,
listening for the target <u> likely would not be equivalent for L1
French listeners and L1 Japanese listeners. In French, the letter <u>

typically represents the front rounded vowel phoneme /y/. e back
rounded vowel [u] (phonemic /u/) is typically represented in French
orthography by a digraph (e.g., <ou>). In contrast, L1 Japanese
listeners may interpret <u> as either the syllable “u” represented
in rōmaji (Roman script) as <u> and in hirigana by its own glyph

< >, or as the nuclear constituent of another canonical syllable
(e.g., <bu>/< >, <pu>/< >, <mu>/< >; Dupoux et al.,
1999, p. 1,570). For them, <u> represents a close back unrounded
[ɯ̟] or compressed vowel [ɯ̟β]. Such examples are common in cross-
language and L2+ phonology, with methodological implications for
perception research on many language pairings. How should we
determine if Japanese or French speakers hear an [u]? Should we ask
the French speakers if they hear<ou> but ask the Japanese speakers
if they hear < >? Would this allow us to compare the results
across groups? Would such a comparison still be confounded due to
fundamentally different vowel qualities or because a French speaker
cued to <ou> has one phonological unit to consider, whereas a
Japanese speaker has both a full vowel (V) syllable and the nuclei
of several consonant vowel (CV) syllables to listen for? Most likely,
French and Japanese speakers face tasks with different cognitive
processes and different cognitive loads in this case. In addition
to creating congruency problems between languages, orthography
also can be misleading due to inconsistency within a language
when one label does not reliably indicate one sound (e.g., <CH>

represents [tS͡] or [S] in English chant, chute). is sort of confound
can be compounded when using an L2+ label to focus attention
on an L2+ category listening target that has no analog in the L1
(e.g., using <CH> for [ç] or [x] in German). For such reasons,
it is important for ensuring study validity that perception tasks
do not rely on listening targets with divergent phonological status
between participant groups. To ensure parity between groups for
phonological awareness tasks such as phoneme detection, listening
targets and the GPCs used to stipulate them to participants should
be selected for their congruence, as much as possible, given each
group’s language background. is study adopts this standard.

3 Phoneme detection for
investigating place assimilation

3.1 The classic phoneme detection
paradigm

ephonemedetection taskwas introduced to psycholinguistics
by Foss (1969). As characterized by Weber (2001b, p. 12), it is
a dual task, entailing the detection of a predetermined target
sound in speech presented aurally and then a timed response.
Participants indicate their detection (or not) of the listening target
in the stimulus by pressing a response key as quickly as possible
aer the target sound is heard. Like other reaction time methods,
accuracy and reaction time (RT) are the dependent variables of
interest (Hui and Jia, 2024). To avoid response bias, the target
items and distractors are counterbalanced by ĕllers that do not
contain the listening target. If real words are used, then semantic
priming (and other lexical factors) may affect RT (Frauenfelder
and Seguí, 1989; Seguí and Frauenfelder, 1986). If non-words are
used, it has been shown that for items that phonologically resemble
a real word, RT is relatively faster than for those differing more
from real words. Such similarity to extant words or sequences of
phones may motivate facilitation even for non-words. is is a
potential source of variation in RT for phoneme detection and
similar tasks (Connine, 1994, p. 115–116; Connine and Titone,
1996, p. 639). Despite some observed effects of the lexicon on
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tasks using non-word stimuli, numerous studies support some
degree of abstraction from the input before accessing the lexicon,
thus placing phonotactic processing (e.g., reinterpretation of raw
percepts according to well-formedness conditions; Selkirk, 1984,
p. 114) at a prelexical stage of processing, as early as 200ms aer
stimulus onset (Dehaene-Lambertz et al., 2000; Steinberg, 2014;
Steinberg et al., 2010a,b, 2011; Whalen, 1991). e inĘuence of real-
word phonolexical representations—even on non-words—and the
early (prelexical) timing of phonotactic processing will be especially
relevant for interpreting the results of experiment 2, in which L1
German speakers selectively compensate for the illicit occurrence
of [h] in syllable codas but only in vocalic contexts where [x] would
be licit.

One way to determine if a participant has acquired a particular
process or constraint is to see if they react differently when a
given string violates that TL pattern. Like other reaction time
procedures such as phonetic decision, repetition, and lexical
decision, phoneme detection typically indicates a phoneme’s
goodness of ĕt to its context through overall slower RT for a
mismatching context (Whalen, 1984) and, speciĕcally, violations of
obligatory assimilation (Weber, 2001a, p. 96). Following established
usage for this experimental paradigm, I refer to these slower RTs
as processing inhibition (Marslen-Wilson and Warren, 1994; Martin
and Bunnell, 1981, 1982; Otake et al., 1996; Streeter andNigro, 1979;
Whalen, 1984, 1991). However, violation of listener expectations
under certain conditions may also yield a faster RT, which I refer to
as processing facilitation (Cutler et al., 1987; Mills, 1980; Swinney
and Prather, 1980). Because phoneme detection can yield either
inhibitory or facilitative RT effects, it may be necessary to analyze
different phonological conditions in separate statistical models
rather than as levels of the same factor in a uniĕed model, as
experiments 1 and 2 demonstrate.

3.2 Place assimilation: nasals and dorsal
fricatives

Two of the three phonological phenomena investigated here are
types of place assimilation. Place assimilation oen yields allophonic
variants by context. For example, in English, underlying velar stops
typically surface as velar before back vowels but palatal before front
vowels (cougar [ˈku:.gô] vs. keener [ˈci:.nô]). is phonetic effect
results from regressive place assimilation, where the place of the
vowel inĘuences the place of the preceding stop. See Winters (2003)
for a historical review of developments in theoretical, typological,
and experimental research on place assimilation and an account
of its articulatory motivation and Hura et al. (1992) regarding
perceptual motivations for assimilation.

Feature geometric approaches to autosegmental phonology have
used hierarchical relations between distinctive features to describe
rules of place assimilation.2 Figure 1 displays example assimilation
and default rules that specify place for speciĕed and underspeciĕed
segments. Feature geometry approaches typically analyze place
assimilation as the application of a single spreading rule. is might
spread Place wholesale, like the example rule in Figure 1A, by

2 See Hura et al. (1992) for relevant theoretical discussion.

which RNA supplies Place speciĕcation to an underspeciĕed nasal.
Or it might spread a lower-tier feature, such as the example rule
in Figure 1C, which adds [CORONAL] to a speciĕed [DORSAL]
fricative, a possible analysis of Standard German DFA. Such
analyses may describe both regressive/leward (Figure 1A;
e.g., English [k]ougar ∼ [c]eener) or progressive/rightward
assimilation (Figure 1C). Figure 1B depicts a typical default rule
to supply [CORONAL] to a Place-unspeciĕed segment. Feature
underspeciĕcation theories avoid delinking and favor structure-
ĕlling rules like those in Figures 1A, B, or structure-changing rules
like the one in Figure 1C. Feature underspeciĕcation arguments are
not uncommon in the German phonology literature (e.g., Glover,
2014; Hall, 1995, 2010). Experiment 1 probes whether speciĕed
mismatches behave differently from underspeciĕed mismatches in
L2+ learners.

3.3 Regressive Nasal Assimilation (RNA)

3.3.1 RNA in English and German
RNA is typologically widespread but manifests differently

between languages (Speeter Beddor and Evans-Romaine, 1995). In
English and German, examples of tautomorphemic homorganic
nasal-obstruent sequences, commonly argued to arise through
place assimilation (e.g., Wiese, 1996), are plentiful (e.g., ramp
[ôæmp], rant [ôænt], and rank [ôæNk] and German Kampf [kamp͡f]
“struggle, combat,” Land [lant] “country,” Bank [baNk] “bank”).
In English, RNA does not apply to morphologically derived nasal-
obstruent sequences (e.g., dreamt [dôεm-t], ashamed [e.ˈSe͡ɪm-
d]) or word-internally across morpheme boundaries (e.g., confess
[ken.ˈfεs], infinite [ˈn.f.nt], kingpin [ˈkn.pn]). e application
of RNA is further limited in German, which allows labial nasals
before alveolar stops (e.g., Amt [amt] “office, agency,” Hemd [hεmt]
“shirt,” Samstag [ˈzams.tak] “Saturday”), as well as rarely before
velar stops across syllable boundaries (e.g., Lemgo [ˈlεm.go:] “city
of Lemgo, North Rhine-Westphalia,” Imker [ˈm.kɐ] “beekeeper,”
Irmgard [ˈiɐ̯m.gaɐ̯d] “proper name (fem.);” examples from Wiese,
1996, p. 218; Wiese, 2011, p. 105). ese facts, and a phoneme
detection experiment by Weber (2001a,b), suggest that some nasals
of English and German are speciĕed for Place and thus resist RNA.
Assuming a theory of underspeciĕcation and a rule like Figure 1A,
English and German nasals may only undergo RNA when not
blocked by a prior place speciĕcation (e.g., labial /m/). Any nasals
still lacking Place undergo repair by a default rule like in Figure 1B.
For an additional discussion of the susceptibility of nasals to place
assimilation, see Winters (2003).

3.3.2 Phoneme detection investigations of RNA
Otake et al.’s (1996) and Weber’s (2001a) phoneme detection

studies of RNA crucially inform the approach to listening target
stipulation in the present task design. Following Otake et al.’s
(1996) investigation of Japanese RNA, Weber (2001a) used a
similar task to conĕrm that violations of RNA yield a similar
RT effect in L1 German listeners. Together, these two studies
provide the basis for the prediction that violation of RNA will yield
slower RT (processing inhibition). Additionally, Otake et al. set
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FIGURE 1

Example feature geometry rules: (A) Regressive nasal assimilation, (B) coronal default, and (C) progressive dorsal fricative assimilation.

the stage for using phoneme detection methodology to investigate
underlying phonological representation using processing data from
a behavioral task.

Otake et al. (1996) report six experiments (summarized in
Table 1) investigating the phonemic representation of Japanese
moraic nasals in real words based on responses to aurally
presented phonetic realizations. In Japanese, moraic nasals—that
is, consonant vowel nasal (CVN) syllable codas represented by
the ĕnal nasal monograph <ん>—undergo complete RNA to
the following consonant (including sonorants) obligatorily (Vance,
1987), suggesting a lack of underlying Place speciĕcation (Hura
et al., 1992, p. 68), which they gain only through RNA. is yields
homorganic clusters in the medial position (e.g., kanpa [m.p], tento
[n̪.t ̪], konro [n.ɾ], denki [n.k]).eir experiment 1 (L1 Japanese) and
experiment 2 (L1 Dutch comparison) employed naturally produced
stimuli. Based on previous research supporting the use of rōmaji for
phoneme detection with L1 Japanese speakers (Cutler and Otake,
1994), these experiments used the letter <N> to label the listening
target (i.e., the nasal undergoing assimilation) for both groups
(Otake et al., 1996, p. 3,832). eir experiment 4 (L1 Japanese)
investigated sensitivity to the moraic nasal under valid application
of RNA (i.e., homorganic clusters) and RT inhibition in response to
violations of RNA causing invalid (place mismatched) clusters, for
example, ∗to[n]bo, ∗ko[n]to, ∗ko[m]to ∗ro[m]go, ∗ro[n]go (p. 3,836),
still using <N> as the listening target. eir experiment 5 was a
replication of experiment 4 (L1 Japanese, cross-spliced stimuli) with
an important designmodiĕcation: Rather than using the nasal as the
listening target, it used the following consonants (<PBDTRKG>)
as the listening targets (see Figure 1A, conditioning environment).
ey presented each listening target visually before each sequence
(p. 3,838). eir experiment 6 employed the same procedure for an
L1 Dutch comparison group. Overall, Otake et al. (1996) showed
three key ĕndings. First, L1 Japanese speakers can rapidly recover
an abstract, unitary archiphonemic representation of the moraic
nasal from its wide variety of phonetic realizations (see also Darcy
et al., 2007, on the recoverability of the underlying phonolexical

representations from assimilated stimuli). Second, the phonetic
realization of the moraic nasal creates a high expectation that
allows L1 Japanese speakers to anticipate the following consonant
that conditions RNA (cf. Key, 2014). ird, this language-speciĕc
knowledge is not shared by L1 Dutch speakers, who have a
fundamentally different phonemic representation of nasals and for
whom all stimuli were non-words. eir study also instructively
highlights the methodological importance of the listening target for
phoneme detection in two aspects—namely, (a) the nature of the
label itself and (b) the choice of focus on either the application
environment (object of interest x) or the conditioning environment
of assimilation, as depicted in Figure 1A. I take up both again
in Section 5.1. Otake et al.’s (1996) methodological change in
experiment 5—to use the following obstruent as the listening target
rather than the nasal target of place assimilation—crucially informs
the innovation of the [t]-detection condition introduced here in
experiment 1 and extended in experiment 2 (see Table 1).

3.4 Dorsal Fricative Assimilation (DFA)

3.4.1 Phonological accounts of DFA in German
Like RNA and the English cougar–keener example, DFA

manifests as coarticulation of adjacent obstruents and sonorants.
In contrast to these, Standard German DFA is progressive rather
than regressive. e German dorsal fricatives, commonly called
the ich- and ach- sounds or “front and back ch,” are the voiceless
palatal [ç] and velar [x], respectively (Dollenmayer et al., 2014,
p. 192; Valaczkai, 1998, p. 112–114). Supplementary material A
summarizes the phonetic characteristics of voiceless fricatives to
contextualize these phones and their acoustic cues in the contrastive
inventory of German. Spectral quality will be relevant for analyzing
the L1 German results in experiment 2.

In Standard German and many regional dialects, palatal [ç]
and velar [x] comprise a non-contrastive front–back allophonic pair
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TABLE 1 Listening target alignments summary of phoneme detection task designs.

Location and identity of listening target

References Nasal assimilation (regressive) Dorsal fricative assimilation (progressive)

VNC VNC VNC XFC XFC XFC

Target = x Target = x Target = y

Otake et al. (1996) – Exp 1, 2, 4 Exp 5, 6 – – –

Weber (2001a) – – Exp 4 – Exp 1, 2, 3 –

Weber (2001b) – – Exp 4 – Exp 1, 2, 3, 5 –

Weber (2002) – – – – Exp 1 –

Lindsey (2013) – – – – Exp 1, 2 –

Present study – – Exp 1 – – Exp 1, 2

Adapted from Scott (2019a, p. 286, Table 5.1). C represents an obstruent consonant. For nasal assimilation, N represents the nasal (application environment) and V represents the preceding vowel
(conditioning environment). For dorsal fricative assimilation, F represents the fricative (application environment) and X represents the preceding consonant or vowel (conditioning environment).
Application environments are in italics. Conditioning environments are in bold. Listening targets, whether the object of interest x or the subsequent phone y, are underlined.Weber (2001a) reports
Weber (2001b) experiments 1–4; Weber (2002) reports Weber (2001b) experiment 5.

analogous to English [k]–[c] in cougar–keener. ey are typically
described as standing in complementary distribution (e.g., Hall,
1989, 2022, p. 680; Wiese, 1996). e word-internal environment
preceding any dorsal fricative is argued to determine whether it
surfaces as [x] or [ç], conditioned by a preceding back or front
vowel (e.g.,Buch [bu:x], “book, S.,” vs.Bücher [ˈby:.çɐ] “book, P.,”
kochen [ˈkO. xn] “cook, I” vs. weich [va͡ɪç] “so, weak”) or coronal
consonant (e.g., Milch [mlç] “milk,” Dolch [dOlç] “dagger,” Mönch
[mœnç] “monk”), with a few morphologically derived exceptions
(e.g., Kuh [ku:] “cow” vs. Kuhchen [ˈku:.çən] “cow, D”). In
dialects that lack DFA or palatal [ç] (e.g., in Switzerland), [x] may
surface even aer front sonorants (e.g., echt [εçt] ∼ [εxt] “real(ly),
actual(ly)”), and [k] or [S] may substitute for [ç] in loan words
(e.g., China [ˈki:.na]/[ˈSi:.na] “China,” Chemie [kε.ˈmi:]/[Sε.ˈmi:]
“chemistry;” Hall, 2022, p. 767–772; cf. invariant <ch> in Chemnitz
[ˈkεm.nts] “city of Chemnitz, Saxony”; see Hall, 2014, 2022, for
more on dialectal variation). As DFA applies only to the dorsal
subset of German fricatives (not /f v s z S ʒ h/), feature spreading
must be at a lower tier. See, for example, Figure 1C, which adds
[CORONAL] to the [DORSAL]-speciĕed Place node (cf. Hall, 1997;
Iverson and Salmons, 1992).ere has been a lack of clear consensus
in the German phonological literature about precisely which feature
triggers DFA for nearly a century (Hall, 2022, p. 1–6); o-cited
approaches employ [CORONAL] (e.g., Robinson, 2001), [+back]
(e.g., Hall, 1989, 1992), and [front] (e.g.,Wiese, 1996).Most recently,
Hall (2022) presents a comprehensive review of the problem as
reĘected in the literature and weaves together historical, dialectal,
and synchronic data for a coherent analysis of DFA (so-called
because it is not assimilatory in all varieties). Hall characterizes DFA
as a speciĕc case of a more general velar fronting process (recall
English cougar–keener), versions of which arise in many German
dialects as well as national standard varieties.3 For thorough reviews
of phonological accounts of DFA, see Steinberg (2014, p. 27–35) and
Hall (2022).

3 Hall further argues that [ç] and [x] have different phonological statuses—phonemic,

quasi-phonemic, or allophonic variants—in different regional dialects of German.

3.4.2 Phoneme detection investigations of
German DFA

Weber (2001a,b, 2002) conducted a series of phoneme detection
experiments to investigate the distribution of German dorsal
fricatives [x] and [ç] and the psychological reality of DFA as an
obligatory assimilation for L1 German speakers, compared to L1
Dutch speakers (see Table 1). Taken together, in the subjective
experience of Weber’s participant groups, listening targets varied
between experiments in terms of whether they were orthographic
or phonemic and whether they indicated phonemic, subphonemic,
or non-native sounds regarding the L1 phonology. Weber’s DFA
experiments focused listener attention directly on a speciĕc
allophonic variant of the dorsal fricative (x, the object of interest)
rather than a subsequent phone (y) as the Persean approach does.

I also note that Weber (2001a) collected German data in
Regensburg, Bavaria, a mainly velar-fronting dialect area with some
enclaves that lack DFA and the fronted [ç] (Hall, 2022, p. 104, 427),
while Weber (2002) collected data in Hannover, which lies squarely
in a velar-fronting dialect area (Hall, 2022, p. 137–143). Given the
potential for regional dialect variation in German DFA, dialect
background, including regional exposure proĕles of L1 German
listeners, should be regarded as an important factor in future
studies. For the present study, a time-limited opportunity for in situ
L1 group data collection arose in Stuttgart, Baden-Württemberg.
For this reason, the dialect background for the present study’s
L1 German group more closely resembles Lipski’s (2006) Stuttgart
sample than Weber’s.

Based on the RT data elicited from the non-word DFA
experiments, Weber (2001a) detected a small facilitation effect for
L1 German listeners when presented with a front–back mismatch
sequence (e.g., ∗[εx])while listening for [x] inmono- anddisyllables,
whether the non-words were described as German or Dutch. In
contrast, Weber (2002) found no RT effect—neither facilitation
nor inhibition—when L1 Germans listened for [ç] in disyllables,
regardless of whether it occurred in a licit front–front sequence
(e.g., [i:ç]) or illicit back–front sequence (e.g., ∗[a:ç]). Weber
(2001a,b, 2002) argues that this result, which departs from the
inhibition reported for RNA by Otake et al. (1996), arises due to the
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interaction between the direction of the assimilation (progressive)
and a reaction to novelty. In short, regressive assimilation such
as RNA creates a strong expectation for which few phones may
follow the ĕrst. For instance, once velar [n] is perceived, internalized
knowledge of obligatory RNA narrows down the possibilities
signiĕcantly. In German, either [ɡ] or [k] must follow; violating
this strong expectation hinders the recovery of the underlying
phonolexical representations (Darcy et al., 2007; Key, 2014) and
causes processing inhibition (e.g., Otake et al., 1996; cf. visual
attention experiments; Posner et al., 1978). In contrast, the earlier
phone in DFA creates a much less restrictive expectation for the
following phone. For example, a front vowel [i:] gives rise to theweak
expectation that the next phone will not violate DFA (i.e., merely
not ∗[x]); whether it conforms to DFA ([ç]) or is irrelevant to DFA
(e.g., [p b m t d n g k n]). Only an illegal sequence (e.g., ∗[i:x])
violates this weak expectation. If the sequence is nonetheless attested
in the language (e.g., [u:ç] in Kuhchen /ku:-çən/ → [ˈku:.çən] “cow,
D”), then no RT effect arises. But if the sequence is both in
violation of DFA and novel (e.g., ∗[bxt], ∗[bln.xən]), then novel
popout may yield a small facilitation effect, as Weber (2001a) argues
(Christie and Klein, 1996; Johnston and Schwarting, 1996, 1997;
Weber, 2001b, p. 40–41, 53).

Lindsey’s (2013) replication and expansion of Weber’s (2001a,
2002) study included both L1 (Southern) German speakers and
advanced L1 American English L2+ German learners. For this
group, German dorsal fricatives were novel TL phones (Plag et al.,
2009, p. 5–6). ContraWeber, Lindsey found processing inhibition in
both groups for all DFA violations, not only front–back sequences.
Additionally, Lindsey’s study included both front and back listening
target conditions (i.e., <ch> = [ç] in Eiche [ɑiçə] “oak” and euch
[Oyç] “you, 2P.P.” vs. <ch> = [x] in Bach [bax] “brook” and Bauch
[ba
x] “stomach”) for all participants. ese were presented as two
separate blocks, completed in alternating orders, whereas Weber’s
participants were tested on just one listening target, depending
on the location of data collection (Regensburg vs. Hannover).
Weber’s and Lindsey’s studies offer independent evidence for the
psychological reality of DFA to L1 German speakers, albeit with
differing response patterns that suggest variable representation of
DFA among different groups of German speakers (e.g., regional
dialect differences).

is review of Weber’s and Lindsey’s studies highlights
four important insights. Weber posits a potential explanation
for processing facilitation effects with violations of progressive
assimilation to highlight nuanced differences in strong or weak
expectations that may arise due to the direction of assimilation.4

Lindsey’s study demonstrates that advanced L2+ learners (may)
acquire sensitivity to assimilation violations in a TL. Like Otake
et al.’s (1996) experiments 1, 2, and 4 with nasals, Weber’s and
Lindsey’s experiments use the application environment—namely,
the subphonemic variants of the dorsal fricative—as the listening
target (Table 1). Finally, it is important to recall the implications of
using the <ch> label for listening targets in these studies. For L1
German speakers, <ch> represents an L1 phoneme with multiple

4 Expectations about upcoming phones in the speech stream may be considered a

phonological/phonotactic prediction during speech perception with implications for

processing and reaction times (McMurray and Jongman, 2011; see Kaan and Grüter,

2021, for examples in other linguistic domains).

context-dependent surface forms, [x] and [ç]. us, Weber’s and
Lindsey’s tasks required L1 German listeners to focus their attention
on subphonemic variants with optimal (or highly overlearned)
phonological and orthographic representations (Bordag et al.,
2021; Strange, 2011). In contrast, Lindsey’s L2 learners focused
their attention on German <ch>, a foreign phone without L1
analog, which has variable surface forms in the TL and context
conditions that must be acquired. Depending on learners’ exposure
to the target language and current IL representations, <ch> may
not have optimal phonological or orthographic representations,
and L1 representations (e.g., cheese [t͡ʃi:z]) may be activated and
interfere. us, the label <ch> likely differs in meaning between
groups in the phonological and orthographic domains, as well as
the mappings between them. In this light, the same behavioral task
could be a phoneme or allophone detection task for an L1 group,
but a phone or “fuzzy” phoneme detection task for cross-language
listeners or L2+ learners. To ensure task parity between groups,
these crucial factors have been addressed in the experiments of this
study by stipulating a Persean listening target—that is, an adjacent
obstruent (y) that is uncontroversially a phoneme of both L1 and
TL for all participants. e results of this task will tell us something
about the representation of the neighboring fricatives.

4 Beyond place assimilation: syllable
phonotactic constraint of /h/

In addition to adjacency effects (i.e., place assimilation
and associated transition cues), I aimed to test phoneme
detection on a fundamentally different type of phonological
knowledge: a prosodic/phonotactic constraint governing a
segment’s distribution in syllabic structure. e voiceless glottal
fricative /h/ is uncontroversially phonemic in both English and
German. A phonotactic well-formedness condition (Selkirk, 1984,
p. 114) bans /h/ from syllable codas in both languages (e.g.,
ahead [e.ˈhεd], heat [hi:t] and German Ahorn [ˈa.hOɐ̯n] “maple,”
Hut [hu:t] “hat” vs. ∗[ti:h]). is is henceforth referred to as the
∗Coda-/h/ constraint (Scott, 2019a, p. 338–339). is restricted
distribution is language-speciĕc rather than universal (e.g., Turkish
tahta [ˈtah.ta] “(wooden) board,” Persian šāh [Sɒ:h] “king”). See
Davis and Cho (2003), Jessen (1998, p. 152–153), and Scott (2019a,
p. 83–100) for thorough discussion of /h/ and [h], including in
English and German. e ∗Coda-/h/ constraint informs the design
of experiment 2, which undertakes the ĕrst ever phoneme detection
investigation of a non-linear prosodic structure constraint on
segment distribution.

5 Detargeting the target: design
motivations for adjacent listening
targets

5.1 Where to direct attention in phoneme
detection tasks: giving Perseus a shield

e selection of labels to focus listener attention for phoneme
detection experiments must navigate three non-exclusive non-
equivalence types in L1–L2+ scenarios. Each of these non-
equivalence scenarios bears on GPC activation and impacts
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potential interpretations of different groups’ responses in phoneme
detection tasks. (a) e underlying phonological categories may
not be equivalent. e chosen label may point to non-equivalent
categories between languages. For example, the letter <N> does
not represent the same phonological information to L1 Japanese
speakers as it does to L1 Dutch speakers; similarly, <CH>

predominantly indicates a different phonological category in
English than it does in German (Lindsey, 2013; Otake et al.,
1996). (b) A label may represent a phonological category of one
language that does not exist in the other. For example, the letter
<G> represents /ɡ/ in German, which is a foreign phoneme to L1
Dutch speakers (Weber, 2001a,b), and German <CH> points to a
phoneme without a correspondent in American English (Lindsey,
2013; Plag et al., 2009, p. 5–6). (c) A third type of phoneme detection
task non-equivalence arises from which phone in a sequence
is designated the listening target. In the case of assimilation,
three types of listening targets are possible. Otake et al.’s (1996)
experiments 1, 2, and 4 with nasals; Weber’s (2001a,b, 2002) dorsal
fricative experiments; and Lindsey’s (2013) replication experiment
all direct listener attention to the application environment of RNA
or DFA, respectively (Figure 1)—that is, the object of interest (x).
In contrast, Otake et al.’s experiments 5 and 6 and Weber’s nasal
experiment target the conditioning environment of RNA. is latter
focus has the beneĕt of equivalence of the [p] and [k] listening
targets as phonemic /p/ and /k/ between languages, at least in
Weber’s case of L1 German and L1 Dutch groups. For them,
these phones are represented discretely on the segmental level
in L1 orthography, whereas L1 Japanese learn these segmental
representations through their secondary rōmaji script. In my study,
a third approach (the Persean approach) is introduced, in which the
listener is directed to focus on an adjacent phone that is neither an
application environment nor a conditioning environment. Table 1
places the present study in methodological context by summarizing
these listening target alignments.

5.2 What does Persean phoneme detection
gain us?

e aim of the Persean approach to target selection for the
phoneme detection task is to employ the phoneme detection
paradigmwhile preventing the task andprocedure fromconstituting
different cognitive tasks to different groups due to how the
listening target is stipulated. By targeting a subsequent adjacent
phone, the Persean approach affords L2+ researchers four key
advantages for intergroup task parity. First, it allows researchers
to study objects of interest x that do not make good listening
targets themselves because the languages do not spell the sound
congruently, such as the difference betweenwhat orthographic<u>

represents in French vs. Japanese rōmaji, or consistently, such as
the numerous sounds that orthographic <ch> may represent in
English. Instead, researchers can choose to focus listener attention
on a target with a transparent one-to-one GPC common to multiple
orthographies. is broadens the pool of potential stimulus designs
substantially. Second, researchers can choose listening targets that
are phonemically equivalent (or much closer) between language
background groups. is is important for studies involving mixed
L1 or previous L2 backgrounds (e.g., Canadian adults with extensive

French and English exposure) and crucial for comparisons between
L1–L2+ pairings in phonological acquisition research. A third
advantage may beneĕt studies that investigate multiple levels
of TL proĕciency using cross-sectional or longitudinal designs.
Group (or time-point) differences may include different degrees of
orthographic or phonological optimization of fuzzy TL categories
(Ontogenesis Model; Bordag et al., 2021), which we may associate
with learners’ gains in overlearning and automaticity of selective
perception routines while processing TL input (Automatic Selective
Perception Model; Strange, 2011). Fourth, the Persean phoneme
detection variant draws listeners’ explicit attention away from the
object of interest x (i.e., detargets the target of research interest),
allowing investigation of implicit phonological knowledge. For
investigations of implicit phonological knowledge, it is cleanest to
direct listener attention away fromboth the application environment
and conditioning environment, both of which are crucial to the
phonological phenomenon of interest. e [t]-detection conditions
used in this study beneĕt from these advantages.

6 Research questions

e central motivation for this study is to expand on Otake
et al.’s (1996) crucial insight that phoneme detection aimed at an
adjacent segment for the listening target equips us to investigate
questions of phonological representation in a language-neutral
manner. First, I use Otake’s method to investigate RNA in a new
language (L1 German) to both calibrate the method with relatively
clear predictions for an assimilation process and explore the
potential to investigate the nuances of phonological representation
using phoneme detection (experiment 1). Second, I investigate the
potential of this Persean variant of the phoneme detection method
to explore broader questions in L2+ phonological acquisition. I
apply this design variant for the ĕrst time to investigate German
DFA in both L1 and L2+ German groups, using a novel [t]-
detection condition. Finally, I use the Persean [t]-detection task
in the ĕrst phoneme detection investigation of a non-assimilatory
phonological constraint (∗Coda-[h]) with L1 and L2+ German
groups in parallel (Experiment 2).

6.1 Research questions for RNA

Experiment 1 investigates the ĕrst two research questions.
RQ1: Does violation of RNA in an obligatory context in German

yield RT patterns of consistent inhibition, variable inhibition, or
no inhibition?

It is hypothesized that RNA violation will inhibit RT (i.e.,
slower reactions) in L1 German speakers. Experiment 1 undertakes
replication of the ĕndings for RNA with L1 German speakers
by Weber (2001a,b) with [k]- and [p]-detection. A secondary
motivation of experiment 1 is theoretical.e [p]- and [k]-detection
blocks of experiment 1 investigate the impact of feature speciĕcation
on mismatched Place violations of RNA on processing.

RQ2: What manner of feature speciĕcations do RT data from
violation of German RNA support?

Anunlikely null effectwould suggest tolerance of RNAviolation,
undermining its obligatoriness. A single distinction between match
vs. mismatch would support the obligatoriness of RNA but not
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FIGURE 2

Schematic representation of a mismatch (left) between features
specified in both the listener’s phonolexical representation and a
phone encountered in the input with an indication of a different
specification of that feature vs. a nomismatch (right) between a
phonolexical representation with specified feature and a phone
encountered in the input that does not clearly indicate another
specification of that feature.

assumptions of a psychologically real distinction between the
underapplication of RNA in cases of underspeciĕcation (e.g., ?[np
nk]) and true place-clash sequences, such as ∗[mk] or ∗[np] that
involve fully speciĕed Place features.

e third possibility of a ternary distinction between place-
match [mp nk], underspeciĕed mismatch ?[np nk], and place-
speciĕed mismatch ∗[mk] or ∗[np], even with non-word stimuli,
might lend support to underspeciĕcation theories. One example
is the ternary logic of the Featurally Underspeciĕed Lexicon
(FUL; Lahiri and Reetz, 2010, p. 50–51). is model posits
a processing distinction between input that clashes with a
phonolexical representation, for example, an explicit mismatch of
speciĕed Place features that cannot be interpreted as the output of
an overlearned rule for which an underlying form is recoverable
(Darcy et al., 2007; Strange, 2011) vs. input that merely fails to
match a phonolexical representation, for example, nomismatch of
Place features, due to underapplication of a rule to specify an
underlyingly underspeciĕed Place. ese scenarios are schematized
in Figure 2.

6.2 Research questions for DFA

RQ3: Does the [t]-detection task show processing facilitation
or processing inhibition in response to violation of DFA in an
obligatory context in German?

Previous phoneme detection studies report contradictory RT
results for violation of DFA (Lindsey, 2013; Weber, 2001a,b, 2002),
which limits the basis for predictions. Weber found processing
facilitation (i.e., faster RT) for violation of DFA with L1 German
listeners but only under certain conditions or with certain regional
populations, whereas Lindsey found processing inhibition (i.e.,
slower RT) in all conditions for both L1 German and L2+ learner
groups. is study aims at replication with similar groups, but
without directing the attention of either group to attend to <CH>

directly, to ensure task parity between language background groups
and add to our empirical knowledge of phonological processing of
DFA violations. In the novel [t]-detection condition of experiment

1 and in the similar DFA condition of experiment 2, the listening
target is (a) familiar to both language groups as an L1 phoneme with
similar acoustic realizations, and (b) irrelevant to the progressive
assimilation that precedes it. e novel [t]-detection approach in
experiments 1 and 2 pursues independent replication of ĕndings
with DFA in L1 German speakers or L2+German learners, but with
listener focus on a different target.

RQ4a: Do L1 American English L2+ German learners exhibit
sensitivity to violations of German DFA?

RQ4b: Do L1 German speakers exhibit sensitivity to violations
of German DFA?

RQ4c: Is the adjacent [t]-detection task able to detect
sensitivity to violations of progressive assimilation that precede the
listening target?

Experiment 2 undertakes replication of Lindsey (2013)
and extends the adjacent target technique in two ways. First,
it includes an L1 English L2+ German group as a further
replication of Lindsey (2013), to investigate the fourth group
of research questions. A demonstrated sensitivity to DFA
violation in either experiment could independently conĕrm
either Weber’s or Lindsey’s ĕndings, at least with the population
sampled here. It would also demonstrate that the instrument
is sufficiently sensitive to detect RT effects for violation of
progressive assimilation. Failure to ĕnd any signiĕcant RT effects
for DFA violation could indicate that the instrument is susceptible
to Type II error for this type of assimilation. Experiment 2
also adds a novel non-assimilation condition with illicit /h/ in
syllable codas.

6.3 Research questions for ban of [h] in
syllable codas

e ĕnal research questions expand on previous research
by undertaking the ĕrst phoneme detection investigation of
the prosodic constraint banning /h/ in codas. is ban is
exceptionless in both languages, despite cross-language perceptual
assimilation patterns for dorsal fricatives (see Section 4; Scott
and Darcy, 2023), so violations should yield strong RT inhibition
(cf. RNA).

RQ5a: Do L1 American English L2+ German learners exhibit
sensitivity to violations of ∗Coda-/h/ ?

RQ5b: Do L1 German speakers exhibit sensitivity to violations
of ∗Coda-/h/ ?

RQ5c: Is the adjacent [t]-detection task suitable for investigating
types of phonotactic knowledge other than assimilation processes?

Experiment 2 also includes a novel investigation of
the phonotactic/prosodic constraint ∗Coda-/h/ with both
language background groups, to explore the task’s utility
with other types of phonological constraints. Demonstrated
sensitivity to violation of ∗Coda-/h/ by either population
would demonstrate that the instrument is sufficiently sensitive
to detect RT effects for violation of prosodic/phonotactic
well-formedness constraints that create strong expectations
for upcoming phones. Failure to ĕnd any signiĕcant RT
effects for ∗Coda-/h/ violation could indicate that the
instrument is susceptible to Type II error for this type of
phonotactic/prosodic constraint.
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7 Experiment 1: detection of
conditioning environment or Persean
target in L1

Experiment 1 focuses on nasals and fricatives in L1German.e
phoneme detection task in this experiment includes two types of
listening targets, represented by the following obstruent: (a) focus on
the conditioning environment of RNA ([p] or [k]) and (b) focus on
an adjacent phone unrelated to DFA ([t]). Two experiment blocks,
[p]- and [k]-detection tasks, focus on obligatory RNA in German,
with the aim to replicate previous ĕndings of RT inhibition when
RNA is violated in monosyllable codas and listener focus is directed
to the obstruent that conditions assimilation of the preceding nasal.
Another block employs Persean [t]-detection to investigate German
DFA. It diverges from previous phoneme detection studies of DFA
by directing listener attention to a following obstruent [t], which
plays no role in the rule. It also has the advantage of avoiding
the use of orthographic <CH> as the listening target for multiple
allophonic variants (cf. Lindsey, 2013; Weber, 2001a,b, 2002). e
aim is to test whether violation ofDFA in an obligatorymonosyllabic
context yields RT inhibition (cf. Lindsey) or facilitation (cf. Weber)
for L1 German speakers. On the assumption that RT effects for
place mismatches carry over to inĘuence listening targets that
immediately follow the phones involved in assimilation, experiment
1 should yield shis in RT in response to violation of RNA (RQ1 and
RQ2) andDFA (RQ3), if these are psychologically real to L1German
speakers.5

7.1 Method

7.1.1 Participants
Seventeen L1 German speakers (13 female; ages 18–35; M

= 25.2, SD = 4.764) received e5 for completing experiment
1. Eleven completed the task in Stuttgart, Baden-Württemberg,
Germany, seven of whom had previously completed experiment
2 because experiment 1 was offered as an optional additional
experiment in a session. Six Germans attending universities in
the Midwestern United States were recruited for supplementary
data collection. Additional participant details are provided in
Supplementary material B.

7.1.2 Stimuli
A tabular summary of experiment 1 trial types by condition

is provided in Supplementary Table C1. Non-word stimuli (N
= 304) were prepared for three assimilation types (Nasal-[p]-
Detection vs. Nasal-[k]-Detection vs. Fricative-[t]-Detection). e
nasal condition was balanced for three conditions of match type (n
= 18; 3 each for Match [mp], [nk] vs. Underspeciĕed Mismatch
?[np], ?[nk] vs. Speciĕed Mismatch ∗[mk], ∗[np]). e Fricative
condition was balanced for four conditions of Match type (n = 20;
5 each for Front Match [εç] vs. Back Match [ax] vs. Back–Front
Mismatch ∗[aç] vs. Front–Back Mismatch ∗[εx]). All target stimuli

5 is section presents a reanalysis of a data set originally collected in 2015 and

reported by Scott (2019a, Chapter 5).

included the listening target as the ĕnal obstruent of a monosyllable
coda (e.g., [p] in [zmp], [k] in [zOnk], [t] in [glεçt], [glaxt]). e
38 critical trials were balanced by 114 distractors with the listening
target in non-ĕnal positions (27with [p], 27with [k], 60with [t]) and
152 ĕllers without the listening target (36 in [p]- and [k]-detection
blocks, 80 in [t]-detection) so that [p]- and [k]-detection blocks
totaled 72 trials and [t]-detection totaled 160, yielding a 1:3 ratio
of critical trials to distractors and 1:1 ratio of trials with the listening
target (critical trials + distractors) to ĕllers without it (Keating and
Jegerski, 2015; p. 16). Supplementary material F provides a complete
list of stimuli.

At least three tokens of each item were digitally recorded in a
sound-attenuated booth (sampling rate 44,100Hz) by a phonetically
trained L1 German female talker from Saxony who spoke and
taught Standard German professionally in the United States. e
researcher selected one token of each item for recording quality.
Six training non-words were also recorded: Tiesel, gamisch, frettig,
Skirm, Prasen, and Schlo. Training trials for the [t]-detection block
and all distractors and ĕllers were drawn from experiment 2 stimuli.
Files were manually cut and normalized for volume by a Praat
(Boersma and Weenink, 2014; Version 5.4) script; the task was
presented with OpenSesame (Mathôt et al., 2012; Version 2.9).

Listening targets in the generalized phoneme monitoring
procedure (Frauenfelder and Seguí, 1989) may occur in different
parts of the stimuli (distractors vs. critical trials); furthermore,
each individual token of a listening target varies in duration. To
compensate for varying duration, it was more accurate to combine
RT measurements collected by the soware (see Section 7.2.2) with
the duration from listening target onset to the end of the audio ĕle
for each trial to derive an augmented RT measurement that reĘects
participants’ processing time. e calculation of augmented RT for
each trial is depicted in Figure 3. Segment boundaries were marked
in Praat (Boersma andWeenink, 2014;Version 6.0.19), and the onset
and duration of each listening target and the phone preceding it were
extracted. Supplementary Tables C2, C3 describe these durations
by condition in aggregate; see Supplementary material F for the
extracted durations of each stimulus and Scott (2019a, p. 299–302)
for additional analyses of the stimuli. Because the listening target for
critical condition trials always appears at the end of the stimulus, the
sum of the listening target duration and the automatically recorded
RT yielded the augmented RT, which serves as the dependent
variable for analysis.

7.1.3 Procedure
Stuttgart data were collected in a quiet computer lab of six

identically conĕgured computers running Windows 7 (Professional
9 Service Pack 1, 64-bit) with a 3.2 GHz processor, 4 GB RAM,
and 1680 × 1050-pixel screen resolution. Mobile data collection
in the United States used a single Dell XPS 12 two-in-one laptop
(laptop and tablet modes) running Windows 8 or Windows 10 Pro
(64-bit) with an Intel i7-4510U 2.6 GHz processor, 8 GB RAM,
and 1080 × 1920-pixel screen resolution. Stimuli were presented
through high-quality circumaural headphones.

Participants completed a language background questionnaire
(see the Open Science Framework resources). e researcher brieĘy
explained the phoneme detection task in German, and participants
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FIGURE 3

Depiction of the calculation of augmented reaction time (RT) from the sum of raw RT logged by the experiment and the duration from listening
target onset to the end of audio playback. For nasal [p]- and [k]-detection conditions, the listening target was not the object of interest (x), but the
adjacent obstruent was the conditioning environment of regressive nasal assimilation (RNA). For the fricative [t]-detection condition, the listening
target was a Persean listening target: neither the object of interest (x) nor the conditioning environment, but an adjacent and unrelated obstruent.

TABLE 2 Signal detection rates for experiment 1 after participant
exclusion (N = 12).

Signal detection

Condition Hit
False
alarm

Correct
rejection Miss

<P>/<K>

Match 0.972 – – 0.028

Mismatch
(underspeciĕed)a

0.958 – – 0.042

Mismatch (speciĕed) 0.958 – – 0.042

<T>

Match 0.942 – – 0.058

Mismatch 0.892 – – 0.117

Distractorsb 0.908 – – 0.092

Fillers – 0.016 0.984 –

Dashes indicate ĕelds for which no rate is possible with the “go”/“no-go” format.
aNasal Speciĕed and Underspeciĕed Mismatch conditions exhibited similar accuracy in
aggregate, with individual variation in different subconditions.
bDistractor Miss rate may include responses entered before the experiment response
logger initiated.

read instructions on the screen that explained that they would
hear invented words in three blocks. In each block, they were to
listen for “T,” “K,” or “P” somewhere in the word and indicate
when they heard the listening target by pressing the space bar as
quickly as possible. If the target was absent, participants waited for
the next trial without responding. Text examples of the listening

targets present in various positions (or absent) were displayed
with explanations of appropriate responses, and then participants
completed a six-trial training phase in blocks of two for [t]- (Tiesel,
gamisch), [k]- (frettig, Skirm), and [p]-detection (Prasen, Schlo).
e practice trials alternated with training instructions explaining
the block-speciĕc listening targets and the potential for the target
to occur anywhere in the word. e order of the three blocks
was random, and the trials were randomized within blocks. Every
16 trials, participants had the option to pause and resume when
ready. Each trial began with a ĕxation point on the screen, followed
by audio playback. e experiment recorded responses and RTs.
e OpenSesame response logger was located immediately aer
playback so that a recorded RT of 0ms corresponded to the end of
the stimulus just aer the release of the syllable-ĕnal listening target
in critical trials (see Figure 3). Experiment 1 lasted ∼25 min.

7.2 Results

7.2.1 Exclusion criterion
is study employed a “go”/“no-go” phoneme detection

response format (i.e., was the phoneme detected? Affirmative
responses only). In terms of signal detection theory as used in
perception research, this format only records hits (e.g., accurate
detection of the target) and false alarms (e.g., spurious indication of
target presence when it is absent). Correct rejections (e.g., correct
indication of target absence) and misses (i.e., failure to indicate
target presence when it is present) are not recorded. In this format,
some correct rejections could additionally result from non-response
bias, while misses could result from lack of sensitivity, non-response
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TABLE 3 Descriptive statistics and tests of normality for experiment 1 by condition.

Skewness Kurtosis Shapiro–Wilk

Condition n µ (ms) σ SE SE W p

Nasal 207 628 122.4 0.315 0.169 0.250 0.337 0.989 0.132

Match 70 564 115.3 0.272 0.287 0.121 0.566 0.987 0.681

Underspeciĕed 69 632 96.1 0.247 0.289 −0.177 0.570 0.989 0.807

Speciĕed 68 689 122.1 0.529 0.291 −0.181 0.574 0.968 0.079

Fricative 220 559 105.6 0.648 0.164 0.187 0.327 0.964 <0.001

Match 113 565 99.0 0.464 0.227 −0.022 0.451 0.980 0.095

Mismatch 107 554 112.3 0.820 0.234 0.393 0.463 0.940 <0.001

RT values rounded to the nearest millisecond. Observed positive skewness is not an artifact of data trimming, which excluded just one non-ĕller fast response (<100ms), a ∗[np] Nasal Mismatch.

bias, or both.6 A minimum threshold of ĕve hit responses was set
for each Match Type condition according to Assimilation Type to
ensure that no single response could inĘuence the mean of any
condition too much. is excluded ĕve participants with fewer than
ĕve hit responses in any of the ĕve conditions, Nasal Match, Nasal
Underspeciĕed Mismatch, Nasal Speciĕed Mismatch, Fricative
Match, or Fricative Mismatch, while retaining 428 responses from
the remaining 12 participants (i.e., 183 Match and 245 Mismatch
trials; 208 Nasal and 220 Fricative trials). Table 2 displays the
remaining 12 participants’ signal detection rates.

7.2.2 Data trimming and preparation
Data trimming removed the upper and lower ends as follows.

e response logger timed out at 700ms, so trials with raw RT of
700mswere excluded. Extremely short RTsmight indicate responses
prior to presentation of the listening target in playback, so one
non-ĕller ∗[np] trial with raw RT below 100ms was excluded.
e remaining non-ĕller trials were included for analysis of their
augmented RT. Fillers were excluded.

Scott (2019a) examined these data regarding assumptions of
normality, ultimately abstaining from log-transformation. It has
been common practice to log-transform data to satisfy assumptions
of normality that raw behavioral RT data oen violate. However,
log-transformation of data has recently come under much criticism
(e.g., O’Hara and Kotze, 2010). For example, as data may not
approximate a log-normal distribution, there is no guarantee of
reduced skewness and, indeed, some risk of increased skewness;
furthermore, log-transformation can oen increase variability (Feng
et al., 2014, p. 106). Some type of transformation is always available
to increase or reduce the variability of original data, making
their value questionable (p. 107). Finally, hypothesis testing on
the log-transformed data may not address the hypothesis for
the original data (p. 108). For these reasons, I apply no data
transformation. Instead, descriptive statistics transparently include
skewness, kurtosis, and Shapiro–Wilk tests of normality.

6 e Gardner Lab at Stanford University offers a concise introduction to the logic

and terminology of signal detection theory for human perception research online

at: https://gru.stanford.edu/doku.php/tutorials/sdt. For more detailed introductions

in a psychology framework, see Heeger’s (1997) handout or online summary at:

https://www.cns.nyu.edu/ david/handouts/sdt/sdt.html.

7.2.3 Combined analysis
Table 3 displays central tendency statistics and normality tests

for experiment 1 by condition. Equivalent mean RT of Match
conditions across Assimilation Types (Nasal: M = 564ms; Fricative:
M = 565ms) establishes the baseline performance for experiment
1 for both conditions against which to compare other conditions.
Both Match conditions satisfy the assumption of normality, and an
independent samples t-test detects no signiĕcant difference between
the two Match conditions, t(181) = −0.067, p = 0.946. Mean RT
between Nasal conditions shows an ordinal pattern: Underspeciĕed
Mismatch (M = 632ms) RT is inhibited with respect to Match,
and Speciĕed Mismatch is slower still (M = 689ms). is pattern
of processing inhibition does not hold for the Dorsal Fricative
conditions, where Mismatch appears to be slightly faster (M = 554)
than Match (M = 565).

Scott (2019a) coded both types of Nasal Mismatch together
for a 2 × 2 model (Match condition vs. Assimilation type)
but noted a regular difference in RT between the Speciĕed
Mismatch and Underspeciĕed Mismatch conditions (p. 319). To
investigate this, the present analysis distinguishes all three levels.
is yields three levels of condition for nasals (Nasal Match, Nasal
UnderspeciĕedMismatch,Nasal SpeciĕedMismatch) and two levels
for fricatives (FricativeMatch, FricativeMismatch), which precludes
a meaningful comparison within a single model. Separate analyses
for nasals and fricatives follow.

7.2.4 Nasals analysis
See Table 3 for descriptive statistics and normality tests for nasal

conditions. A linear mixed-effects model was run on the nasal
RT data in JASP (JASP Team, 2023; Version 0.18.1). Condition
(3 levels: Nasal Match, Nasal Underspeciĕed Mismatch, Nasal
Speciĕed Mismatch) and Target (2 levels: K, P) were declared as
ĕxed effects. To construct a maximal initial model (Barr et al.,
2013), participants and items were declared as random effects
grouping factors with Condition, Target, and Condition∗Target as
random effects.e data set could not support the maximal random
effects structure, so the model was incrementally simpliĕed to what
the data can support (Matuschek et al., 2017). e ĕnal model
included Condition, Target, and Condition∗Target as ĕxed effects
with random intercept. Table 4 reports the estimated marginal
means and parameter estimates. Figure 4 depicts the distribution of
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TABLE 4 Estimated marginal means (ms, hits only) of experiment 1
(nasals), SE, and 95% confidence interval (top), with parameter estimate,
variability, SE, df, t-value, and p-value (bottom).

95% confidence interval

Condition Mean RT SE
Lower
bound

Upper
bound

Match condition

Match

K-detection 551 23.9 504 598

P-detection 578 23.9 531 625

Mismatch

Underspeciĕed

K-detection 614 23.9 567 661

P-detection 655 24.1 608 702

Speciĕed

K-detection 634 23.8 587 681

P-detection 752 24.5 704 800

Target condition

K-detection

Match 551 23.9 504 598

Mismatch

Underspeciĕed 614 23.9 567 661

Speciĕed 634 23.8 587 681

P-detection

Match 578 23.9 531 625

Mismatch

Underspeciĕed 655 24.1 608 702

Speciĕed 752 24.5 704 800

Fixed effects Estimate SE df t p

Intercept 631 16.04 11.97 39.33 <0.001

[Condition (1) =
Underspeciĕed
Mismatch]

−66 11.28 12.16 −5.85 <0.001

[Condition (2) =
Speciĕed Mismatch]

4 11 12.28 0.33 0.748

[Target (1) = P] −31 8 12.28 −3.87 0.002

[Condition =
Underspeciĕed
Mismatch]∗[Target = P]

17 11 12.17 1.55 0.148

[Condition =
Speciĕed
Mismatch]∗[Target = P]

10 11 12.29 0.93 0.372

Parameter Variance σ

Residual 8,958 95

Participant 2,318 48

Item 369 19

Reaction time (RT) values rounded to the nearest millisecond. Estimated marginal means
are reported. Condition reference level is Match; Target reference level is K. Signiĕcance
calculation includes Holm-Bonferroni correction for multiple comparisons.

responses by condition, showing an apparent ordinal trend overall
toward slower RT from Match to Underspeciĕed Mismatch to
Speciĕed Mismatch (Figure 4A), although this trend appears to be
less robust in [k]-detection conditions (Figure 4B, le).

With the type III tests of mixed effects, the F-tests show a
main effect of match condition, F(2,12.27) = 21.474, p < 0.001,
driven by the observed difference in mean RT between match
and underspeciĕed mismatch conditions. Although the mean RT
for the speciĕed mismatch is relatively slower, its contribution to
this model does not achieve signiĕcance. ere is also a main
effect of the listening target, F(1,12.27) = 14.940, p = 0.002,
conĕrming that [p]-detection trials have consistently slower RT
than [k]-detection. e interaction of these factors is marginal, not
signiĕcant, F(2,12.28) = 3.089, p = 0.082. An independent samples
t-test comparing underspeciĕed and speciĕed mismatch conditions
reveals a signiĕcant difference, t(135) = 3.022, p = 0.003, a medium
effect, d = 0.516, SE = 0.177. Rerunning the model with only
underspeciĕed and speciĕed mismatch trials shows the same main
effects, but again there is not a signiĕcant interaction effect. In
summary, experiment 1 replicates a robust inhibition effect for
violation of RNA (cf. Otake et al., 1996;Weber, 2001a,b) and shows a
signiĕcant difference between [k]-detection and the relatively slower
[p]-detection conditions. ere is a signiĕcant difference between
underspeciĕed mismatch ?[nk np] trials and slower speciĕed ∗[np
mk] trials, and the differences of estimated marginal mean RTs
between [p]-detection and [k]-detection are relatively wider for
speciĕed than for underspeciĕed trials (118 vs. 41). Nonetheless, this
interaction is marginal, so it does not conclusively indicate a greater
inhibition effect for ∗[np] than ∗[mk].

7.2.5 Fricatives analysis
Descriptive statistics and normality tests for fricative conditions

are displayed in Table 5. A linear mixed-effects model was run on
the fricative RT data in JASP (JASP Team, 2023; Version 0.18.1).
Condition (Match vs. Mismatch) and Vowel Context ([a] vs. [ε])
were declared as ĕxed effects. Participants and items were declared
random effects grouping factors. As before, the maximal model was
incrementally simpliĕed, resulting in a ĕnal model that includes
Condition, Context, and Condition∗Context as ĕxed effects with
random intercept. Table 6 reports the estimatedmarginalmeans and
parameter estimates. Figure 5 depicts the distribution of responses
by condition: licit [εç], illicit ∗[εx], licit [ax], illicit ∗[aç].

With the type III tests of mixed effects, the F-tests show no
main effect of condition, F(1,15.69) = 0.682, p = 0.421, nor is there
a main effect of vowel context, F(1,15.66) = 1.531, p = 0.234. e
interaction is also not signiĕcant, F(1,15.74) = 1.728, p = 0.207.
In summary, experiment 1 replicates neither a facilitation effect
(cf. Weber, 2001a,b) nor an inhibition effect (cf. Lindsey, 2013)
for L1 German speakers. Subsequent analyses of these fricative
assimilation data by Scott (2019a, p. 322–326) revealed a high degree
of variation between participants, including individuals with strong
inhibition or strong facilitation but mostly neither.

Recall from Section 3.4.2 Weber’s (2001a; 2001b, p. 40–41, 53)
claim that facilitation may be a novel popout reaction to DFA-
violating sequences that are truly novel in the language, such as
∗[i:x], and not those that are merely rare (e.g., [u:ç] in Kuhchen

Frontiers in Language Sciences 14 frontiersin.org

https://doi.org/10.3389/flang.2024.1254956
https://www.frontiersin.org/journals/language-sciences
https://www.frontiersin.org


Scott 10.3389/flang.2024.1254956

0

200

400

600

800

1000

1200

Condition

A
u

g
m

e
n

te
d

 R
T

 (
m

s
)

Match Specified MismatchUnderspecified Mismatch

0

200

400

600

800

1000

1200

[k]-detection                 

A
u

g
m

e
n
te

d
 R

T
 (

m
s
)

*[mk] ?[nk] [ŋk] [mp] ?[np] *[ŋp]

Condition                 
[p]-detection

A

B

FIGURE 4

Experiment 1 (nasals): violin-augmented boxplot showing the median, interquartile range, minimum and maximum, and outliers of augmented
reaction time (RT) data (A) by condition (match, underspecified mismatch, specified mismatch) and (B) additionally by target (K vs. P).

TABLE 5 Descriptive statistics and tests of normality for experiment 1 fricatives by condition.

Skewness Kurtosis Shapiro–Wilk

Condition n µ(ms) σ SE SE W p

Match 113 565 99.0 0.464 0.227 −0.022 0.451 0.980 0.095

[ax] + t 56 581 105.6 0.343 0.319 −0.173 0.628 0.982 0.556

[εç] + t 57 549 90.2 0.508 0.316 0.154 0.623 0.973 0.226

Mismatch 107 554 112.3 0.820 0.234 0.393 0.463 0.940 <0.001

∗[aç] + t 54 552 117.0 1.117 0.325 1.040 0.639 0.897 <0.001

∗[εx] + t 53 556 108.4 0.469 0.327 −0.298 0.644 0.963 0.102

Reaction time values rounded to the nearest millisecond. Observed positive skewness is not an artifact of data trimming, which excluded no non-ĕller fast responses (<100ms) in
[t]-detection conditions.

/ku:-çən/→ [ˈku:.çən] “cow, D.”). To explore this claim, an
independent samples t-test between Back–Front Mismatch (∗[aç];
M = 552, SD = 117) and Front–Back Mismatch (∗[εx]; M =
556, SD = 108) conditions was run. No signiĕcant difference was
revealed, t(105) = 0.163, p = 0.871. In contrast, a comparison of
the corresponding Match conditions showed a marginal difference,

t(111) = 1.721, p = 0.088, suggesting a trend toward a slower
baseline RT for matching back [ax] sequences (M = 581, SD= 106)
than matching front [εç] (M = 549, SD = 90). us, despite the
slightly fastermean (by 11ms) observed for theMismatch condition,
the statistical model of experiment 1 results does not conclusively
support Weber’s novel popout argument.
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TABLE 6 Estimated marginal means (ms, hits only) of experiment 1
(fricatives), SE, and 95% confidence interval (top), with parameter
estimate, variability, SE, df, t-value, and p-value (bottom).

95% confidence interval

Condition Mean RT SE
Lower
bound

Upper
bound

Match condition

Match

[ax] + t 584 22.0 541 627

[εç] + t 552 21.9 509 595

Mismatch

∗[aç] + t 557 22.1 514 600

∗[εx] + t 558 22.2 515 601

Vowel Context

Back [a]

[ax] + t 584 22.0 541 627

∗[aç] + t 557 22.1 514 600

Front [ε]

[εç] + t 552 21.9 509 595

∗[εx] + t 558 22.2 515 601

Fixed effects Estimate SE df t p

Intercept 563 19.04 11.25 29.55 <0.001

[Condition (1) =
Mismatch]

5 6.39 15.69 0.83 0.421

[Context (1) = ε] 8 6.38 15.66 1.24 0.234

[Condition =
Mismatch]∗
[Context = ε]

8 6.39 15.74 1.32 0.207

Parameter Variance σ

Residual 7,490 87

Participant 3,852 62

Item 132 11

Reaction time (RT) values rounded to the nearest millisecond. Estimated marginal means
are reported. Condition reference level is Match; Vowel Context reference level is back [a].
Signiĕcance calculation includes Holm–Bonferroni correction for multiple comparisons.

7.2.6 Discussion of experiment 1
e combined analysis (Section 7.2.3) establishes baseline

performance on the task for Match conditions across assimilation
types. e nasals analysis (Section 7.2.4) addresses the ĕrst two
research questions. As expected, violation of RNA results in
consistent, pronounced RT inhibition (RQ1). Regarding the second
research question, the results show that the type of mismatch,
whether underspeciĕed due to underapplication of RNA ([n]) or
speciĕed with a clash of non-coronal place features (∗[mk np]),
makes a signiĕcant difference in RT by degrees. is distinction
is primarily driven by strong processing inhibition for illicit
∗[np] sequences, which never occur in German, whereas [mk]
sequences, rare yet possible (e.g., Imker), manifest less delay.
is may be due to the uncontroversial phonemic status of /m/
in German, which does not require derivation via RNA. In

contrast, [n] derives exclusively fromRNA in pre-velar context.is
demonstrates processing differences between Place-assimilated,
Place-mismatched underspeciĕed, and Place-mismatched speciĕed
nasals, constituting psycholinguistic evidence for the incremental
ungrammaticality of phonotactic violations (RQ2). is ordinal
differentiation suggests that theremay be a continuum of processing
inhibition for assimilation of this type according to the intensity of
the RT effect:

∗ (phonotactic constraint) > ? (phonological underapplication)
> lexical rarity7

epossibility remains that the phonemic status of /m/may also
play a role, as argued by Otake et al. (1996). Note the difference in
Table 4 between the quick baseline RT for homorganic labial [mp]
and the much slower RT for heterorganic ∗[mk], which violates
the Coda condition (Itô, 1989; p. 224). Because [mk] sequences
occur rarely in German, labeling them questionable ?[mk] may
be more appropriate. eir mean RT here also aligns better with
underspeciĕed ?[nk np]. Inhibition with ?[nk np] seems to reĘect
that they do not occur in German. However, following Darcy et al.
(2007), unassimilated sequences ought to be recoverable as cases
of the underspeciĕed nasal due to highly overlearned (automatic)
perception routines (Strange, 2011). is may play a role in the
reduced degree of processing inhibition observed. In contrast,
Speciĕed Mismatch ∗[np], which lacks any phonological or lexical
motivation, exhibitsmore severe processing inhibition than all other
conditions. is partly aligns with the ternary logic of the FUL
model (Lahiri and Reetz, 2010), which describes an algorithm for
comparing features extracted from the acoustic signal with features
encoded in the mental lexicon to recover the speaker’s intended
lexical meaning. By the FUL algorithm, wemight expect a mismatch
for ∗[np], which lacks motivation via RNA or lexical precedent,
to inhibit processing more than a nomismatch for unassimilated
/Nk/ or /Np/ surfacing with coronal [n] (see Figure 2). However,
the present nasal model’s marginal factor interaction does not
conclusively support a difference between [k]-detectionmismatches
and relatively slower [p]-detection mismatches, so experiment 2
cannot address how incorrect application of RNA might interact
differently with the labial feature of phonemic /m/ vs. the RNA-
acquired velar feature of [n]. Alternatively, this pattern may partly
owe to relatively weaker invariant cues for [p] Ohala (1996, p.
1720; Weber, 2001a, p. 111). Future research with a larger data
set designed to investigate match, underspeciĕed mismatch, and
speciĕedmismatch with labials and velars, in words and non-words,
is needed to address this conclusively.

Finally, the fricative analysis (Section 7.2.5) yielded no
signiĕcant results for violation of DFA. It is possible that subtle RT
effects may be cloaked here by the slower baseline for trials with [ax]
(Table 5). Alternatively, the [t]-detection task may not be sensitive
enough to detect small facilitation effects in the preceding context,
or greater individual variation in sensitivity to DFA violations may

7 A fourth category, lexical unprecedentedness, could logically arise as the systematic

result of a phonotactic constraint or as the accidental result of a lexical gap, where

novel potential words may yet comply with well-formedness principles. Whether a

complete lexical gap would affect processing similarly to a phonotactic ban is an open

empirical question.
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FIGURE 5

Experiment 1 (fricatives): violin-augmented boxplot showing the median, interquartile range, minimum and maximum, and outliers of augmented
reaction time (RT) data by condition (match vs. mismatch).

necessitate more statistical power (Type II error). Finally, DFA may
not exert much inĘuence on perception for this L1 German sample.
us, experiment 2 takes up the third research question again.

8 Experiment 2: detection of Persean
targets in L1 and L2+

Experiment 1 validated the phoneme detection task generally by
replication of an RT inhibition effect in response to violation of RNA
with an L1 German group. However, the regressive (le-to-right)
directionality of the RNA condition only shis the listening target
one step away from the object of interest x onto the following [p]
and [k], both of which still play a role in the RNA process as the
triggers of place assimilation. To take the next step away from x itself
and stipulate a true Persean listening target y, the [t]-detection task
investigated nearby DFA, a place assimilation in which the [t] plays
no role.is condition was inconclusive in experiment 1 with the L1
German group, so in experiment 2, this is attempted again and with
an additional L2+ learner group. Experiment 2 also novelly tests
this Persean listening target on the prosodic/phonotactic constraint
governing /h/ in codas.8

Experiment 1 also established a baseline performance pattern
between phoneme detection tasks that use an uncontroversial
phonemic listening target, whether that target is part of the
conditioning environment (i.e., [k] and [p] in RNA context; Otake
et al., 1996, experiments 5 and 6; Weber, 2001a,b, experiment 4)
or it is an adjacent Persean target, unrelated to the assimilation
of interest in DFA context. e aim of experiment 2 is to
investigate sensitivity to phonotactic violations in both L1 speakers
and adult L2+ learners, without drawing participant attention
to segments that are directly involved in the phonological
principles of interest, because such segments are likely attached to

8 is section presents a reanalysis of a data set originally collected in 2015 and

reported by Scott (2019a, Chapter 6; Scott, 2019b).

differing mental representations between groups (e.g., application
or conditioning environments). To achieve this, experiment 2 uses
[t], which is uncontroversially phonemic /t/ in both German and
English. Furthermore, the [t]-detection task uses only released
stops, avoiding language-speciĕc alternatives such as optionally
unreleased ĕnal stops in English. us, the task employs phonetic
realizations that unambiguously instantiate the phoneme /t/ in
both languages.

Experiment 2 draws additional motivation from research on
the perception of German dorsal fricatives by L1 American
English speakers. Scott (2019a) and Scott and Darcy (2023)
report that prosodic and phonotactic contexts modulate perceptual
assimilation (Best, 1995; Best and Tyler, 2007) of dorsal fricatives
[x] and [ç] and confusability with [k], [S], and [h]. is includes
perceptual assimilation to [h] in coda positions, despite the
phonotactic/prosodic constraint ∗Coda-/h/ (§4). For L1 English
speakers’ perception of German, such a perceptual assimilation
mapping in cross-language and IL perception violates syllable well-
formedness principles of both the L1 and the TL. is indicates
attention to phonetic detail over phonological patterning during
early exposure. To complement the explicit attention to phonetic
detail inherent to perceptual assimilation or phoneme detection
focused on subphonemic variants (Lindsey, 2013; Weber, 2001a,b,
2002), experiment 2 investigates implicit processing reactions while
listener attention is directed elsewhere as a proxy for automatic or
optimal phonological knowledge (Bordag et al., 2021; Hui and Jia,
2024; Strange, 2011).

Following the [t]-detection block of experiment 1, experiment
2 aims to replicate the ĕndings on German DFA reported by
Weber (2001a,b, 2002) or Lindsey (2013). Acknowledging the
negative DFA result of experiment 1, it also remains to be
shown whether this task design is sensitive enough to detect
RT effects on processing caused by violations of a preceding
progressive assimilation. I then undertake the ĕrst investigation
of the prosodic/phonotactic constraint ∗Coda-/h/. Experiment 2
should yield shis in RT in response to violation of DFA and
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TABLE 7 Experiment 2 response tallies by group after exclusion criteria.

Dorsal fricative Glottal fricative

Licit Illicit Licit Illicit

Group
[axt
εçt]

[açt
εxt] σ[hVCt] […Vht]σ Totals

L1 (n = 9) 135 123 60 56 374

L2+ (n = 14) 194 195 100 98 587

Totals 329 318 160 154 N = 961

Fillers are excluded from the table and analysis. All critical trials were monosyllables with the
listening target [t] in ĕnal position. In licit glottal fricative trials, the penultimate consonant
was always licit in the position in both English and German.

∗Coda-/h/ in each participant group for whom these phonological
patterns are mentally represented.

8.1 Method

8.1.1 Participants
Two participant groups were recruited for experiment 2. Data

collection for L1 German speakers (12 females, 2 males; ages 20–29,
M= 22.9, SD= 2.492), took place in Stuttgart, Baden-Württemberg,
Germany during a data collection period of ∼3 weeks. Seven
of these also completed experiment 1 more than 30min later
aer intervening experiments to avoid back-to-back presentation
of two phoneme detection experiments. Supplementary material D
presents additional participant details for this group. A one-
semester data collection period with L1 American English adult
learners of German was conducted at a Midwestern university.
Participantswere recruited via advertisement to all students enrolled
in the university’s second-semester German course during that term
(150+ students) and voluntarily scheduled with the researcher to
attend a data collection session at a campus computer lab during
two data collection periods of ∼2 weeks. Ten learners completed
the task at midterm and 19 at ĕnals. Low enrollment in the study
made a cross-sectional analysis unfeasible, so both time points
were collapsed for analysis, selecting the second time point for
those who completed both (n = 6). is yielded 22 unique L2+
participants (10 females, 12 males; ages 18–23, M = 19.6, SD
= 1.170). One L2+ participant at the ĕrst time point reported
simultaneous bilingualism in English and Latvian. Another reported
Spanish exposure since birth, ĕrst use at age 3. Two reported initial
exposure to German at age 3 or “very young” but no use until late
teens. One reported birth and residence in Australia until age 4.

8.1.2 Stimuli
Experiment 2 investigates phonotactic awareness of both dorsal

fricatives and [h], which is phonemic /h/ in English and German.
Supplementary Table E1 summarizes conditions and trial types.e
single block of items included 48 critical trials balanced for the Licit
and Illicit contexts in six conditions (n = 8 trials per condition).
As long as a dorsal fricative matches the place of the preceding
vowel (DFA), German phonotactics permits both [ç] and [x] in coda
clusters followed by [t]. In contrast, /h/ is never allowed in syllable
codas, simple or complex. Licit conditions were Front Match [εç]

TABLE 8 Signal detection rates for experiment 2 after participant
exclusion (nL1 = 9, nL2+ = 14).

Signal detection

Group × condition Hit
False
alarm

Correct
rejection Miss

L1

Dorsal licit [ax εç] 0.938 – – 0.063

Dorsal illicit ∗[aç εx] 0.854 – – 0.146

Glottal licit Onset-[h] 0.833 – – 0.167

Glottal illicit ∗Coda-[h] 0.778 – – 0.222

Distractorsa 0.803 – – 0.197

Fillers – 0.012 0.988 –

L2+
Dorsal licit [ax εç] 0.866 – – 0.134

Dorsal illicit ∗[aç εx] 0.871 – – 0.129

Glottal licit Onset-[h] 0.893 – – 0.107

Glottal illicit ∗Coda-[h] 0.875 – – 0.125

Distractorsa 0.772 – – 0.228

Fillers – 0.021 0.979 –

Dashes indicate ĕelds for which no rate is possible with the “go”/“no-go” format.
aDistractor Miss rate may include responses entered before the experiment response
logger initiated.

(e.g., [glεçt]), Back Match [ax] (e.g., [glaxt]), and Onset-[h] (e.g.,
[hamt]). Illicit counterparts were Back–Front Mismatch ∗[aç] (e.g.,
∗[glaçt]), Front–BackMismatch ∗[εx] (e.g., ∗[glεxt]), and ∗Coda-[h]
(e.g., ∗[gaht]). Similar to experiment 1, these were counterbalanced
by 144 distractors with [t] in other positions and 192 ĕllers without
[t] for a total of 384 trials with 1:3 critical:distractor ratio and 50%
ĕllers. Supplementary material F provides a complete list of stimuli.
Stimuli were recorded as in experiment 1.

Segment boundary marking and extraction of stimuli
onset and duration were conducted as in experiment 1.
Supplementary Table E2 describes these by condition in aggregate;
see Supplementary material F for the extracted durations of each
stimulus and Scott (2019a, p. 351–354) for additional analyses of the
stimuli. Augmented RT for analysis was derived as in experiment 1.

8.1.3 Procedure
e same computer lab in Stuttgart was used for experiment

2, which was always administered before experiment 1 for those
who completed both. Sessions lasted 100–120min and included a
language background questionnaire and two additional experiments
of a different type. is group received e15 payment.

U.S. data collection took place in a university language
laboratory, starting with a language background questionnaire and
then testing on desktop computers runningWindows 7 Service Pack
1 (64-bit). Additional speciĕcations varied by computer: 2.6, 3.4, or
3.6 GHz processor; 4, 8, or 16 GB RAM; screen resolutions of 1024
× 768, 1440 × 900, or 1680 × 1050. Stimuli were presented with
high-quality Sanako (Tandberg Educational) SLH-07 circumaural
headphones; participants could adjust the volume themselves.
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TABLE 9 Descriptive statistics and tests of normality for experiment 2 by condition (L2+).

Skewness Kurtosis Shapiro-Wilk

Condition n µ(ms) σ SE SE W p

Licit 291 543 128.2 0.816 0.143 0.081 0.285 0.941 <0.001

DFA match 192 543 130.5 0.877 0.175 0.075 0.349 0.926 <0.001

Onset-[h] 99 543 124.3 0.689 0.243 0.140 0.481 0.961 0.005

Illicit 291 555 126.8 0.476 0.143 −0.258 0.285 0.977 <0.001

DFA mismatch 194 519 116.0 0.614 0.175 −0.164 0.347 0.960 <0.001

∗Coda-[h] 97 628 116.1 0.469 0.245 −0.191 0.485 0.972 0.035

Reaction time values rounded to the nearest millisecond. Observed positive skewness is most likely not an artifact of data trimming, which excluded only three DFA trials (2 × [εç] + t Match, 1
∗[εx] + t Mismatch) and one Glottal trial (Onset-[hε]) as non-ĕller fast responses (<100 ms).
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FIGURE 6

Experiment 2 (L2+): violin-augmented boxplot showing the median, interquartile range, minimum and maximum, and outliers of augmented
reaction time (RT) data by fricative (dorsal vs. glottal) and condition (licit vs. illlicit).

Task presentation, training phase, within-block randomization, and
trial structure were the same as for the [t]-detection portion of
experiment 1 but with OpenSesame (Mathôt et al., 2012; Version
2.8) and opportunity for self-paced breaks every 32 trials. With
breaks in between, the experiments lasted ∼90min. Participants
in midterm data collection received US$10; those at the ĕnals
session received a 1% bonus German course credit. Returning
participants were entered in drawings for one US$50 cash prize per
10 returning participants.

8.2 Results

8.2.1 Exclusion criterion
e same minimum threshold of ĕve or more hit responses was

applied to the four conditions of experiment 2: Dorsal Licit [ax
εç], Dorsal Illicit ∗[aç εx], Onset-[h] Licit, and ∗Coda-[h] Illicit.
is criterion retained 9 of the L1 German group and 14 of the
L1 English group. I acknowledge that these are small numbers.
is is due to difficulty in recruiting participants to voluntarily
schedule a long laboratory session during limited data collection

periods at each location (e.g., <20% of the course enrollment of
L2+ learners during the semester) as well as a deliberate effort to
avoid recruiting linguistics majors in Stuttgart (the most available
and willing group), which would have skewed the L1 German
data through their atypical metalinguistic awareness. Nonetheless,
the statistical techniques employed in this study should be able
to handle the small data set and provide useful insights that
may be tested with replication. Table 7 describes the remaining
data set, and Table 8 displays signal detection rates by group and
condition. e L2+ group exhibits little variation between critical
conditions, whereas the L1 German group shows consistently
lower hit rates for illicit contexts than for licit contexts within
each fricative type condition. ey also exhibit lower hit rates
for the glottal [h] fricative type conditions than for the dorsal
fricative type.

8.2.2 Data trimming and preparation
e data trimming procedure was as in experiment 1. e fast

trial cutoff (<100ms) excluded four trials from the L1 German data
set (2 × ∗[aç], 1 × [εç], 1 × ∗[ah]) and four trials from the L2+
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TABLE 10 Estimated marginal means (ms, hits only) of experiment 2
(L2+), SE, and 95% confidence interval (top), with parameter estimate,
variability, SE, df, t-value, and p-value (bottom).

95% confidence interval

Condition Mean RT SE
Lower
bound

Upper
bound

Licitness condition

Licit

Dorsal [ax εç] + t 550 19.3 512 588

Glottal Onset-[h] 547 19.3 509 585

Illicit

Dorsal ∗[aç εx] + t 522 19.3 484 560

Glottal ∗Coda-[h] 623 19.4 590 666

Fricative

Dorsal

Licit [ax εç] + t 550 19.3 512 588

Illicit ∗[aç εx] + t 522 19.3 484 560

Glottal

Licit Onset-[h] 547 19.3 509 585

Illicit ∗Coda-[h] 623 19.4 590 666

Fixed effects Estimate SE df t p

Intercept 562 15.27 15.64 36.79 <0.001

[Condition (1) =
Mismatch]

−13 6.63 44.17 −2.02 0.050

[Fricative (1) =
Glottal]

−26 7.31 24.18 −3.51 0.002

[Condition =
Mismatch]∗ [Fricative
= Glottal]

27 6.62 44.09 4.11 <0.001

Parameter Variance σ

Residual 11,366 107

Participant 2,648 51

Fricative 133 12

Item 931 31

Reaction time (RT) values rounded to the nearest millisecond. Estimated marginal means are
reported. Condition reference level is Match; Fricative reference level is Dorsal. Signiĕcance
calculation includes Holm–Bonferroni correction for multiple comparisons.

German data set (2 × [εç], 1 × ∗[εx], 1 × [hε]). As in experiment
1, augmented RT data are not log-transformed. Skewness, kurtosis,
and Shapiro–Wilk tests of normality are reported. See Scott (2019a)
for further discussion of normality conformity and violation in
these data.

8.2.3 Intergroup comparison
Supplementary material G summarizes the descriptive statistics

and tests of normality for L2+ (Supplementary Table G1) and
L1 (Supplementary Table G2) groups. Note that, except for two
vowel–consonant pairing conditions (licit [εç] and illicit ∗[ah]), the
L1 German group exhibits a slower mean RT across the board.

Furthermore, while the L1 group data satisfy the test of normality for
licit trials and all licit subconditions, the L2+ learner group data do
not. With RT experiments, such intergroup differences may reĘect
real behavioral differences rooted in the fundamental difference
between L1 speakers and early L2+ learners. Alternatively, as the
groups were tested in different laboratory settings, this may reĘect
hardware or soware latency differences or a combination of these
factors. e present research questions do not entail intergroup
comparisons, and retaining Group as an additional ĕxed effect
might hinder statistical modeling with this small data set.erefore,
separate models for L2+ and L1 groups are reported here.

8.2.4 L2+ German analysis
Descriptive statistics and normality tests for the L2+ group in

DFA and [h] conditions (licit and illicit for each) are displayed
in Table 9. Figure 6 depicts the distribution of responses by
condition, with generally longer RT for illicit coda-[h] than all other
conditions. Supplementary Table G1 shows that, for the L1 English
L2+ German group, mean RT was similar overall between Licit
conditions, most of which violate the assumption of normality. is
establishes baseline task performance for the L2+ group across
fricative conditions. A linear mixed-effects model was run on the
L2+ RT data in JASP (JASP Team, 2023; Version 0.18.1). Condition
(Licit vs. Illicit) and Fricative (Dorsal vs. Glottal) were declared as
ĕxed effects. Participants and items were declared as random effects
grouping factors. e maximal model was incrementally simpliĕed,
resulting in a ĕnal model that included Condition, Fricative, and
Condition∗Fricative as ĕxed effects with random intercept and
Fricative as a random effect under participant. Table 10 reports the
estimated marginal means and parameter estimates. e parity of
licit conditions between fricative types is evident in Table 9 and
Figure 6.

With the type III tests of mixed effects, the F-tests show the
main effects for Condition, F(1,44.17) = 4.061, p = 0.050, and for
Fricative, F(1,24.18) = 12.288, p = 0.002. e interaction of these
is also signiĕcant, F(1,44.09) = 16.861, p < 0.001. In summary, the
model ĕnds the RT for illicit trials is signiĕcantly different from the
licit trials, driven largely by pronounced processing inhibition in
response to violation of ∗Coda-/h/ . To check whether the relatively
fast RT trend with illicit ∗[aç εx] trials indicates a facilitation effect
arising from sensitivity to violation of DFA, dorsal fricative match
andmismatch RTswere compared directly. An independent samples
t-test reveals a marginal trend, t(384) = 1.936, p = 0.054 (small
effect size, d = 0.197, SE = 0.102). e model conĕrms that the
reliable inhibition effect observed for the glottal fricative in the illicit
∗Coda-[h] context vs. the licit Onset-[h] context is not shared by the
dorsal fricative type, which instead may show a slight facilitation
for illicit ∗[aç εx] contexts as compared to licit [ax εç]. In short,
robust inhibition for violations of ∗Coda-[h] drives the signiĕcant
effects of the mixed-effects model, although this group also shows
a marginal trend of facilitation for violations of DFA (cf. Weber,
2001a,b).

8.2.5 L1 German analysis
Descriptive statistics andnormality tests for the L1 group inDFA

and [h] conditions (licit and illicit for each) are displayed in Table 11.
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TABLE 11 Descriptive statistics and tests of normality for experiment 2 by condition (L1).

Skewness Kurtosis Shapiro–Wilk

Condition n µ(ms) σ SE SE W p

Licit 194 573 122.4 0.209 0.175 −0.260 0.347 0.990 0.203

DFA match 134 554 118.4 0.436 0.209 0.123 0.416 0.980 0.049

Onset-[h] 60 615 121.3 −0.290 0.309 −0.062 0.608 0.986 0.716

Illicit 176 588 135.6 0.472 0.183 −0.418 0.364 0.971 0.001

DFA mismatch 121 552 118.5 0.607 0.220 0.236 0.437 0.974 0.018

∗Coda-[h] 55 666 135.8 0.039 0.322 −1.017 0.634 0.962 0.083

Reaction time values rounded to the nearest millisecond. Observed positive skewness is most likely not an artifact of data trimming, which excluded only three DFA trials [2× ∗[aç]+ t Mismatch,
1 × [εç] + t Match] and one Glottal trial [∗Coda-[ah]] as non-ĕller fast responses (<100 ms).
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Experiment 2 (L1): violin-augmented boxplot showing the median, interquartile range, minimum and maximum, and outliers of augmented reaction
time (RT) data (A) by fricative (dorsal vs. glottal) and condition (licit vs. illicit) and for (B) illicit Coda-/h/ by vowel context ([a] vs. [ε]).

Figure 7A depicts the distribution of responses by condition,
showing longer RT for both [h] conditions, especially illicit coda-
[h], as compared to dorsal fricatives. Supplementary Table G2 shows
that all L1 German licit condition data satisfy the assumption of
normality; however, this group’s glottal fricative conditions tend
to have slower RT than the dorsal conditions. In addition, the
L1 group’s RT means are reliably slower in conditions containing
velar [x] than in palatal [ç] conditions, a pattern not shared by the
L2+ group.

A linear mixed-effects model was run for the L1 RT data
in JASP (JASP Team, 2023; Version 0.18.1). Condition (Licit vs.
Illicit) and Fricative (Dorsal vs. Glottal) were declared as ĕxed
effects. Participants and items were declared as random effects
grouping factors. e maximal model was incrementally simpliĕed,
resulting in a ĕnal model that includes Condition, Fricative,
and Condition∗Fricative as ĕxed effects with random intercept
and Fricative as a random effect under participant (as with the
L2+ model). Table 12 reports the estimated marginal means and
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TABLE 12 Estimated marginal means (ms, hits only) of experiment 2 (L1),
SE, and 95% confidence interval (top), with parameter estimate,
variability, SE, df, t-value, and p-value (bottom).

95% confidence interval

Condition Mean RT SE
Lower
bound

Upper
bound

Licitness condition

Licit

Dorsal [ax εç] + t 554 26.6 502 606

Glottal Onset-[h] 619 29.9 560 677

Illicit

Dorsal ∗[aç εx]+ t 556 26.7 503 609

Glottal ∗Coda-[h] 672 30.2 613 731

Fricative

Dorsal

Licit [ax εç] + t 554 26.6 502 606

Illicit ∗[aç εx] + t 556 26.7 503 609

Glottal

Licit Onset-[h] 619 29.9 560 677

Illicit ∗Coda-[h] 672 30.2 613 731

Fixed effects Estimate SE df t p

Intercept 600 24.9 8.63 24.07 <0.001

[Condition (1) =
Mismatch]

−14 7.16 46.987 −1.92 0.060

[Fricative (1) =
Glottal]

−45 9.01 12.31 −5.00 <0.001

[Condition=
Mismatch]∗[Fricative
= Glottal]

13 7.16 46.96 1.79 0.080

Parameter Variance σ

Residual 9,124 96

Participant 5,138 72

Fricative 268 16

Item 933 31

Reaction time (RT) values rounded to the nearest millisecond. Estimated marginal means are
reported. Condition reference level is Match; Fricative reference level is Dorsal. Signiĕcance
calculation includes Holm–Bonferroni correction for multiple comparisons.

parameter estimates. In contrast to the L2+ data, a clear difference
in licit conditions between fricative types is evident in Table 11 and
Figure 7A.

With the type III tests of ĕxed effects, the F-tests show a
signiĕcant main effect for Fricative, F(1,12.31) = 24.986, p < 0.001.
ere is a marginal effect of Condition, F(1,46.99) = 3.701, p= 0.060,
and the interaction of these is also marginal, F(1,46.96) = 3.210, p
= 0.080. In summary, the model conĕrms only that the relatively
slower RT for the glottal fricative trials is signiĕcant. Unlike the
L2+ group, the L1 group’s licit and illicit dorsal fricative trials have
nearly identical distributions, and the observed difference between
licit and illicit glottal fricative trials is not sufficient to drive an

unambiguous main effect for Condition or an interaction effect,
given that glottal trials represent only one third of the data set.
However, an independent samples t-test conducted without the
dorsal fricative data shows that the difference between licit Onset-
/h/ and illicit ∗Coda-/h/ trials is signiĕcant, t(113) = 2.101, p= 0.038,
with a small-to-medium effect size, d = 0.392, SE = 0.190. us,
an RT inhibition effect for violating ∗Coda-/h/ appears to single-
handedly drive the marginal trends observed in the model. Like
experiment 1, this model provides no clear evidence of sensitivity
to violation of DFA in the L1 German group.

It is apparent in Supplementary Table G2 and Figure 7B that
the glottal fricative illicit ∗[εh] subcondition is markedly slower
than the illicit ∗[ah] subcondition, although both equally violate
∗Coda-/h/. To investigate whether the inhibition observed for
∗Coda-/h/ trials might be speciĕc to one vowel context, these
subconditions were compared directly. An independent samples
t-test shows that this difference is signiĕcant, t(53) = 2.084, p =
0.042, with a medium effect size, d = 0.564, SE = 0.280. us,
the illicit ∗[εh] subcondition speciĕcally contributes most strongly
to the marginal trends observed in the model. In contrast, the
illicit ∗[ah] subcondition has a distribution more comparable to
the licit Onset-/h/ condition and a mean RT relatively closer
to the licit [ax] condition. is suggests that there may be a
principled difference in the L1 German group’s processing of /h/
in syllable codas based on the preceding vowel, such that ∗[ah]
does not reliably trigger (as much) inhibition. I return to this in
Section 8.3.2.

8.3 Discussion of experiment 2

8.3.1 Facilitation trend with DFA violations in L2+
learners not found in Swabian Germans

Experiment 2 uses the [t]-detection innovation, which stipulates
a Persean listening target that has equivalent phonemic status in
English and German, and with stimuli that exhibit a release burst
realization appropriate to the coda position in both languages. e
dorsal fricative condition undertook to replicate either Weber’s
(2001a,b, 2002) processing facilitation ĕndings or Lindsey’s (2013)
processing inhibition ĕndings. Either of these RT effects for either
participant group would answer the third research question (RQ3)
in the affirmative for each of the L2+ (RQ4a) and L1 German
(RQ4b) groups and the methodological question of whether the
Persean task design is sensitive enough for investigating progressive
assimilation processes (RQ4c). e L2+ group shows only a
marginal trend, with a small effect size, suggesting that the early
L2+ learners may have a weak tendency toward facilitation (faster
RT) in response to violation of DFA (RQ4a; cf. Weber, 2001a,b). e
L1 German group shows no facilitative or inhibitory effect (RQ4b;
contra Lindsey, 2013, and Weber). us, no previously reported
RT effect is replicated here (RQ3), yet the adjacent [t]-detection
task’s ability to detect listener sensitivity to violations of progressive
assimilation may be provisionally affirmed (RQ4c), pending more
conclusive replication.

e negative result for DFA with L1 German listeners may be
due, in part, to the primary location of data collection (Stuttgart).
Lipski’s (2006) magnetoencephalography study, which found no
effect of DFA violation, also collected data in Stuttgart and nearby
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Tübingen, where the regional dialect is Swabian. According to
Hall (2022, p. 82–85), [x] and [ç] both occur only in a post-
sonorant position in Swabian, and they are in an allophonic
relationship through DFA (a case of velar fronting). But southern
Baden-Württemberg, including Swabia, abuts High Alemannic and
transition dialect areas within 80–120 km, where only velar [x]
occurs. Both university cities, and Stuttgart as regional capital,
afford ample opportunity for exposure to speakers from a broader
dialect area and thus for more variable local input in terms of
DFA than in Regensburg or Hannover, where Weber sampled. In
short, the failure of experiments 1 and 2 to replicate previous
DFA ĕndings may arise from the fact that, for many L1 German
speakers in Stuttgart, the Front–Back Mismatch [εx] sequence,
although illicit and unprecedented in Standard German, is not
unusual to encounter in natural speech and thus less likely to trigger
any reliable RT effects for groups in aggregate—neither facilitation
nor inhibition of processing. Scott’s (2019a, p. 292, 317–324)
additional analysis of individuals’ differences of means reveals that
this variability is not limited to participants tested in Stuttgart or
who reported a Swabian dialect background. is highlights that
sensitivity to DFA likely depends greatly on the dialect exposure of
individual speakers.e present experimentsmay not have detected
sensitivity to DFA violations simply because that sensitivity is not a
robust feature of this L1 German sample group.

Experiment 2 found only a marginal facilitation trend for the
L2+ group when presented with violations of DFA. is response
pattern, which was less internally variable (more uniform) than for
the L1 German group, further suggests that dialect variation among
L1 Germanophones plays an important role in the perception of
dorsal fricatives. It may also be the case that the choice of listening
target, a phone occurring aer a progressive assimilation, exchanges
some degree of task sensitivity to small effects as themethodological
price of avoiding explicit attentional focus on conditioning or
application environments in phoneme detection: a trade-off for
cross-group task equivalence. Additional research is required to
address these questions.

8.3.2 Inhibition with Coda-/h/ : broad in L2+
learners, context-dependent for L1 Germans

I included the glottal fricative condition to test the Persean
variant of the phoneme detection task’s ability to investigate
sensitivity to violation of a phonological constraint that is
fundamentally different from place assimilation. is is the ĕrst
phoneme detection study to investigate sensitivity to violation of
a constraint on syllable well-formedness: the phonotactic/prosodic
constraint ∗Coda-/h/.9 e L2+ group’s responses to violations of
this constraint exhibit unambiguous and pronounced RT inhibition

9 In postvocalic coda position, both German and (rarely) English orthography use

<h> not to indicate a consonant, but rather as a diacritic of vowel duration (in

English, perhaps also vowel quality), for example, German Stahl [Sta:l], “steel,” Mehl

[me:l], “Ęour,” and English yeah [jæ:], “yes,” nah [næ:], “no,” or ah [a:] and meh [mε:]

(interjections). ese contextual uses of <h> may predispose both groups in this study

to process any perceived frication noise in the stimuli as cue evidence against the

perception of /h/ in the signal. is may contribute to the activation of other fricatives

as more viable competitor candidates. As with the dorsal fricatives, stipulating /t/ as the

listening target discourages explicit attention to the [h] itself.

(RQ5a). e L1 German group’s response pattern is more selective:
Only the ∗[εh] subcondition shows inhibition comparable to the
L2+ group (RQ5b). In contrast, RT in the ∗[ah] subcondition is
more comparable to licit conditions such as Onset-/h/ or the [ax]
sequence. Together, these results demonstrate that the adjacent
[t]-detection task unambiguously detects sensitivity to violations
of this phonotactic/prosodic constraint governing syllable well-
formedness (RQ5c).

Regarding the ∗Coda-/h/ constraint, the intergroup results align
and differ in important ways. e L2+ group exhibits robust
inhibition, but the L1 group’s speciĕc sensitivity to ∗[εh] in
codas complicates the scenario. Crucially, processing inhibition is
mitigated for its counterpart ∗[ah], not differing markedly from the
licit [ax] subcondition. is is a likely candidate for phonotactic
assimilation, described by Seguí et al. (2001, p. 198), of which they
outline three types:

(1) the listener “ignores” individual phonemes (or stress
patterns: Dupoux et al., 1997) that are present in the signal;
(2) the listener “perceives” illusory phonemes that have no
acoustic correlate in the signal; (3) the listener “transforms” one
phoneme in (sic!) another.

e lack of difference in perception between illicit ∗[ah] and licit
[ax] in syllable codas likely falls under the third type—that is,
the L1 German group appears to perceptually “transform” the
contextually illicit [h] into an instance of a spectrally similar
fricative (Supplementary material A) that is licensed to follow
back [a]—namely, into [x]—and then reacts accordingly, without
RT inhibition. is crucial difference between ∗[ah] and its
corresponding ∗[εh], which is much less easily repaired in an
analogous way due to spectral differences between [h] and [ç],
detracts from the overall sensitivity to ∗Coda-/h/ violations for this
group. Indeed, how RT experiment methodology interacts with
prelexical phonotactic assimilation is an open empirical question
relevant to broader questions about prediction during language
processing more generally (e.g., Kaan and Grüter, 2021; Key,
2014). Alternatively, as the ∗[εh]-condition is not phonotactically
assimilated in this way, this difference may serve as indirect support
for the argument that L1 German speakers do, in fact, maintain a
phonological distinction between which vowel + dorsal fricative
pairs are permitted (RQ4b). is may depend on the interaction of
the frontness/backness of each segment, despite the negative result
for violations of DFA in the present study.

9 General discussion and conclusion

9.1 Implications and context of results

e central aim of this study was to develop a version of the
phoneme detection task with task parity for participant groups
with different language backgrounds and to test the method on
various phonological phenomena. e ĕrst experiment with L1
German speakers unambiguously replicated processing inhibition
(slower RT) ĕndings in response to violations of RNA (RQ1; Otake
et al., 1996; Weber, 2001a,b). In addition, reanalysis of Scott’s
(2019a) nasal data with a model that differentiates underspeciĕed
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mismatch and speciĕed mismatch conditions suggests that there
may be a continuum of processing inhibition for assimilation
of this type according to the intensity of the RT effect such
that phonotactic constraints may trigger more severe inhibition
than mere underapplication of place assimilation, while rare but
precedented sequences may trigger a lesser effect than both.
An attempt to analyze the observed difference between speciĕed
mismatch ∗[np] vs. ∗[mk] was inconclusive, leaving the phonemic
status of [m] vs. the context-dependent allophone [n] an open
question for future research with a larger data set (RQ2).

Both experiments attempted to replicate any sort of consistent
RT effect in response to violation of DFA with an L1 German
group (RQ3), but the samples in this study exhibited neither
processing facilitation (Weber, 2001a,b) nor processing inhibition
(Lindsey, 2013). Experiment 2 revealed a weak facilitation (faster
RT) effect in L2+ learners in reaction to violation of DFA (RQ4a).
is result is similar to Weber’s (2001a,b) L1 German result, and
contra Lindsey’s L2+ learner result, but does support the conclusion
that phoneme detection with the Persean listening target [t] is
sensitive enough to investigate progressive assimilation (RQ4c). An
unexpected asymmetry in the results between the illicit Coda-[h]
conditions by vowel context suggests that the L1 German group
may have some phonotactic preference for front–back agreement
between a nuclear vowel [a] or [ε] and a following dorsal fricative
despite the inconclusive result in the DFA condition (RQ4b).

Finally, to test this method with more than place assimilation,
experiment 2 undertook the ĕrst phoneme detection investigation
of sensitivity to the prosodic/phonotactic constraint against /h/
in syllable codas in both German and English. Both groups
exhibited unambiguous processing inhibition in response to
illicit Coda-/h/ (RQ5a, RQ5b), conĕrming that the Persean
listening target technique can be fruitfully employed to investigate
a non-assimilation type of phonological knowledge (RQ5c).
Additionally, the observed asymmetry in the L1 German group’s
responses—inhibition speciĕcally for the ∗[εh] subcondition but
not for the ∗[ah] subcondition—suggests that this group’s prelexical
perception may reanalyze the illicit [h] as a licit [x] following the
back vowel [a] as a sort of phonotactic assimilation (Seguí et al.,
2001).

is study provisionally supports argumentation (e.g., Weber,
2001a,b) that violation of strong phonological expectations (e.g.,
regressive assimilation, phonotactic/prosodic constraints) yields
profound inhibition in phoneme detection, whereas violation of
weak phonological expectations (e.g., progressive assimilation)
yields a smaller facilitation effect. Future research is needed to
establish further systematic predictions about which phoneme
detection task and listening target designs elicit which RT effects
(facilitation or inhibition) and intensity (small or weak effects) with
various populations (L1, L2+), whose representations may diverge
in precision and robustness (Bordag et al., 2021; Cook et al., 2016;
Darcy et al., 2007, 2013).

e second experiment undertook the ĕrst phoneme detection
investigation of /h/ ungrammatically located in syllable codas,
revealing different patterns of processing inhibition between
L1 and L2+ groups. is result has interesting implications
for methodological approaches to investigating questions in
L2+ phonological theory. e robust processing inhibition
effect exhibited in the L2+ learner group clearly validates the

utility of the Persean listening target technique for investigating
prosodic/phonotactic constraints other than the segmental
adjacency effects of place assimilation. e L1 German group’s
inhibition pattern generally conĕrms this. But the lack of this
effect speciĕcally in the ∗[ah]+[t] condition in the L1 German
group suggests an additional, subtler context-dependent sensitivity.
Recalling the three types of phonotactic assimilation outlined by
Seguí et al. (2001), ĕnding reports of listeners phonotactically
assimilating input in illicit contexts is not difficult. Listeners may
fail to detect individual phonemes in the signal (Type 1, e.g.,
L1 Mandarin failure to discriminate syllables with English coda
laterals from open CV syllables; Wang, 2023) or illusorily perceive
phonemes that have no acoustic basis in the input (Type 2, e.g.,
L1 Korean epenthesis of a vowel within word-initial consonant
clusters in English; Darcy and omas, 2019). In contrast with the
L1 German group’s signiĕcant processing inhibition in response
to Coda-[h] following the front vowel [ε], the same group’s lack
of RT effect in response to Coda-[h] following the back vowel
[a] suggests that they did not perceive the [h] as /h/ at all, but
instead as [x], an allophone of the dorsal fricative that would be licit
following /a/ (Type 3, transformation of one phoneme to another).
Interestingly, the fact that this prelexical perceptual repair strategy
does not appear to be viable in the front vowel [ε] context suggests
that this group has a preference for agreement of place between a
vowel and a following dorsal fricative, despite the negative result
for the DFA conditions. Nonetheless, phonotactic assimilation is
constrained to some degree by an acoustic similarity between the
signal (here, [h]) and the potential percept (here, [x] in the back
context and [ç] in the front environment). is interaction of two
types of phonological knowledge suggests that further research
may be able to intentionally leverage such subtleties to investigate
one phenomenon of interest (e.g., place assimilation) through
phoneme detection tasks aimed at obliquely related phenomena
(e.g., prosodic/phonotactic constraints on placement of a phone
with similar acoustic cues).

9.2 Design phoneme detection
experiments for statistical power a priori

Particular care is warranted in task design to maintain
statistical viability when investigating smaller effects such as
processing facilitation in response to violation of weak phonological
expectations (e.g., progressive assimilation). e present reanalyses
draw ĕner distinctions within factors than Scott (2019a) initially
designed for (i.e., two subtypes of nasal mismatch and sorting coda
glottal fricative trials by vowel). is subdivides relatively small data
sets to explore additional questions ad hoc. In practice, the bar of
maximal models set by Barr et al. (2013) is too high for many data
sets to meet (Matuschek et al., 2017). e present study simpliĕes
model dimensions so that the results derive sufficient support from
the available data.ese results may lack enough statistical power to
conclusively address speciĕc empirical questions about each of the
speech perception phenomena investigated, particularly for small
effects. For example, the overall results signal that violation of
RNA and ∗Coda-/h/ induces RT inhibition generally, but smaller
RT effects, such as facilitation, may be marginal, risking Type II
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error (false negative). To model several ĕxed and random effects
simultaneously, this study employs linear mixed-effects models.
When these data were collected in 2015, there was no standard for a
priori power analysis of such models with multilevel factors (Kumle
et al., 2021, p. 2,528–2,529). Statistical practice also indicates against
post-experimental power calculations (so-called observed power;
e.g., Hoenig and Heisey, 2012; Lydersen, 2019). us, no power
analysis is provided here. Future studies using phoneme detection to
investigate phonological and phonotactic sensitivity should include
simulation-based a priori power analysis at the design stage to
determine the appropriate number of trials and sample sizes (see
Kumle et al., 2021). Additionally, more statistical research is needed
to establish appropriate ĕeld standards for how to statistically model
RT task data sets, which oen violate assumptions of normality.

9.3 Design phoneme detection L2+
experiments for task parity

Most phoneme detection studies have focused on phonological
interactions between adjacent segments (e.g., place assimilation)
and the effects of phonetic transition cues with L1 speakers (e.g.,
Foss, 1969; Frauenfelder and Seguí, 1989). Although some include
non-learner comparison groups from other language backgrounds
(cross-language listeners; e.g., Otake et al., 1996; Weber, 2001a,b),
phoneme detection investigations of L2+ learner groups are
less common (e.g., advanced L2+ learners, Lindsey, 2013). Our
collective awareness and comfort with RT psycholinguistic methods
generally in L2+ acquisition research is still developing with
necessary caution (Hui and Jia, 2024).

When building RT experiments for L2+, thorough
methodological consideration is necessary to reduce noise
from unintended sources of RT differences between groups,
such as from hardware and soware latency, stimuli that could
be phonetically ambiguous for one language group, and the like.
Phoneme detection tasks may require presenting the listening target
within a very narrow temporal window (e.g., adjacent phones) for
small RT effects to remain detectable (i.e., to avoid Type II error).

One underexamined challenge is achieving task parity between
language background and target language proĕciency groups in
terms of phonological and orthographic representation as discussed
in this study. Phoneme detection studies historically vary by the
relationship between the listening target and the phenomenon
of interest. Listening targets may be subject to a phonological
principle (the object of interest x; e.g., nasals in RNA, fricatives in
DFA and ∗Coda-/h/ contexts), they may trigger application of a
phonological principle (e.g., obstruents in RNA, vowels in DFA),
or they may be merely adjacent without being implicated in the
phonological principle of interest (a Persean listening target y, e.g.,
[t] following fricatives in DFA and ∗Coda-/h/ contexts). ere
are countless fundamental representational differences between the
phonology, orthography, and the GPCs of any given listening
target for different L1 and L2+ populations. As a result, using
phoneme detection—or any task design that requires explicit labels
for phones or phonemes—in L2+ acquisition research requires
careful consideration of the equivalence of the relationship of the
listening target and its label to potential mental representations for
each language group under investigation. When learner and L1

language groups have equivalent relationshipswith the experimental
task, the experimenter can be more conĕdent that RT results
show evidence that the L2+ mental representation is different
from the L1 mental representation for the phenomenon of interest,
not the trivial result that different cognitive tasks have different
performance speeds. As we improve our understanding of the
representational challenges that come with listening target labels
in phoneme detection, we gain a powerful methodological tool for
investigating phonological knowledge in a wide variety of cross-
language and L2+ learning scenarios.

9.4 Design phoneme detection
experiments for L1 varieties and L2+
learner trajectories

is study suggests that the phoneme detection paradigm
can be leveraged to investigate underlying mental representations,
such as theories of feature underspeciĕcation. We can ask a
variety of interesting theoretical questions: (How) do L2+ learners’
representations of phonological (un)grammaticality change from
L1-based to L2-based in the course of IL development? What do
the earliest steps of IL development look like? What does ultimate
attainment look like in L2+ phonological perception, and does
it ever become target-like/optimal? By stipulating an adjacent,
phonologically uninvolved, and acoustically consistent Persean
listening target, phoneme detection can be a cognitively equivalent
task for different groups when investigating important phonological
questions with a variety of L1 dialect and regiolect groups and L2+
learners at different stages of IL development. Phoneme detection
provides an instrument that enables investigation of implicit,
prelexical processing, even with participants who lack any TL
experience. Future research should also consider a wider variety of
scenarios.is instrument is readily adaptable for uninstructed L2+
learners or non-reading immigrant groups in a TL environment
or for comparing groups whose L1 literacies use different non-
alphabetic scripts.

9.5 Design phoneme detection
experiments with Persean listening targets

is study addresses the labeling problem of phonology,
orthography, and GPCs for perception research in both L1 and
L2+ scenarios with a methodological solution. e experiments
presented here establish that directing listener focus away from
application and conditioning environments to a Persean listening
target (y) can meet the challenge of stipulating representationally
equivalent listening targets across groups while also more clearly
tapping into implicit knowledge of the objects of interest (x) that
are not attended to explicitly. is is achieved while retaining
sufficient task sensitivity to investigate implicit or automatized
explicit linguistic knowledge in speech processing for a variety of
assimilation phenomena, cue weighting and fusion strategies, and
prosodic/phonotactic constraints.10 Different types of phenomena

10 For similar work in other areas of L2+ grammar, see Rebuschat (2013) and Suzuki

(2017).
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may need to be investigated separately, as different RT effects
(processing facilitation or inhibition) may not lend themselves to
combined models.

Directing attention to a speciĕc phone, such as in identiĕcation
and perceptual assimilation tasks (Best, 1995; Best and Tyler, 2007),
probes perception at a highly explicit level rather than implicit
phonological knowledge (cf. optimal, Bordag et al., 2021; automatic,
Strange, 2011). When we are more interested in implicit knowledge
including abstract phonological representations such as phonemes
or phonotactics, stipulating the object of investigation x as the
listening target can place unintended emphasis on subphonemic
phonetic detail in x. Moreover, for investigation of L2+ acquisition
of phonological knowledge, stipulating the object of investigation
x as the listening target can confound both intergroup congruence
(of phonological and orthographic domains and GPC mappings)
and assessment of pre-learner and IL developmental stages in L2+
scenarios. Avoiding the target of investigation as the target of
listener attention and redirecting focus to a reliable and congruent
Persean listening target y affords access to crucial questions in
L2+ phonology, just as the shield’s reĘection enabled Perseus to
strike true.
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