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The on-going twin transition demands that the continuous process industry builds and operates their facilities in a more sustainable way. This change affects the entire supply-chain. The market demands new ways of engineering, procuring and constructing plants that assure quality at each step of the process. Petroleum and petrochemical producers must reduce their waste and environmental footprint and find ways of migrating to sustainable production. There is zero tolerance for waste, emissions or process malfunctions. Engineering contractors need to transfer their skills to new processes and produce series, non-custom facilities for new applications like offshore wind energy, modular production and industrial symbiosis. This is leading to a convergence in methods with discrete manufacturing, especially the automotive industries. In this climate, this sector can benefit from applying Zero-defect Manufacturing (ZDM) to both engineering design and operations. This work defines a framework for implementing ZDM in the process industry supply chain. The framework brings together modelling techniques and models from the following disciplines: system engineering, computer-aided process engineering, automation (especially Industry 4.0) and semantic technologies. These contributions are synthesised into an information fabric that allows engineering firms to work in new ways. Operators and contractors can use the fabric to move from document-driven engineering to data-based processes. The fabric captures requirements and intent in design so that facilities can be delivered and started-up and operated with zero defects in the design and construction. The information is also a vital support for safe and efficient operations and maintenance. We call this zero-defect O&M. The framework combines a systems engineering break-down of facilities, based on ISO/IEC81346, with implementation in SysML, with semantic interoperability frameworks from the process industries (ISO15926). We build upon and synthesise the results of recent standardization initiatives from the industry, notably CFIHOS, DEXPI and READI. We draw on results from process systems engineering, the OntoCAPE ontology and the CAPE-OPEN standards. The framework is illustrated by application to a non-proprietary process system, namely the Tennessee-Eastman process. This example is used to show the modelling approach and indicate how the fabric supports zero-defect practices.
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1 INTRODUCTION
The energy and process industries are in the throes of what the European union has called the twin transition, where industry and society is required to be sustainable and digital. Simultaneous, interlocking green and digital transformations require a reconfiguration of the types of plants we build and how we build and operate them (Digital Europe, 2021). The design and operation of sustainable plants requires a digital fabric that supports innovative, cost-effective engineering practices and ensures that zero-defect operations and maintenance (ZD-O&M) can be achieved. These imperatives mean that the process sector can benefit from adopting Zero-defect Manufacturing (ZDM) practices from the discrete manufacturing industries (Psarommatis et al., 2020a).
The process industries have always been tightly integrated energy and production systems. However, the introduction of renewable energy and circular economy is tightening this coupling. This means that engineering frameworks must be interdisciplinary, bringing together approaches and terminology from the energy and process disciplines. The adoption of Industry 4.0 technologies means that process operators have access to unprecedented amounts of information about their processes and plants. This data can be used to drive Zero-Defect Manufacturing initiatives (Psarommatis et al., 2022). However, for these initiatives to be successful, this torrent of data must be contextualized and analysed to identify and detect faults. This paper proposes a standards-based framework for contextualizing data and relating it to requirements. Our hope is that this approach will simplify implementation of ZDM in process plants.
We start with a summary statement of our objectives, methods and contribution of this paper. We follow this with a development of the framework. This starts with a review of asset information models and zero-defect manufacturing (§3.1). We discuss the concept of a cognitive digital twin (§3.2), which provides a platform for implementing our framework. The framework builds on elements of the Systems Engineering discipline. We discuss the role of requirements in ZDM and review previous work on applying Systems Engineering in the process industries (§3.3). We conclude this section with a comparison of top-down and bottom-up methods of asset modelling. Our approach is a top-down method. This then allows us to define the framework. This is then applied to a well-known example process, the Tennessee Eastman process (§4). The application shows how we can break down the process into systems and subsystems. This allows us to relate design information, requirements and constraints to these systems so that they provide a context for the using operational data to implement ZD-O&M (§4). The aim of publishing this example is to provide a realistic, open case for developing and applying semantic modelling to ZD-O&M using digital twins.
2 SUMMARY OF OBJECTIVES AND METHOD
2.1 Objective
The objective of this work is to define a method of modelling that allows us to organize the design and operational data from a chemical process facility so that it can be used to support the building of cognitive digital twins and implementation of ZD-O&M. This approach provides a framework for organizing data, giving it semantic meaning and providing a foundation for building decision support and digital twin applications. This framework is needed to conquer both the volume and variety of data needed to implement digital twins. Lee et al. (2022) give typical sizes for data generated in each phase of the development of an oil platform. Conceptual design generates 100000 documents per project, detailed design generates 100000 tags, each with around 40 attributes. Construction generates a terabyte of engineering model and operation generates 3 to 4 billion data points per day. We need to divide and conquer this data. This division needs to be done along several axes. We need to be able to break complex systems into sub-systems and components. We need also to be able to consider different aspects of these systems. Our framework provides a starting point for just this type of organization of data.
The framework builds on existing standards and industry initiatives, namely ISO15926 (Leal, 2005), ISO/IEC81346 (Balslev and Barré, 2022), DEXPI (Wiedau et al., 2019), CFIHOS (IOGP JIP36, 2022) and READI (READI, 2020). The data modelling also draws on the OntoCAPE ontology for process systems (Marquardt, 2010) and the CAPE-OPEN standards (van Baten and Pons, 2014). The framework aims to integrate, reconcile and map between these standards.
The approach described here has been applied to organize process design data for an oil and gas development in the North Sea. This work is confidential. For this reason, we apply here the approach to a well-known example process, the Tennessee Eastman process (Downs and Vogel, 1993). In this way, we demonstrate the principles and applicability of the framework, while providing a resource for further research around system integration and digital twins. The SysML files for our model are available on request.
2.2 Method
The framework is built using a sub-set of the principles of model-based system engineering (MBSE). We have chosen this sub-set to bridge the conceptual divide between the MBSE and process systems engineering communities. We use SysML (Amálio et al., 2016) because of its good tool support. However we only use a limited set of SysML language features, namely blocks, ports, parameters and interfaces.
The framework consists a library of blocks, each of which represents a system with a type and aspect. These blocks are instantiated to build a model of a specific facility. The aspect of each block follows the aspect modelling approaches of OntoCAPE (Marquardt, 2010) and ISO/IEC81346 (Balslev, 2020). In our example we gave functional blocks that represent process activities and product blocks that represent the equipment needed to realize these activities.
The type of each block depends on the block aspect. A functional block is typed by the process activity that the system it represents performs. We obtain these types from the ISO/IEC81346 Reference Designation System for Oil & Gas (READI, 2020). This type is also mapped to activities in the ISO15926 reference data. A product block is typed by the type of equipment that it represents. We have chosen to use the types in the DEXPI data model (Wiedau et al., 2019) as the primary type for product blocks. Semantic references are made to ISO/IEC81346 RDS, ISO15926 and CFIHOS Tag classes. In this way we provide a practical tool for mapping and consolidating these four standards.
We can then use functional blocks to build a functional aspect model of the process and the product blocks to build a product aspect model of the plant. The resulting framework is shown in Figure 1, which is adapted from Herzog and Torne (2000).
[image: Figure 1]FIGURE 1 | Conceptual Structure of the framework, adapted from Herzog and Torne (2000).
Each block has a common structure. It can contain parameters that define the behaviour of the block itself. It also contains one or more ports. These provide logical locations for transfer of material, energy or information between blocks. We define system topology by connecting outlet ports on one block to inlet ports on another. A connection means that the state of material, energy or information is the same in both the inlet and outlet port.
Our framework is built to support the V-process, as shown in Figure 2. Our approach builds on the insight that conceptual and front-end design defines the process model, whereas detailed engineering, procurement and construction deals primarily with the plant model. During commissioning, start-up and maintenance we are again primarily concerned with equipment, while operations and performance optimization is concerned with process aspects.
[image: Figure 2]FIGURE 2 | Alignment of our method with the V-process for Systems Engineering.
The modelling method can be summarised as follows.
1. Build the process model. At each level we apply the requirements and constraints that are available and relevent to that level of modelling.
a. Level 1. We start with a single functional system that represents the entire process. Ports are defined to represent flows of material, energy and information out.
b. Level 2. This system is broken down into smaller functional systems, each of which performs a specific process activity. We identify the flows of material, energy and information between these systems and model them by connecting the relevant ports in the sub-systems. At this level each sub-system represents an element in a process block diagram or process flow diagram. At this level we are interested in what is being done, for example, separation, rather than how it is being done, for example, separation by distillation.
c. Level 3. Each of these sub-systems can be broken down further into smaller functional systems. Here we are interested in what is done and how it is done, i.e., the unit operation used. Each block in this level corresponds to an element in process flow diagram.
d. Support Functions. Finally, for each sub-system in level 3, we add functional blocks that model the safety, control, maintenance and utility functions that are needed to support that unit operation. We now have all the functional models needed to specifiy the plant model. A graphical view of this model can be thought of as a functional piping and instrumentation diagram.
2. Build the plant model. Here we introduce equipment requirements, such as piping standards, to select equipment that realizes the process.
a. For each block in level 3, build a plant model that represents the equipment that realizes the unit operation and its supporting functions. Each block in this model corresponds to an element in the piping and instrumentation diagram.
b. An overall plant model is then an aggregation of the plant models defined in the previous step, with the topology defined by the process model.
In this paper we apply this method down to level 3 on the Tennessee Eastman process. We then indicate how the further steps would be done.
3 STATE OF ART AND DEVELOPMENT OF METHOD: SEMANTIC DATA FABRICS FOR ZERO-DEFECT MANUFACTURING
3.1 The promise of zero-defect manufacturing
Quality is a critical aspect of manufacturing systems whether they be continuous or discrete. The term quality not only refers to product quality but also to the quality of the manufacturing facility. (Psarommatis et al. (2022); Psarommatis (2021); Psarommatis et al. (2020a)). Sustainable manufacturing, which is a key goal of the contemporary industrial landscape, requires high quality on both of these areas: process quality (which includes product quality) and plant quality (which includes design quality). Poor quality causes direct and indirect economic losses as well as environmental impact from wasted resources (material, manufacturing time and energy). To overcome these issues, companies must implement quality management tools to increase their operational performance and extend the overall sustainability of production (Kumar et al., 2018). Poor quality can also have negative social impact. For example a poor quality product could severely damage the image of a company because of the customer dissatisfaction or product contamination (Jun et al., 2020).
Traditionally, production companies implement one or more quality improvement (QI) methods to maintain and improve production quality and minimize performance loss (Özcan et al., 2021). Traditional methods are Six-Sigma (SS), lean manufacturing (LM), theory of constraints (TOC), and total quality management (TQM). They mainly focus on product quality and use statistical tools to improve quality. Recent practice has moved from statistical methods towards data-driven technologies coming from the Industry 4.0 concept. Traditional QI methods were designed using the technologies available at the time, without the knowledge of recent technological advances under the framework of Industry 4.0 (Psarommatis et al., 2020b). Methods such as artificial intelligence, machine learning or semantic modelling present new ways for manufacturers to achieve targets that would have been impossible in the past (Lindström et al., 2020).
Use of data driven technologies is also boosted by the tremendous increase in computational power and availability of cheap sensors (Mourtzis et al. (2016); Chien et al. (2013); Kuo et al. (2013); Choi et al. (2012)). These factors created a new quality management approach called Zero-defect manufacturing (ZDM) (Psarommatis et al., 2020a), which started in the discrete manufacturing domain but is applicable to continuous manufacturing. ZDM is different in that it is a holistic approach, which assesses all the different stages of the production, starting from design of the product and production to the operation of the production system (Psarommatis, 2021). The goal of ZDM is to reduce waste and increase the sustainability of manufacturing systems (Psarommatis et al., 2022).
ZDM employs four strategies: detect, predict, prevent and repair. These strategies are implemented in pairs. In total, three paired strategies can exist (Psarommatis et al., 2020a). If you detect a defect you can repair it, or try to prevent a future defect, and using the data from detected anomalies predict when defects will occur in the near future and prevent them. Maintenance lies within the scope of the ZDM concept as a way of preventing and repairing defects. For example, when there is a prediction of an equipment failure, predictive maintenance is required to maintain KPIs at desired levels (Psarommatis et al., 2021). The design of both the product and its production systems plays a significant role in achieving ZDM. Very few studies exist on how to design a manufacturing system to achieve ZDM. Psarommatis (2021) proposed a methodology that uses a digital twin to properly design a manufacturing system for using the four ZDM strategies to achieve ZDM. Semantic modelling and data and information models play key roles in determining the efficiency and capabilities of data driven technologies for ZDM (Ameri et al. (2022); Grevenitis et al. (2019)). This paper describes a fabric for building such information models.
3.2 Cognitive digital twins
The digital twin provides an implementation pattern for platforms that support implementing ZDM using Industry 4.0 methods. The twin is a digital application that allows a user to make informed decisions about the behaviour of a physical or social system by combining three things: 1) information about structure of the system with 2) measurements and observations and 3) results of simulations of the system that mirror and predict system behaviour (Cameron et al., 2018). The digital twin provides copious data about system behaviour. What is challenging is to access the data, contextualize it and make decisions based on it. The data must be supplemented with semantic information that puts data into context, brings together related data and allows automatic reasoning. A digital twin that incorporates this information is called a cognitive twin (Zheng et al., 2021). Automation of ZDM requires these cognitive capabilities to be in place.
What we present in this paper is a semantic representation of the design of a production facility so that it provides a top-down context for data, models and measurements. This context allows us to relate the data we obtain from a digital twin to the requirements that are embodied in the plant and its process. This will allow us to enrich the digital twin with cognitive functionality.
3.3 Zero-defect engineering, operations & maintenance: On-line compliance with life-cycle requirements
3.3.1 Overview of approach
Much of the cognitive functionality of a digital twin is related to answering the question of whether the current behaviour of the production system is in compliance with requirements. To do this, we need to retrieve relevant requirements effectively. Unfortunately, many of these requirements are textual or are embedded in off-line documentation. Requirements that are critical for safety and operation will have been implemented as alarm limits in the process control system. This results in a “flattening” of requirements, where we lose the context and rationale behind a specific alarm (Goel et al., 2017). A predictive maintenance program will also monitor key equipment for compliance with product requirements for parameters such as temperature and vibration.
We aim here to provide a system-based information model that allows us to record requirements during design and connect them to system objects at the highest possible level of abstraction. This allows us to use the same model during operation to organize data from a digital twin and contextualize it using the requirements captured during design. This supports reasoning, as we have access to the rationale behind monitoring and alarms in the system, thereby accessing the shared memory in the design (Konda et al., 1992). This philosophy is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Use of process and plant models to Support ZD-O&M.
This figure shows the virtual and physical elements of a digital twin. We apply an information model during design that captures the design as a collection of functional information about the process. This is then used to design and specify the plant, the actual equipment in the facility (Bramsiepe et al., 2014). The functional model is the basis for the simulations that are used to define the design window for the plant equipment. The specified facility is then procured, constructed and commissioned. The operated plant is then responsible for executing the process. Our aim is that the information model will allow the tracking of design rationale down from initial process functional design to the functional and plant design for individual pieces of equipment. We build an information model that contains linked hierarchies of system objects that allow the tracking of design rationale in a way that supports better operations.
3.3.2 Process and plant defects
We are interested in detecting and avoiding defects in both the process and the plant. A defect in the process is a failure to meet requirements on the amount, composition or physical properties of a product, by-product, waste or emission. A defect in the plant is the failure of the equipment to meet its requirements, by, for example, failing, leaking or degrading. Plant defects can, of course, lead to process defects. A worn impeller in a pump (a plant defect) will lead to a failure to deliver a required amount of pumped product (a process defect). The converse can also happen. A failure to remove hydrogen sulphide from a stream (process defect) can lead to stress corrosion cracking in downstream piping (a plant defect). Our aim is to provide a model that allows detection of and rectification of both types of defect through alignment with our asset model that separates process and plant concerns.
Note that here we deviate from common ZDM terminology. Discrete manufacturing identifies two types of defects: in the product and in the process. Defects in the manufacturing equipment are then a type of process defect. Thus, what we call a process defect includes conventional ZDM product defects as a sub-set. What we call a plant defect corresponds to a conventional ZDM process defect. We ask the reader to bear with this inconsistency, as we believe our separation of process from plant is essential for effective data and requirement management in the process industries.
3.3.3 Reconciling systems engineering with process systems engineering
An asset model requires information objects that represent functional systems in the process model and items of equipment in the asset model. The Process Systems Engineering discipline has focused on the unit operations approach, where a plant design is broken into functional unit operations that are then realized by equipment (Cameron and Gani, 2011). Focus is on the simulation tool and modelling environment (Cameron and Ingram, 2008), with proprietary and ad hoc interfaces to design information systems (Marquardt and Nagl, 2004), where Microsoft Excel is a common integration platform (Fricke and Schöneberger, 2015).
Model-based systems engineering (MBSE) approaches have not been used widely in the process industry, despite being well established in manufacturing. This approach formalizes the design process into the creation of system models, which are progressively broken down into sub-systems. This workflow is supported by models developed using the SysML language and written using a specialized MBSE tool (Dori, 2016). The MBSE tools and the SysML language allow detailed modelling of functionality and support simulation using tools like Modelica (Amálio et al., 2016). This is well-suited for cyber-physical systems, where MBSE provides a well-integrated tool chain. However, linkages to common process simulation tools are not common, especially from MBSE tools. We have experienced that MBSE tools and methods are complex and unfamiliar to process engineers.
Hernandez et al. (2016) and Rodriguez et al. (2017) describe how a SysML model can be used to describe the function and structure of a simple chemical plant. They modelled the process using SysML activity diagrams and then transformed these into block definition diagrams. These models could then be transformed further into simulation models, piping and information diagrams and functional models for HAZOP and fault diagnosis. We discuss below on why we do not believe that activity diagrams are a good way to model the asset information.
We believe, however, that the modelling principles used by Hernandez et al. (2016) and Rodriguez et al. (2017) are useful. We prototype our model in SysML using block definition diagrams, since the model exploits standard modelling elements in SysML, but our model is not dependent on SysML. This means that we build up our model from typed blocks, where a block represents a system at an appropriate level of abstraction. These blocks contain typed ports, which define points at which systems interact through an interface. Engineering systems interact through a flow of 1) material, 2) energy, or 3) information. They can also be 4) connected structurally. Each interaction is characterized by a data structure. Thus a fluid material flow at a port is characterized by a flow rate, composition, temperature and pressure. The items in these data structures—port parameters—can be referenced by requirements. They define how a block interacts with other blocks. A block also has its own block parameters, that characterize the object or system that the block models. This block stucture is common in system thinking and resembles the IDEF0 standard (Kikuchi et al., 2012). Here we structure the inputs, outputs, controls and resources used by an IDEF0 activity into materials, energy and information flows.
The model presented here is a SysML implementation of the ideas developed in the READI Information Modelling Framework project (Fjøsna and Waaler, 2021). We describe how this works out in the next section.
3.3.4 Semantic rigour in asset information models
An asset model provides most benefits if it can be used to support interoperability and data exchange between vendors and customers. To do this, we need an agreed semantics for the systems we are using. Current SysML versions (before the forthcoming version 2.0) lack a formal semantics (Graves, 2009). An interoperable asset model requires an agreed semantics for what blocks, ports, connections and parameters represent. We try to do this by building our modelling elements so that they reference existing ontologies, taxonomies and semantic standards. Our aim is to use our model to consolidate and reconcile existing standards.
Our model is informed by the following ontologies and standards.
• We build on the concepts in the OntoCAPE ontology (Marquardt (2010); Morbach et al. (2007)). This is a comprehensive ontology for process systems engineering. It makes a clear distinction between process and plant aspects, as required for our work. It also provides a semantic framework for representing material properties.
• We obtain types of process, piping and instrumentation equipment blocks from the DEXPI (Wiedau et al., 2019) data model. This builds on OntoCAPE and also references the reference data in ISO15926 Part 4 (Leal, 2005).
• We then align the equipment block types with other standards in the ISO15926 family, especially CFIHOS (IOGP JIP36, 2022).
This gives us an ontological basis for building a library of equipment blocks that can be used to model the plant. Following OntoCAPE, these block types are specializations of a Plant Item. However, we also need to model the process. Here we find that existing ontologies and standards provide less support. They are suitable for bottom-up modelling of an asset, where have existing pieces of equipment. It is thus straightforward to use ISO15926, CFIHOS or DEXPI to identify a type of equipment, for example a CENTRIFUGAL PUMP (http://data.posccaesar.org/rdl/RDS416834). We can then define a block to represent the functional specification (what CFIHOS calls tag properties) for a centrifugal pump. We can then also create a block to represent the properties of the actual installed pump (what CFIHOS calls the equipment properties).
3.3.5 The Information modelling framework: A system approach to engineering, operations and maintenance
However, this tight linkage between function and equipment hinders the type of modelling needed to represent a process rather than a plant. Here we are interested in a top-down design, where we progressively break down a facility into the functional systems that will contain subsystems, several of which may have function of pumping. Note that a system that does the activity of pumping will usually not be a single pump. It is rather a functional object that is realized by an assembly of equipment, in this case a pump, its back-up pump, their motors, and the pipes and valves that are needed to connect the pumps to the rest of the plant, control operations and maintain safe operation.
We therefore need a semantics of systems that can be used to model the design of processes. Following the READI Information Modelling Framework (Fjøsna and Waaler, 2021), we have chosen to use the Reference Designation System (RDS) (Balslev (2020); Balslev and Barré (2022)) classification defined in ISO/IEC81346-2 RDS (IEC TC3, 2009b). This provides a hierarchical classification of systems based on “viewing each object as a means of performing an activity often with an input and output” (p8). Systems that perform multiple activities are classified according to their primary activity. The standard seems to use the terms “activity”, “intended purpose” and “task” as synonyms. This standard lacks semantic rigour, so we have sought to supplement it with system concepts from OntoCAPE.
The RDS used is the O&G RDS proposed by the READI Joint Industry project (READI, 2020) (https://readi-jip.org/reference-designation-system-for-oil-and-gas/) for oil and gas processes. This follows ISO/IEC81346-2 closely, with a set of “Oil & Gas Systems” at the top level of the classification. It then follows with a set of technical systems, which are then developed to component systems, as defined in ISO/IEC81346-2.
A different RDS has been developed in Germany for the process industry, which is standardized as DIN 6779-13:2018 (DIN-Normenausschuss Technische Grundlagen and DIN-Normenausschuss Rohrleitungen und Dampfkesselanlagen, 2018). They build a hierarchy of functional systems where a chemical complex is broken down into processes, process sections and unit operations. This corresponds to a plant breakdown into plant sections, technical equipment and components. The coding used deviates from ISO/IEC81346-2. Technical systems are designated by a single letter, whereas ISO/IEC81346-2 uses two letters. Thus, “C” designates a storage system, whereas ISO/IEC81346-2 uses “QA”, “QB” or “QC”, depending on whether gas, liquids or solids ar stored.
Component systems are designated in DIN-6779-13 by two letters, whereas ISO/IEC81346-2 uses three letters. The letters chosen are the first letters in the corresponding ISO/IEC81346-2 codes. For example, DIN-6779-13 uses “GP” to designate a system for pumping fluids, whereas ISO/IEC81346-2 uses “KE” to designate a pumping technical system and “GPB” to designate a centrifugal pumping component system. Work is underway to provide semantic mappings between the ISO/IEC81346-2 RDS and the DIN 6779-13 RDS.
Aspects are a vital part of our modelling approach. ISO/IEC81346 (IEC TC3 (2009a); Balslev (2020)) defines three aspects for any object or system:
• what an object is intended to do or what it actually does: the function aspect. Objects in this aspect are coded with an equals (=) sign.
• the means by which an object does what it is intended to do: the product aspect. Objects in this aspect are coded with a minus (−) sign.
• the intended or actual space occupied by the object: the location aspect. Objects in this aspect are coded with a plus (+) sign.
This approach is also adopted by OntoCAPE, which defines the concept of aspect systems. A chemical process system is broken down into process unit objects, which are then modelled by different but linked aspect systems (Marquardt (2010),p244), as shown in Figure 4.
• A process system to model the function aspect. This is built up of process step objects, each of which represents the function of a process unit.
• A plant system to model the realization aspect. This is built up of plant item objects, each of the which represents the realization of the process unit, i.e. the actual equipment used.
[image: Figure 4]FIGURE 4 | Aspect models in OntoCAPE.
Note that the function and realization aspects in OntoCAPE correspond to the function and product aspects in ISO/IEC81346. Note also that the Chemical Process System and Process Unit objects are not explicitly used in the framework.
3.3.6 Modelling material properties
OntoCAPE uses the concept of a material amount, as shown in Figure 4, to represent the behaviour of a process unit. This behaviour aspect model is essential for Zero Defect O&M, as manufacturing processes in the process industries have a primary function of producing materials with a specified composition and thermodynamic state. Quality of product consists of achieving and maintaining these specifications.
This means that a behaviour model, an interoperable representation of material properties and chemical thermodynamics, is needed in any system model of a processing plant. Here we use a model based on OntoCAPE and the CAPE-OPEN standard for interoperability of simulation (van Baten and Pons, 2014). A Material object can be associated with any port with a material interface. It corresponds to the material amount concept in OntoCAPE. The Material object contains the state of the material at this point: temperature, pressure, composition and flow rate. If a material consists of several phases, the material object can reference one or more Phase objects. These contain the composition and flow rates of each phase. The structure of Material and Phase objects is described by a Material Template object. This framework allows us to link requirements on composition, purity, flow, temperature and pressure to any port in an asset model. It also simplifies data transfer to and from common process simulation tools, as it reproduces the CAPE-OPEN data model.
3.3.7 Linkage to design work-flows and artefacts
We can summarize the presentation of our framework by linking it to the process design work-flows and artefacts. Figure 5 shows how our model works. Design of a new chemical plant or oil field begins with functional design, where large systems are proposed to fulfil the requirements expressed in the design basis. These design choices are documented in a facility or field block diagram. Each of these large blocks is then broken down into the technical systems needed to meet these requirements. This breakdown is documented in a Process Block Diagram. Each technical system is then broken down into component systems, as can be shown on a Process Flow Diagram. Each block at this level corresponds to specific unit operation, where we have a clear idea as to the equipment needed to realize this function. However, every piece of main equipment in a plant needs a set of supporting functions (for example, monitoring, controlling, relieving, draining and isolating) to be implemented if it is to be run and maintained properly. We therefore extend our functional modelling to include these functions. This can be documented on a new type of diagram, that we call an Intelligent PFD.
[image: Figure 5]FIGURE 5 | Summary of the framework for process design.
All this modelling uses functional system blocks and is in the function aspect. All our design is based on applying functional requirements to the process to obtain the design window for the equipment in the plant. We are now able to realize this functional model by building a corresponding model in the product aspect. This provides the plant items (functional specifications of equipment) that are shown in a Piping & Instrumentation diagram, 3D model and equipment list. We can then link this model further to an object in the installed aspect that contains information about the actual installed piece of equipment.
This approach is best explicated by considering a specific example. Here we present and discuss a functional model of a well-known benchmark problem: the Tennessee Eastman Process.
4 APPLICATION TO THE TENNESSEE EASTMAN PROCESS
4.1 Description of the process
The Tennessee Eastman process is a chemical process that was published for use a research benchmark for plant-wide control design (Downs and Vogel, 1993). In the two decades since it was published, it has been used by many workers as a basis for work on plant control (Lyman and Georgakis (1995); Rodriguez and Marcos (2002); Vinson et al. (1995)), optimization (Jha and Okorafor (2014); Jockenhövel et al. (2003)), simulation (Cameron and Gani (2011); Martin-Villalba et al. (2018)), monitoring (Chen et al. (2014); Jiang and Yan (2015); Lau et al. (2013)), education (Udugama et al., 2020) and generation of synthetic datasets (Andersen et al. (2020); Capaci et al. (2019)). We will use the process to demonstrate how our system modelling can be used to structure design decisions and information about the process. We also use the process to validate the applicability of our RDS system blocks.
There are eight chemical species in the system: four reactants (A,C,D and E), two products (G and H), a by-product (F) and an inert substance (B). The reactions that can occur are as follows:
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The process flow diagram is shown in Figure 6. It shows a process that consists of a stirred, cooled chemical reactor. Exothermic reactions here produce a vapour product that is partially condensed. The liquid and vapour are then separated in a drum. The vapour is then compressed and recycled to the reactor, with a purge stream used to control the level of impurities (B and F).
[image: Figure 6]FIGURE 6 | The Tennessee eastman process, from Downs and Vogel (1993).
The liquid from the separator is pumped as reflux to a stripper column, which is fed with component C. The bottoms from this column form the product stream (G and H), while the vapour from the stripper is recycled to the reactor, as it contains reactants.
Cao et al. (2021) applied an ontology-based modelling framework to this process. They used a very simple ontology based around the concept of a procedure, that is related to 1) an operation, with in and out flows, 2) materials, raw materials and products and 3) performance indicators (cost, environmental impact, energy, carbon and safety). This allowed them to produce a knowledge graph that represented the unit operations and material flows in the process. They then proposed that this graph could be used for fault analysis and reasoning. Our model is semantically richer, but we envisage that graph models like this could work together with our framework to solve specific ZDM problems.
4.2 Modelling the process
4.2.1 Level 1: The process block
We model the process in three steps. We first represent the entire process by a single system. The primary function of this system is to convert A, C, D and E into G and H. We therefore use a = D Processing System block to represent the overall behaviour of the plant. This block has four material inlet ports (XL1 [0] to XL1 [3]), two material outlet ports (XL2 [0] and XL2 [1]), and an electrical energy port (XD1 [0]) that can be used to model the plant’s power consumption. This block is shown as the frame in the top-level process block diagram shown in Figure 7.
[image: Figure 7]FIGURE 7 | The top-level model of the Tennessee eastman process.
4.2.2 Defining material properties
We need to structure the material properties in the system. We do this by defining a Material Template object that provides the template for specified and calculated Material objects at ports and inside blocks. The Material Template refers to eight Chemical Component objects, one for each of the components A to H. The Chemical Component object can store pure component properties for each species.
4.2.3 Level 2: Top-level modelling: Process block diagram
The plant is then broken down into functional systems, as shown in Figure 7. Here we code the systems with two-letter, technical system codes from ISO/IEC81346-2 and the O&G RDS. We are interested here in what is done, not how it is done. We therefore decompose system D1 into the following sub-systems:
• A =KL Chemical Reaction system, =KL1.
• Two =KC Separation systems, =KC1 and =KC2.
• A =KJ Thermal Exchange system, =KJ1.
• A =KK Compression system. =KK1.
Each of these represents what DIN 6779-13 calls a process section (Verfahrensabschnitt).
We can then connect ports to build the flow topology of the process. Here a connection means that the ports connected coincide and have the same state. We also connect ports in which material enters or leaves the process to corresponding ports in the parent system. We do this for the feeds, the purge and the product stream.
We also draw cooling water and steam from utility systems. It is likely that these are part of some site infrastructure. We can represent them in the design by two =JA Fluid Transportation systems, =JA1 and =JA2.
4.2.4 Activities or functional blocks?
We could choose, like Hernandez et al. (2016), to model the system function with an activity diagram. This is shown in Figure 8. Here we see that there is a one-to-one mapping between activities and functional blocks. The topology is also the same, and we could associate Material objects with the flows between activities. However, we do not recommend using activity diagrams for this analysis. SysML activity diagrams are designed for detailed modelling of system behaviour, not the high-level functions shown here. They are also redundant. All information in an activity diagram is mirrored in the block definition diagrams. Use of block definition diagrams also enables us to use consistent modelling at all levels of the asset model. However, it is useful to retain activities as they provide a link between our functional systems and the ISO15926 family of semantic models.
[image: Figure 8]FIGURE 8 | The top-level activity model of the Tennessee eastman process.
4.2.5 Level 3: Middle-level modelling: Process flow diagram
We can now look at each technical system in turn and ask how the desired functionality is to be achieved. The results of these analyses are recorded in the Process Flow Diagrams for each process section. Here we define the component systems that are required to provide the function of each process section. A component system specifies both what is done and how it is done. It corresponds to a unit operation (Grundoperation) in DIN 6779-13.
We have done this for all the process sections above. The results are shown in Figures 9–13 for the reaction, compression, thermal exchange and two separation systems respectively.
[image: Figure 9]FIGURE 9 | The second-level model of the chemical reaction system.
[image: Figure 10]FIGURE 10 | The second-level model of the compression system.
[image: Figure 11]FIGURE 11 | The second-level model of the heat exchange (condenser) system.
[image: Figure 12]FIGURE 12 | The second-level model of the separating (gas-liquid separating) system.
[image: Figure 13]FIGURE 13 | The second-level model of the separating (stripping distillation) system.
In a process flow diagram systems are represented by symbols that resemble the equipment that will realize the main function of the system. We are thus also interested in the flow topology between these symbols. We need to be able to represent divergence and convergence of connecting flows. This is done by defining two functional systems: an =XMC Diverging Tee and an =XMC Converging Tee.
We also need to define the controlled variables and manipulated variables for overall process control. We will need a =B__ Monitoring system for each controlled variable and a =Q__ Control Element system for each manipulated variable. These are examples of the type of supporting systems we need to make the process safe and operable.
4.2.6 Lower-level modelling: Supporting functions and transfer to the product aspect
We would then continue the decomposition of each component system into a further diagram where we specifiy the supporting functions that are needed to run, maintain and operate the system. For example, consider the chemical reactor. It must be protected from high temperature, low level, high level, low pressure and high pressure. This means we need to introduce monitoring and protection (PSV) functions. We need to be able to isolate the vessel for cleaning and maintenance. We must be able to prevent reverse flow into the vessel. We must be able to drain the vessel. We also need supporting functionality that is provided by equipment internals and fixtures. For example, heating will require a heating coil or tube bundle. Demisting will require a cyclone or a demister pad.
Each of these functions is realized by specifying and installing equipment on the plant. This equipment is shown on the piping and instrumentation diagram and can be represented by a block in the product aspect. We can move from the function aspect to the product aspect by:
1. Specifying the equipment needed to realize the main function of the component system. For our chemical reactor this is a pressure vessel with a heating coil and an agitator.
2. Specifying the equipment that is needed to convey material, energy and power to and from the main equipment.
3. Specifying the equipment needed to implement each supporting function.
The specification of equipment is done using engineering standards and a design window of flow, pressure, temperature and composition, that is generated by the functional design. Using this approach we can relate every piece of equipment in the plant to some functional system. This allows us to trace the design choices for each piece of equipment back to the functional requirements of the system of which they are a realization. This allows us to identify common requirements at the highest possible level and maintain consistency in equipment choice.
5 BUILDING A ZD-O&M MODEL FOR THE TENNESSEE EASTMAN PROCESS
5.1 Introduction
In this section we demonstrate how we link design requirements to the functional model so that it captures design intent and provides a framework for ZD-O&M. This is done using the original description of the Tennessee Eastman process in Downs and Vogel (1993). They provide a textual description of the process, its objectives and constraints. Here we work through the paper, showing how we link this information to the asset model. We also use the design rationales described in Udugama et al. (2020). We work downwards through the model, identifying relevant requirements and constraints at each level. Requirements and constraints at the higher level are inherited as we move down the hierarchy of systems.
5.2 Modelling at the top level: Design facts and high-level requirements
5.2.1 Design facts
At the top level, we have a priori information about the process. We call this information design facts, although, in practice, they may be only assumptions or estimates. These can be modelled as constraints on parameters in the ports or blocks in the model.
• The process handles eight chemicals: four reactants, two products, an inert and a by-product.
• The stoichiometric matrix for the reactions Eq. 1 to 4 is known.
• The kinetics of each reaction is known.
• A liquid phase catalyst is needed for the reaction.
• Knowledge about the upstream supply of feed materials, with maximum available flows for each stream. Disturbances in three of the feed streams will create disturbances in upstream processes. The third stream (component E) has upstream storage.
• The chemical composition, pressure and temperature of each of the feed materials.
5.2.2 Design requirements
We then look at the overall process and impose the following design requirements:
• A purge stream is needed to avoid build-up of inert and by-product.
• We want to produce three different product mixes: 50/50, 10/90 and 90/10 mass ratios of product G to product H.
• Purity constraints on the product, percentage of by-product F in product stream.
• Variability of flow rate of product must be kept within ±5%
• Variability of composition of G in product must be kept within ±5 mol%.
These constraints and requirements are shown in Figure 14. We can then perform mass balance simulations around the entire system to calculate nominal and maximum flows for all feeds and products with the three product mixes, subject to the known limits on the feed flows. We associate these values with the model as constraints, associated with different design cases. These values provide an operating window for designing the process at the middle level.
[image: Figure 14]FIGURE 14 | Top-level constraints and requirements.
5.3 Modelling at the middle level: Constraints and operating windows
5.3.1 Context
We now have a set of overall constraints on the plant, and can now focus on the sub-systems needed to achieve this reaction and separation. This breakdown is shown in Figure 7. In a green-field design we may consider several different possible arrangements of these unit operations. We now need to impose new functional requirements and constraints on each of these unit operations. For reasons of space, we present this process for only one sub-system, the reaction system.
5.3.2 The reaction system at the technical system level: What we need to do
Udugama et al. (2020) give a summary of the functional requirements for the reaction system:
“The objective of the reactor is to convert the feed components A, C, D and E into the products G and H. Component F is produced in the reactor as a result of side reactions and represents a yield loss. The temperature and the pressure of the reactor are critical process safety variables which need to be well controlled. The reaction is homogeneously catalysed, whereas the non-volatile catalyst remains dissolved in the liquid that is retained in the reactor. From a process control point of view, controlling the pressure, temperature and the liquid level in the reactor are important as all these variables have a direct influence on product generation and separation.”
At this stage of the design, the concept of level of liquid in the reactor is rather a material hold-up or residence time, as we have not yet sized the reactor vessel.
We can reformulate this text description as a set of refined functional requirements and constraints. This requires process calculations and steady-state simulation of the system. Here we derive detailed requirements from the broader requirements at the higher level.
• Requirements on product mix, purity and variability of G generate requirements for the reactor:
• Residence time in reactor must be sufficient to achieve desired production, purity and product mix.
• Temperature in the reactor must be controlled to achieve desired production, purity and product mix.
• Pressure in the reactor must be controlled to achieve desired production, purity and product mix.
• The reactions are exothermic, heat is generated. This means that:
• The system must be protected from high temperatures.
• The system must be protected from high pressures.
• The system will need to be externally cooled.
We now use these requirements to calculate constraints and operating windows for the following system parameters:
• Temperature - design and maximum.
• Pressure - design and maximum.
• External cooling duty (a constraint on port XQ1).
This is shown in Figure 15.
[image: Figure 15]FIGURE 15 | Technical-system-level constraints and requirements.
5.3.3 The reaction system at the component system level: What we need to do and how to do it
We see from the above analysis that we need provide the following component systems to conduct the process defined above. This requires us to make some choices about the unit operations to be used and we need to think about the how the functionality will be delivered. We make the following choices:
• The reaction component system will be a continuous stirred tank system.
• This means that we will need a motor system to drive the agitator in the reactor.
• Cooling will be provided by a heat exchange system.
The constraints and requirements from the higher level transform into constraints and requirements on each component:
• Cooling duty gives rise to the following constraints:
• Area of heat exchanger.
• Cooling water flow.
• Speed of agitator.
• Power of motor.
• The residence time gives rise to
• Size of the stirred-tank system.
• Operating, maximum and minimum level.
Constraints on controlling temperature and pressure follow on from the higher-level model.
5.3.4 Realizing the systems
At this stage we have identified systems that correspond to the main processing equipment. We then need to add supporting functionality, such as shut-down and pressure relief valves. Once this is done we can apply design standards to specify the reactor size, shape and shell thickness, the agitator design, the motor model and the heat exchanger bundle type and size. This is the sort of information that is maintained in conventional engineering information systems and links to maintenance and asset management systems. What we have shown above is a framework that tracks the rationale behind the performance constraints that we will use in a Zero-Defect operation and maintenance program.
6 CONCLUSIONS AND PERSPECTIVES
This paper has described and given a practical example of a top-down functional system breakdown of a complex production facility. We believe that this approach provides a valuable way to capture, share and reuse design rationale to ensure that we have zero defects in the process plants we build and operate. To be scalable, sharable and interoperable, the model must have a defined and standards-based set of semantics. We have not presented the semantic technologies used to support this, as our focus has been on the content and domain example that needs to be represented in the model.
We are currently working on linking semantic models, expressed as ontologies, to the SysML model described here. Once this is done, we will be able to provide unambiguous semantics for each block and parameter in the model. This will allow automated reasoning about the model and its contents. Such reasoning can be used in engineering to check the consistency of design decisions and verify that purchased and installed equipment meets requirements. In operations and maintenance we can link design rationale to each individual quality metric. This supports diagnostic reasoning and could enable autonomous operation.
The reader will note that we have not used semantic languages such as OWL 2 and RDF in this paper. This is deliberate, as our focus here is on developing a framework for using systems concepts to organize our process and plant data. The choice of technology is secondary to the model. We believe that the framework will consist of three, interacting data stores, as shown in Figure 16.
[image: Figure 16]FIGURE 16 | A possible architecture for our framework.
Adopting a system engineering modelling approach offers us the opportunity to examine how comprehensive frameworks such as MSDISE, Model-driven Interoperability for Systems Engineering (Zacharewicz et al., 2020) can be translated from the manufacturing domain to the process industries. Our modelling framework reflects only a small part of the modelling domain described there. We believe, however, that our model can capture the core data needed to design, validate and operate process facilities. This system-oriented structuring of design information also offers a context for linking requirements that are represented as computable statements rather than text (Lebeaupin and Rauzy, 2020).
The system-based asset model is a collection of instances of objects, such as SysML blocks, with ports, parameters and interface definitions. We assign a type to the entities in this model using a semantic model and reference data, implemented using semantic technologies. This model refers to the asset model and can be used to check correctness of the asset model and reason about content in the asset model. Both of these models represent structure of the data. Neither the asset model nor the semantic model are suitable for storing the design data itself, the characterizations of the model, in a scalable way. In design and operation there will be many data sets that refer to a specific parameter in an asset model. For example, the discharge pressure for a pump will be referred to by:
• A design constraint for normal operating pressure.
• A safety constraint for maximum design pressure.
• Calculated values from a number of design cases.
• Real-time data from the plant’s monitoring system.
Our ambition is to use the asset model to contextualize this data in the systems in which it is best stored and manipulated. This requires interoperability and mapping between the data stores for the characterizations. The semantic model provides this, while the asset model gives the context for each data item.
There is a pressing need for research, standard development and implementation to bring this vision to reality. This paper provides a practical example that can stimulate thought, validate semantic models and facilitate adoption of systems thinking in data management for process engineering.
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