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Viruses are the most abundant biological entities in the world's oceans. Their potential control on the dynamics and diversity of bacterioplankton and some phytoplankton groups, and consequent effect on the flow of energy and matter in food webs, may be argued as beyond dispute. Paradoxically, their importance seems to be persistently underestimated by marine modelers, frequently by exclusion, despite the uninterrupted volume of knowledge advanced during the past decades. Bridging the gap between knowing and modeling the role of viruses is, undoubtedly, one of the upcoming frontiers to be crossed in modeling the plankton. This paper has a two-fold objective: (1) review the knowledge on the roles of viruses in marine systems that has been put forward over the past decades, and (2) see how viruses have been incorporated into marine ecosystem models, along with the factors that are limiting their inclusion.
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INTRODUCTION

When the study of marine viruses had its boost back in the 1980's, one of the most significant findings was that they are more abundant in marine ecosystems than previously thought, frequently more abundant than bacteria (Bergh et al., 1989; Børsheim et al., 1990; Bratbak et al., 1990; Proctor and Fuhrman, 1990; Suttle et al., 1991). The studies showed a natural abundance of viruses typically on the order of 1010 L−1, but ranging from 3 × 108 L−1 to 1011 L−1 (Fuhrman, 1999; Noble and Fuhrman, 1999; Wilhelm and Suttle, 1999). This was, unquestionably, one of the most substantial advances in marine biology by the end of the twentieth century. Given their size, viruses are a component of dissolved organic matter (DOM) (Benner et al., 1992; Middelboe et al., 2003), and account for 1–5% of the standing stock of marine biomass, despite their abundance (Libes, 1992; Suttle, 2005; Sandaa, 2008). Apparently, viruses are the smallest and surely the most abundant organisms in the sea, and the full implications of their role in the microbial loop is still to be determined. When compared with other biological entities, viruses are dynamic and change rapidly in abundance, and the fact that there are significantly more viruses in near-surface waters suggests a coupling with other upper-ocean biological processes (Bratbak et al., 1990; Wilhelm and Suttle, 1999; Brum et al., 2014; Brum and Sullivan, 2015).

Viruses commonly use specific channels on the cell wall to inject their genetic material into hosts (Fuhrman, 1999), such as the receptors through which bacteria and phytoplankton take up nutrients (Böhm et al., 2011). Thus, lytic viruses act by infecting, multiplying within and bursting (lysing) the host cells to release the progeny viruses. One major consequence of this process is the release of DOM, plus some particulate organic matter (POM), which has an important role in the regeneration of nutrients. Thus, viral infection is an extremely efficient way to convert biomass into dissolved and particulate detritus readily available to bacteria (Fuhrman, 1992; Middelboe et al., 1996; Gobler et al., 1997). This, in turn, has repercussions through the entire food web considering the close coupling between heterotrophic bacteria and phytoplankton (Lancelot and Billen, 1984; Vanduyl and Kop, 1988; Brussaard et al., 1995).

While the roles of viruses in microbial food webs were the focus of most studies during the 1990's, the dawning of the “omics” era in the 2000's widened the scope of their study (Breitbart et al., 2002; Culley et al., 2006; Martínez et al., 2014; Hurwitz et al., 2016). Viral metagenomics has not only confirmed what was previously known about viruses, but it also shed new light on topics such as geographical patterns (Angly et al., 2006; De Corte et al., 2016), and the relationship between their diversity and abundance with biotic and abiotic variables (Breitbart et al., 2004; Dunigan et al., 2006). Recent works have definitely confirmed the early views on viruses as fundamental drivers of many ecosystem processes (Hurwitz and Sullivan, 2013; Malits et al., 2014), and even manipulators of the marine environments (Rohwer and Thurber, 2009).

Paradoxically, viruses are the most abundant organisms in marine ecosystems, and key players in marine food-web, but infrequently handled in marine ecosystem models. In a way, the extensive knowledge gathered over the last two decades on the role and importance of viruses in aquatic systems, clearly expressed in exhaustive reviews (e.g., Proctor, 1997; Fuhrman, 1999; Wommack and Colwell, 2000; Weinbauer, 2004; Suttle, 2005; Dunigan et al., 2006; Brum and Sullivan, 2015), has not been followed by its inclusion into marine biogeochemical models. This paper reviews some early knowledge on the activity of viruses and the follow-up (or lack of it) by the modeling community. The paper is organized in two major sections. The first section presents a brief review of the knowledge on the roles of virus since its heydays in the 1990's up to the recent findings on the processes involved in the dynamics of viruses-host relationships; the second section tackles (a) how this knowledge has been incorporated into biogeochemical models along with (b) some implication of their inclusion.

THE ROLE OF VIRUSES IN THE FOOD WEBS

The Microbial Loop

It is impossible to understand the roles and importance of viruses in aquatic environments without addressing the microbial loop, a designation coined back in 1983 to express the complexity and dynamic behavior of the many interacting ecological relationships in marine food webs (Azam et al., 1983). Early studies depicted the oceanic feeding structures as a simple chain where energy and mass where transferred from one functional group to another, starting with the phytoplankton and leading to fish and other top predators via metazoan zooplankton (Figure 1A). Microbes were seen in loose association with this chain since their contribution to the functioning of the planktonic system was considered to be minor, often disregarded. Subsequent studies on marine planktonic ecosystems, however, revealed a profoundly different scenario. The food chain structure gave place to a food web where the flow of mass and energy between organisms was no longer linear, with bacteria mediating much of the transfers and availability of substrate for other organisms (Figure 1B).
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FIGURE 1. A simplified scheme for the food chain (A) and food web (B) circuits. The inclusion of the microbial loop is highlighted in (B). Note: the general description of detritus used in early depictions of the food chain is replaced by DOM in (B), given its central role; detritus or POM was excluded from the schematics for simplicity.



This flow of mass and energy, known as the microbial loop, comprises one circuit with two distinct loops that strongly converge at the functional level and size class of heterotrophic bacteria (Jumars, 1993). One circuit contains the inorganic nutrients from their entry into primary producers until they became available once again as inorganic nutrients. The other contains the paths followed by organic carbon compounds from the moment of their uptake by heterotrophic bacteria until they are again available in dissolved organic form. Having the capacity of taking up both dissolved inorganic and dissolved organic compounds, bacteria have been assumed to play a central role in this loop and determine the availability of these substances to other organism groups.

At a given point it was even hypothesized that the bulk of nutrients in microbial food webs was recycled within this subcomponent, with little transfer to the classic web (Goldman and Dennett, 1992). While rapid and extensive organic matter recycling may result from microbial processes, the microbial loop can act as a sink for zooplankton production, rather than a supplementary organic carbon source. Another step in the microbial loop is the consumption of the bacteria by protozoa and other microheterotrophic zooplankton. By doing so, predators can also contribute to the remineralization of the major nutrients, a role that was for long attributed exclusively to bacteria (Azam and Hodson, 1977; Andersson et al., 1985). The significant increase in knowledge on the microbial food web and its intervenient lead to the formulation of the so-called “link or sink problem,” according to which there is a pending question on what extent the microbial loop represents a loss of fixed carbon to the system or, instead, it primarily channels fixed carbon to higher levels of the food chain. This question, however, seems to have gathered consensus on the fact that the microbial loop is primarily seen as a sink, based on the fact that it includes several trophic levels and, thus, dissipates a large fraction of the organic carbon as CO2 along the process (Fenchel, 2008).

Paradoxically, researchers knew grazing to be insufficient to explain bacterial mortality in aquatic ecosystems (Bergh et al., 1989), and soon it became clear that their pressure on bacterial production was over-estimated. A corollary of such realization was that protozoan grazing was not the only major cause of bacterial mortality, and that other factors co-operate in the control of bacterial biomass. Besides the bioavailability of DOM, the density-dependent mortality induced by viral infection is another process involved, a concept that rapidly became central to the understanding of the biogeochemical role of bacteria in pelagic food webs.

Information on viral life strategies and their survival mechanisms is of considerable interest, given the impact that viruses have on bacterial abundance. Lytic and lysogenic infections are the most common, amongst a diversity of types of life cycles, with the lytic cycle as the dominant way of viral replication in most aquatic systems (Wilson and Mann, 1997). While ultimately leading to the destruction of the infected cells, the lysogenic cycle is characterized by the infection of host cells by phages and their genome typically remains within the host in a dormant stage (prophage). In the viruses-host relationship, the physiologic conditions of the host cells are determinant in phage infection. Because viruses are entirely dependent on the host for energy and building blocks, it is expected that suboptimal physiologic conditions on the host will affect virus production as well (Maat et al., 2016a). Of particular relevance is nutrient stress or limitation, as phosphorus availability is known to be critically important to viral replication (Wilson et al., 1996; Fuhrman et al., 2011). The dynamic of viruses seems to be also related to local trophic conditions, given that the removal of viruses from the water may be controlled by different causative agents. As suggested by Bongiorni et al. (2005), the fate of viral production follows distinct pathways in oligotrophic and eutrophic systems. In oligotrophic waters, for example, viral loss by adsorption onto settling particles can be six times lower than in eutrophic systems but, alternatively, the impact of UV on virus survival is probably higher than in more eutrophic systems, considering the higher penetration of UV radiation in the less turbid water column.

Early estimates based on abundance, phage production and burst size suggested that approximately one-third of bacterial production could be attacked or infected each day (Bergh et al., 1989; Proctor and Fuhrman, 1990), thus having an important quantitatively impact on bacterial production. Later it was discovered that in some coastal waters viruses are responsible for most bacterial mortality, and the estimate fraction of the bacterial population lysed by viruses each day could range from 6 to 100% (Heldal and Bratbak, 1991; Fuhrman and Suttle, 1993; Fuhrman et al., 1993; Fuhrman and Noble, 1995). Also it was advanced that 60% of the mortality of the free-living heterotrophic bacteria in coastal and open ocean environments could be attributed to viral infection (Proctor and Fuhrman, 1990).

These mortality estimates, based upon limited background data, were somewhat speculative (Fuhrman, 1992), but they clearly indicated the importance of viruses in bacterial population control. Different approaches, relying on conceptual models or other indirect measurements, suggested that losses from viral lysis were in the same range as those attributed to protist grazing (Proctor and Fuhrman, 1990; Suttle and Chan, 1993). For a mesocosms experiment, for example, Fuhrman and Noble (1995) showed that viruses and protists were responsible for similar amounts of bacterial loss (they specifically account for 70–75% of the total apparent mortality with these two mechanisms). Recent findings (Carreira et al., 2015a,b) suggest that previous estimates on bacterial abundances using either epifluorescence microscopy (EFM) or flow cytometry (FCM) may be inexact. Yet, they don't compromise the knowledge on bacterial population control exerted by viral-induced mortality. Other recent studies, however, are questioning the paradigm where bacteria are central in the mechanisms for nutrient recycling, by pointing instead to the importance of mixotrophic organisms (Berge et al., 2016; Caron, 2016; Ward and Follows, 2016), although the question on the importance mixotrophs has previously been raised (Hall et al., 1993; Arenovski et al., 1995; Fenchel, 2008). According to this new paradigm, communities of mixotrophic protist plankton support the bulk of the base of the microbial food webs, having some fundamental differences in the flow of energy and nutrients from the bacteria-dominated microbial food web paradigm (Mitra et al., 2014). This mixotroph-dominated structure implies a shorter and potentially more efficient circuit from nutrient regeneration to primary production, explaining that primary production may be supported by bacterial production.

The Viral Loop

Early descriptions of marine microbial activity provided scarce information on the trophic coupling between DOM, phytoplankton, bacteria, viruses and protozoa. They were also limited on explaining how each of these components, in turn, influence biomass production of heterotrophic bacteria and shape the carbon flux in food webs (Azam et al., 1994). Small flagellates were seen as key players bacteria mortality but, as knowledge increased, it become evident that virus infection contributed significantly to bacterial loss (Bergh et al., 1989; Bratbak et al., 1990; Fuhrman and Noble, 1995; Petersen and Dubilier, 2014; Roux et al., 2014). The overwhelming evidences pointing to virus-induced mortality of bacteria, has noted by Fenchel (2008), made them new players in the microbial loop.

Viral lysis of bacteria has been thought to create a close loop in which bacterial carbon is cycled back to the bacterial population or respired, and nutrients are regenerated (Proctor and Fuhrman, 1991; Bratbak et al., 1992; Thingstad et al., 1993). Consequently, bacterial lysis diverts carbon and other biologically elements away from higher trophic levels or may simply delay their transportation toward them (Fuhrman, 1992), by keeping the dissolved nutrients within the so-called “viral loop” (Suttle and Chan, 1993). This semi-closed trophic loop (Figure 2), fed externally by the release of DOM from phytoplankton and grazers, has the net effect of oxidizing organic matter and regenerating inorganic nutrients (Proctor and Fuhrman, 1991). Viral lysis of bacterial and phytoplankton cells removes a portion of autotrophic and microbial heterotrophic production from protozoan grazers providing, at the same time, a short circuit to the “traditional” concept of carbon cycling. It was even suggested that the recycling of organic material in a bacteria-phage-dissolved organic material loop could lead bacterial production to exceed primary production (Strayer, 1988; Gobler et al., 1997). From these results, the canonical view of the “microbial loop” as a way of loss of organic material from the particulate flux toward larger organisms, and the reincorporation of this organic material via heterotrophic bacteria (Azam et al., 1983), was upgraded with the “viral loop” as a subset. This new loop within the microbial loop is responsible for much of loss from the particulate to dissolved phase. The “viral loop” was not considered as an independent process, but rather as a component of the “microbial loop,” and early estimates suggested that as much as 25% of the primary production in the ocean flows through this loop (Wilhelm and Suttle, 1999). For its capacity to disrupt the microbial loop, it was even advanced that the viral loop leads to a “futile cycle” or “short circuit” of carbon flow, resulting in an energy loss by respiration as the cycle turns (Suttle and Chan, 1993; Azam et al., 1994), since bacteria do not convert DOM into biomass with a 100% efficiency.
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FIGURE 2. Initially proposed as a sub-set of the microbial loop (black arrows), the viral loop (red arrows) was seen as short-circuit for the cycling of carbon and nutrients in the food web. Dashed arrows indicate the flow from and to higher trophic levels.



Viruses also affect the species composition and diversity of the bacterial community because viruses are usually highly host-specific (Heldal and Bratbak, 1991; Roux et al., 2014), while protists can graze on a variety of bacterial species. However, as noted by Fenchel (2008), the importance of viruses is not so much because they affect the total number of bacteria, but rather because they drive successional changes of the bacterial biota. The implications is that higher bacterial species diversity in plankton may occur in the presence of viruses than would be the case if viral action was not present. Additionally, the influence of virus is site-specific, varying according to local trophodynamics in the food web (Ory et al., 2010). Overall, the impact of the viruses on food-web processes depends on the balance between bacterial losses from viruses and from protists (Weinbauer and Rassoulzadegan, 2004).

Viruses and Phytoplankton Mortality

The importance of viruses is further amplified because they are also able to infect a variety of phytoplankton species, implying that the intricate relationship between phytoplankton blooms and bacterioplankton activity may be mediated by virus (Bergh et al., 1989). Phytoplankton is inevitably exposed to high physiological stress in dense blooms which increases cell lysis (Brussaard et al., 1997), where lytic viruses play a significant role by completely destroying host populations within hours to days (Suttle and Chan, 1993; Cottrell and Suttle, 1995; Jacobsen et al., 1996; Bratbak et al., 1998a; Baudoux and Brussaard, 2005). As with viral infection in bacteria, P limitation seems to play an important role in viruses-phytoplankton interactions. The impact of viruses on phytoplankton communities is also related to P-availability as the shortage of this nutrient is assumed to decrease the percentage of lysed cells (Wilson et al., 1996; Monier et al., 2012; Maat et al., 2016a,b). Recently, Maat et al. (2014) have evaluated the outcome of P limitation on viral infection in picoeukaryote Micromonas pusilla, reporting a prolongation of the latent period from 6 to 12 h, and an 80% reduction in viral burst sizes compared to P-replete conditions. Phosphorus stress has been pointed out as a strong selective agent, with some phage having in their genome host-like phosphorus assimilation genes that are upregulated when the host is phosphorous starved, thus promoting P acquisition necessary for phage dispersion (Kelly et al., 2013). In a similar way, it has been reported the presence of host-like photosynthesis genes in phage along with the capacity to express them and actively contribute to primary production during the infection (Sullivan et al., 2006).

Experimental work suggests that viral infection may affect the species composition of the phytoplankton community and significantly reduce primary productivity. Besides the already mentioned high levels of viral abundance and infection on bacteria, infection of phytoplankton is also common during intense episodes of coastal algal bloom (Proctor and Fuhrman, 1991; Yau et al., 2011; Shelford et al., 2012; Hasumi and Nagata, 2014; Stock et al., 2014). Consequently, viral lysis of phytoplankton can significantly affect the partitioning and biological cycling of elements such as C, N, P, Si, and Fe (Gobler et al., 1997), and the potential consequences of viral infection on nutrient cycling has been extensively discussed ever since (Bergh et al., 1989; Heldal and Bratbak, 1991; Proctor and Fuhrman, 1991; Suttle et al., 1991).

Recent findings have corroborated previous views on the roles of viruses in nutrient cycling and energy transfer, but also brought additional insights on how they may structure the phytoplankton community (Baudoux and Brussaard, 2005; Gustavsen et al., 2014). So far viruses have been reported to infect a wide variety of phytoplankton groups including diatoms (Shirai et al., 2008), dinoflagellates (Yuji et al., 2004), prasinophytes (Derelle et al., 2008), and cyanobacteria (Ortmann et al., 2002), among others. While some viruses are able to infect a wide diversity of hosts, including several bloom-forming phytoplankton species from diatoms to flagellates (Tai et al., 2003; Tomaru et al., 2009), others have a narrow host range (Short, 2012), resulting in the lysis of a specific phytoplankton taxon, thus changing the composition of phytoplankton populations.

THE INCLUSION OF VIRUSES IN MARINE MODELS

Why Is It So Important?

The simple recognition that virus and grazing can have the same mortality rate in both phytoplankton and bacterioplankton, but with striking different outcomes in terms of fluxes of nutrients and organic matter, suffices as an argument to consider their inclusion in marine food web models. The loss of bacteria to viruses reflects a significant dissipation of energy in this ecosystem. Recent studies reaffirm that the mortality from viral activity must be considered in studies of bacterioplankton processes (Ory et al., 2010; Magiopoulos and Pitta, 2012), a fact long known, but still not fully realized by marine modelers. Back in 2000 it was stated that our understanding of the planktonic food was incomplete without an hypothesis for the underlying mechanisms controlling viral abundance (Thingstad, 2000). To that, one can add that our numerical models need to include viral activity if we aspire to use them to understand and estimate the balance of energy and matter in marine systems.

The rationale for their inclusion is not too different from the rationale used in the past for the inclusion of bacteria in models. The argument for the inclusion of heterotrophic bacteria, and with it the whole microbial loop, relied on their use of DOM; models with heterotrophic bacteria were able to simulate microbial loop processes, achieving greater detail and dynamics. Other reasons for explicit treatment of the microbial loop in models was their link between the microbial and metazoan food webs, and the possibility to address bacteria-phytoplankton competition for inorganic nutrients (Bratbak and Thingstad, 1985; Fasham, 1993). Since viruses mediate much of these processes, and can change dramatically the fluxes within the microbial loop (Figure 3), their inclusion is obvious. This is, in fact, a strong argument for their inclusion given their role in the production of DOM and consumption of DOC (Hasumi and Nagata, 2014). Together with phytoplankton exudation, grazing-associated losses and detrital turnover, lysis caused by viral infection contribute to the transformation of particulate matter into DOM. Yet, modeling DOM is still a challenge in itself given its complex composition as a heterogeneous biochemical mixture scattered along a size continuum, from free monomers to large particles. As a result, some models attempt to capture some of its complexity (Keller and Hood, 2013; Hasumi and Nagata, 2014), while others explicitly model the role of heterotrophic bacteria but with a simplistic approach to organic matter (e.g., Liu et al., 2015).
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FIGURE 3. Simplified representation of the food web under low (A) and high (B) intensity of viral induced lysis in autotrophs and heterotrophs. Dominant fluxes are represented by dark bold arrows. Dashed arrows denote fluxes from and to higher trophic levels. Red arrows denote viral infection.



An additional reason for the inclusion of viral activity in ecological models rely on their role in the control of phytoplankton blooms (Baudoux and Brussaard, 2005; Brussaard et al., 2005; Malits et al., 2014). Although complex, viral-algal interactions play a key role in the dynamics of phytoplankton blooms. Field studies have corroborated the importance of the role of biological interactions in sudden population changes, evident in the ability of lytic viruses to completely destroy host populations over short periods (Suttle and Chan, 1993; Cottrell and Suttle, 1995; Zingone, 1995; Jacobsen et al., 1996; Bratbak et al., 1998a,b). Not least relevant, and considering the recent efforts in modeling Harmful Algal Blooms (Davidson et al., 2016), the viral-algal interactions are known to contribute to bloom breakdown and dispersion (Baudoux and Brussaard, 2005; Brussaard et al., 2005).

Initial Modeling Approaches to Viral Activity

Initial attempts at modeling the role of viruses in bacterial mortality relied on model-based interpretation of the percentage of bacteria diverted to DOM (Noble and Fuhrman, 1999; Thingstad, 2000). These models, however, were conceptual in nature, and with statistical quantifications of the budgets, and not like the dynamic process-oriented models used currently in marine biogeochemical models. As an example of the potential impact of bacterial viruses, Fuhrman (1992) presented a quantitative model of such a cycle embedded in a steady state food web. The model showed that the inclusion of bacterial loss term due to viruses equivalent to the loss due to protists resulted in a 27% increases in bacterial production, a 37% decrease in export of bacterial carbon to protistan grazers and a 7% decrease in macrozooplankton production. These results are a clear indication that viral activity shifts more production and respiration into bacteria and away from other heterotrophs. However, the static nature of the model prevented its use in the study of dynamic ecosystems and to properly describe the very dynamic process of viral growth. At the same time, Murray and Jackson (1992) advanced a detailed model for the relationship between viruses and planktonic organisms, modeling the lysis of hosts proportional to the density of both host and viruses (as a type-I functional response). So, while lacking a specific component to account for viral activity, and missing some of the viruses-mediated processes that have been discovered more recently, early attempts to model viruses dynamics paved the way for more complex biogeochemical models that had essential components for the inclusion of virus (e.g., the microbial loop).

With the rise of more complex and dynamic models, such as the coupled physical and ecological NPZD (nutrient-phytoplankton-zooplankton-detritus) models, organic matter compartments started to be included. Since then DOM has been addressed in a number of ways in ecological models, based on its size, availability (refractory, semi-refractory, labile), molecular weight, etc. (Chróst, 1990; Lancelot et al., 1991; Kirchman et al., 1993; Blackburn et al., 1996; Walsh et al., 1999; Vallino, 2000), and the microbial loop became a common model component (Baretta-Bekker et al., 1994, 1995, 1997, 1998; Baretta et al., 1995; Vichi et al., 2003, 2004). Another important development in the modeling philosophy during this period was the aggregation of biological components into functional groups. Instead of the simple expression of phytoplankton as chlorophyll a, for example, new phytoplankton groups emerged in models (diatoms, flagellates, picophytoplankton, etc.), consisting on an assemblage of similar functional species based on their taxonomic and physiological properties.

Current State of Modeling

Today the roles of viruses are still a recurrent topic and the study of the microbial loop is far from exhausted (Middelboe et al., 2003; Sandaa, 2008; Ory et al., 2010; Yau et al., 2011; Magiopoulos and Pitta, 2012; Shelford et al., 2012; Xu et al., 2013; Brum et al., 2014; Hasumi and Nagata, 2014; Stock et al., 2014; Liu et al., 2015). Still, viruses are sometimes neglected (e.g., Follows and Dutkiewicz, 2010; Salihoglu et al., 2013), and only a few attempts have been made to model the details of bacterial and phytoplankton viral-induced cell lysis. Early modeling approaches have incorporated viral infection in simple models (Murray and Jackson, 1992), but not on biogeochemical models accounting for the fate of the DOM produced in the process, for example. Model kept evolving in complexity and detail ever since (e.g., Pasquer et al., 2005; Libralato and Solidoro, 2009; Ramin et al., 2012; Hasumi and Nagata, 2014), but viruses have been mostly kept out of this evolution in the algorithms. Some models, however, have addressed the dynamic of viruses with considerable detail, but not in a full ecological modeling framework (Angly et al., 2006), by tackling the specific virus-host relationship (Ruardij et al., 2005) having as a start point previous modeling approaches of virus-host relationships (Murray and Jackson, 1992).

Viral-induced lysis was eventually included in complex marine models with the parameterization of phytoplankton cell lysis largely based on empirical findings. In the ERSEM model, for instance, it was formulated that lysis products from phytoplankton groups were partly particulate and partly dissolved, with the particulate fraction dependent on the actual nutrient cell quota (Baretta-Bekker et al., 1995, 1997, 1998). For primary producers, lysis was defined to included factors such as mechanical damage (e.g., sloppy feeding Imai et al., 1993; Strom et al., 1997), nutrient shortage (Berges and Falkowski, 1998), virus and bacteria activity (Imai et al., 1993, 1995). A way to achieve this consisted in defining a background lysis rate, an increased lysis rate proportional to nutrient stress and a phytoplankton density dependent term. The later had viral activity at its base.

But most models kept addressing the role of virus in an indirect way, mostly as an additional term for mortality, or simply merged in a single loss term that accounts for several processes. Some models have a loss term loss of phytoplankton carbon due to nutrient stressed lysis caused by mechanical failure and viruses (Vichi et al., 2007; Mateus, 2012b; Petihakis et al., 2012; Hasumi and Nagata, 2014), frequently staying close to the approach proposed in early models such as the ERSEM model (Baretta-Bekker et al., 1997; Butenschön et al., 2016). In other cases viruses are assumed to be a minor phytoplankton loss mechanism (Stock et al., 2014), parameterized as weak density-dependent loss term on small phytoplankton, following early and simpler modeling approaches (Suttle, 1994). A summary of the main features of some of these models is listed in Table 1.


Table 1. Examples of models and a summary of their main features.
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Model Components and Examples

From these early attempts, the most basic way to include viral activity in marine ecosystem models seems to be the addition of a density dependent mortality factor to the standard parameterization of a fixed independent mortality factor. This empirical formulation was initially advanced in the ERSEM model for producers (Baretta-Bekker et al., 1997, 1998), and adopted in other models afterwards (Vichi et al., 2004; Mateus, 2012b). This method is graphically depicted in Figure 4A. In this simplistic approach the mortality associated with cell burst or lysis in phytoplankton groups implicitly represents the effect of several mortality processes attributed to different causes, including viruses. Lysis for each phytoplankton group (P) is defined by adding a density-independent term, mdi, with a density-dependent term, mdd:

[image: image]

The density-independent term is defined by a specific background lysis rate in nutrient-depleted situations, rlys, and the intercellular nutrient status or nutrient limiting factor, enp, according to:

[image: image]

The density-dependent term varies according to each producer group biomass, P. There is a model parameter for the reference concentration (or biomass), PR, and another for the specific density dependent mortality rate, [image: image]. The viral-induced mortality, mdd, is calculated as:

[image: image]

The functional response of this simple algorithm is that mortality increases as a response to the increase of the host population (mimicking viral infection). Mortality products are partially dissolved and partially particulate, with the fraction channeled to the POM fraction. The partition of lysed products depends on the actual (QN and QP) and minimal ([image: image] and [image: image]) intracellular nutrient quota for both nutrients, according to:

[image: image]

The resulting fraction for each organic matter pool is then obtained by:

[image: image]

All organic matter components are characterized by three state-variables, one for each pool of elements (C, N, and P) allowing for a variable stoichiometry of all organism groups and organic matter compartments. So, the influence of viruses, while very simplistic in its parameterization, is only a small component in a rather complex model. Table 2 provides a list of the parameters with a description and their units as defined in the original model.


Table 2. List of parameters related to mortality (lysis) of producers in ERSEM-type models (Baretta-Bekker et al., 1997, 1998).
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Despite the apparent simplistic approach of most marine ecological models in the past few decades, the explicit modeling of viruses is thriving in the last few years, nonetheless. Fuhrman et al. (2011), for instance, have performed a detailed mathematical analysis model describing the dynamics of infection by a virus of a host population in freshwater. This model was then modified to include phytoplankton and tested with data from natural planktonic communities from Lake Michigan (Béchette et al., 2013). The model, depicted in Figure 4B, addresses bacteria-virus interactions by dividing bacterial population in two states, susceptible hosts (HS) and infected hosts (HI), both interacting with free viruses (V), and free nutrient (N), represented by dissolved phosphorus. Particulate phosphorus is not a state-variable, but accounted for as P content in the cells and virus. Table 3 provides as summary of model parameters. The free nutrient is uptake by both HS and HI, incorporated into their nutrient content, Q, and used for growth. The uptake of P is thus given by μ(Q)HS and μ(Q)HI for HS and HI, respectively. HS can either die at a constant rate, δ, or become infected (HI). Upon death, the model assumes all P content to become instantly available as free nutrient, both the host P content (Q*) and virus P quota [image: image]. Viral infection, given by kHSV, follows the laws of mass action determined by an infection contact rate dependent on a co-efficient of volumetric host-virus interaction, k, and on HS and V densities. The period between host cell infection and lyses is determined by a death rate of the infected cells due to lysis, λ = 1/T, where T is the latent period; upon cell burst, the number of virus released into the environment depends on the burst size, b. Free virus have a specific death rate, d. Light, temperature and grazing are not considered in the model. The basic equations for the model (excluding algae) are then:
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FIGURE 4. Distinct modeling methodologies of the role of viruses in microbial systems: (A) the ERSEM-type model approach, (B) Béchette et al. (2013) bacteria-virus interaction model, and (C) the NPHZ-V multitrophic model (Weitz et al., 2015). Only (B) shows the complete model; (A,C) only depict a part of the model involved in the activity of viruses. Dashed arrows denote other fluxes in the model. For details on the symbols, please see text and Tables 2–4.




Table 3. List of parameters of a bacteria-virus interaction model (Fuhrman et al., 2011; Béchette et al., 2013).
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Also, the recent model proposed by Cael (2015) describes how virus-nutrient limitation that may occur in bacteria and phytoplankton when viruses inject their genetic material through the same channels used to take up nutrients to the cell. Based on their model that combines a mechanistic (based on first principles) and probabilistic approach, the authors propose several possible virus-nutrient-host interrelationships, thus adding complexity to the already intricate task of modeling the roles of viruses but, at the same time, advances a numerical framework for their inclusion. This contribution to food web modeling, however, is limited since the model is built on an individual host perspective for processes occurring at shorter time scales. Nonetheless, this model can be useful to understand co-limitation scenarios, specifically how potential hosts can found balance between maximizing the uptake of limiting nutrient while minimizing viral susceptibility.

While models address some relevant components of microbial food webs with different degrees of complexity, they fail to include others. Hasumi and Nagata (2014) for example, model the cycle of DOM at a global scale including the microbial loop with heterotrophic bacteria, the effect of viral lysis in their mortality (although viruses are not explicitly resolved), and a rather detailed parameterization of organic matter, but having only one general group for phytoplankton and another for zooplankton, two nutrients (N and Fe), and lacking mixotrophy. Previously Keller and Hood (2013) had proposed a C-N model with a significant degree of complexity to study the cycling of DOM in idealized oceanic conditions, including two size classes of phytoplankton, two size classes of zooplankton, heterotrophic bacteria and virus, nutrients (nitrate and ammonium), DIC, detritus and several pools of DOM (labile, semi-labile, and refractory for both N and C). In this model, viruses infect bacteria and both phytoplankton groups with the resulting mortality calculated based on a fixed infection rate for each group and dependent on virus and host densities (type-I functional response), while the decay of viruses is calculated with a quadratic mortality rate. Vallina et al. (2014), on the other hand, uses a global model application to study the relationship between phytoplankton diversity and productivity, with as much as 64 phytoplankton species, two predator size-classes (micro- and meso-zooplankton) and several element cycles. However, the model has no mixotrophs and viral activity, nor it has an explicit representation of the microbial loop, but instead a constant degradation rates of bacterial remineralization. Also at a global scale, the model by Stock et al. (2014) to assess carbon and energy flows through the marine planktonic food web considers several functional groups of organisms (three for phytoplankton, three for zooplankton and heterotrophic bacteria) and organic matter pools; their model, however, assumes lysis caused by viral activity as a weak density-dependent loss term for the small phytoplankton group, and rely on the assumption of heterotrophic bacteria being strictly remineralizers, thus not competing with phytoplankton for inorganic nutrients. Even models of bacterial dynamics, such as Liu et al. (2015), lack some basic components like multiple pools of organic matter, mixotrophy or viral-induced lysis on bacteria.

A more extensive and detailed work on the inclusion of a virus component in a multitrophic ecosystem models was recently proposed by Weitz et al. (2015). The authors have started from a relatively low-complexity model representation including organic and inorganic nutrients, phytoplankton (cyanobacteria and eukaryotic autotrophs), heterotrophic bacteria and zooplankton (NPHZ model). Unlike previous models, however, viruses were included with greater detail in the parameterization, allowing the study of the consequences associated with alternative fates of infected cells and virus particles in a systems context. This new modeling method has established a new type of models, the NPHZ-V models (Figure 4C), including three groups of microbes (functional groups): heterotrophic bacteria (H), cyanobacteria (C), and eukaryotic autotrophs (E), each exclusively infected by a group of viruses, VH, VC, and VE, respectively. All three groups of microbes are predated by a general zooplankton group and nutrients are described as concentration of bioavailable organic (xON) and inorganic matter (xIN). The infection of each host group occurs at a rate proportional to the product of a group-specific lysis rate (ϕVH, VC, VE), and the host and respective virus densities (type-I functional response). This loss term is represented as follows for each microbial group:
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where (…) denotes the remaining terms in the mass balance equations (also hereafter). Model parameters related to viral activity can be found in Table 4. Death of infected hosts releases a virus burst depending on the burst size (βH, C, E), a group-specific parameter. Viral decay is proportional to each viral group density and a specific viral decay rate (mVH, VC, VE). The evolution of viruses in time is thus achieved by the balance of these two terms, according to:
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Table 4. Non-exhaustive list of parameters for heterotrophic bacteria (H), cyanobacteria (C), eukaryotic phytoplankton (E), and virus (V) in Weitz et al. (2015) multitrophic NPHZ-V model.
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Finally, lysis also releases bioavailable organic matter (xON): a fraction from viral decay depending on N content in the released viruses, qV, and another fraction as lysed products calculated as the difference between N content in hosts, qH, C, E, and qV. These terms are expressed as:
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Faced with these recent advancements in modeling viruses the obvious challenge seems now to be the inclusion of these concepts and algorithms, or at least part of them, in similarly complex biogeochemical models. As Weitz et al. (2015) challengingly points out, this new approach on modeling viruses may account with greater detail for the potential effects that viruses have within multitrophic communities, and test some long-standing hypotheses concerning the role of viruses dynamic nutrient feedbacks and their quantitative parameterization. Ultimately, the NPHZ-V model can be seen as the dawning of a new era in predictive global Earth system models.

It's an unquestionable fact that the complexity of models and model applications has continuously increased over the past two decades. Still, viruses are yet to become a common component in marine models, as other relevant state-variables and processes related with the microbial loop such as mixotrophy, several functional groups and elements, or detailed parameterization of organic matter. Mixotrophy is of particular interest given that mixotrophic organisms also have a significant impact on bacterial populations. Despite being known as important player in the microbial food webs, only recently mixotrophs have received attention in modeling studies (Ward et al., 2011; Mitra et al., 2014; Berge et al., 2016; Ward and Follows, 2016). The inclusion of these “perfect beats” combining several modes of nutrition requires additional inclusion of complexity into models, as shown by Flynn and Mitra (2009); stoichiometric implication must be considered by the model, by which the C-to-nutrient ratios must be explicitly expressed for the mixotrophs and food source, otherwise the model is doomed to fail to reflect the reality of the trophic interactions, both at the mixotrophs level as on the ecosystem level. ERSEM type models that rely on a functional group approach have mixotrophs by combining code from producers and consumers (Baretta-Bekker et al., 1995, 1997; Baretta et al., 1995; Vichi et al., 2007; Mateus, 2012a). However, this method of inclusion of a full description of mixotrophy into models has its own problems, such as an increase in complexity and computational costs. To solve the complexity problems associated with the functional group approach, Berge et al. (2016) have recently proposed an alternative way to model mixotrophs using a trait-based approach to represent the full spectrum of trophic strategies.

FINAL REMARKS

The full inclusion of the role of viruses is surely one of the challenging tasks in the development of end-to-end models that try to embrace processes and biological entities with spatial scales differing many orders of magnitude (e.g., from viruses to whales) (Travers et al., 2007; Fulton, 2010; Griffith and Fulton, 2014). Currently available biogeochemical models for marine systems are overly complex, and the inclusion of additional algorithms to account for viruses, with the detail addressed above is a challenging task. However, the potential impact of viruses on the flow of energy and matter seems to be too important for their exclusion. Ultimately, the inclusion of viruses may lend additional insights into more enduring topics such as the link or sink problem in the carbon cycling (Vichi et al., 2004; Fenchel, 2008), as well as on more recent topics such as the role of mixotrophs (Mitra et al., 2014) and the relationship between the limitation of nutrients and viral infection (Béchette et al., 2013).

The level of detail that some models have, with a density-dependent mortality term as a proxy to viral-induced lysis (akin to a closure function for hosts), can be seen as a compromise solution. As elegant as these solutions may be, their realism can be questioned. As studies reveal new details on virus-host dynamics (Schroeder et al., 2003; Martínez et al., 2007; Rosenwasser et al., 2014), the simple assumption that it is possible to mimic host infection and lysis, using only a density-dependent term is being replaced by a more elaborated view of viral dynamics. Environmental conditions are known to influence viral decay rates and latent period between infection and lysis, for example, thus shaping virus-host interactions. The result is that in natural conditions viruses can range over a wide spectrum of functional responses that can only be capture using algorithms more sophisticate than simple closure functions.

Regardless of their complexity, the inclusion of two basic elements can be seen as a way to achieve some realism: (1) an increase in the lysis rate as a function of host (phytoplankton and heterotrophic bacteria) density, and a (2) detailed description of organic matter components, both in type (dissolved and particulate), state (labile, semi-labile and refractory) and composition (variable stoichiometry). For now, available models offer different ways to simulate viruses, with significant degrees of complexity and sophistication. One thing seem to be certain, however, namely that the increase in complexity in modeling viral activity will eventually fail to meet its objectives if embedded in a simplistic model of the food web. Overall, some of the topics that will surely deserve attention, both related to viral activity and the food web dynamics, may be:

• The classification of DOM into a larger number of categories and the identification of different processes controlling different fractions of DOM (Keller and Hood, 2013; Hasumi and Nagata, 2014);

• The inclusion of P, critically important for viral replication (Wilson et al., 1996; Monier et al., 2012), but also consider multiple nutrients (organic and inorganic), as they have a significant influence on the physiologic processes of phytoplankton cells and limit their growth;

• A latent period between infection and lysis, proportions of lysogenic vs. lytic virus infection under different nutrient availability (Béchette et al., 2013), and going beyond the type-I interactions between viruses and hosts and the exponential decay of viruses;

• Taking upon the ERSEM model-type approach with multi-element cycles, variable stoichiometry of both living entities and OM, and several functional groups;

• Move toward the new paradigm in food webs where mixotrophy has a central role (Mitra et al., 2014; Berge et al., 2016).

The inclusion of these elements, however, poses serious challenges to the modeling community, as detailed in Table 5, some of which may offer a reason for why viruses are frequently absent in marine models. While most of these challenges are related with modeling options and, consequently, model complexity, the lack of adequate data is clearly the most significant factor hindering progress in modeling marine food webs. Model outputs will only be of any use when rigorously tested by comparing model results against adequate data sets. Since this task relies on data availability, experimental constraints may compromise the whole modeling endeavor, such as the extreme difficulty in the quantification of virus particles in the field, for instance (Wommack et al., 1996; Gledhill et al., 2012; Heider and Metzner, 2014). Also, the difficulties related to assessing the viability of viral particles needs to be considered (Noble and Fuhrman, 2000; Bongiorni et al., 2005), given the significant number of processes involved, such as turbidity that not only affects light penetration but also passively adsorbs viruses, as recently reviewed by Mojica and Brussaard (2014). For the time being, this is a serious limitation, as pointed out by Salihoglu et al. (2013), since insufficient data is a major roadblock to fully explore the comprehensive synthesis capacity, predictive capacities and mechanistic insight of marine models. But until quantitative data on virus-host interaction becomes available, in silico studies will keep on being a valid way, and possible the only, to test hypothesis and to increase our knowledge on the roles of viruses in microbial food webs.


Table 5. Summary of the challenges associated with the inclusion of viruses in marine models.
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Finally, the specificity host-virus relationships and their complexity (Schroeder et al., 2003; Pagarete et al., 2009; Rosenwasser et al., 2014) means that the simple inclusion of viruses as a collective pool in models may be considered too simplistic, or even unrealistic. An objective implication of these relationships is that viruses can only be modeled against their specific hosts, meaning that both viruses and hosts needs to be explicitly modeled. Eventually, this implies that the whole modeling effort must start with field measurements for specific host-virus interactions (e.g., Sorensen et al., 2009; Martínez et al., 2012; Sharoni et al., 2015).

According to Brum and Sullivan (2015), the inclusion of viruses into predictive ecological models will only be a feasible achievement with the collaborative work of experimentalists, theorists and modelers. The complexity of the task at hand demands a multidisciplinary approach. Considering the volumes of knowledge produced over the past decades about the dynamics of viruses, and the significant advances in biogeochemical modeling of marine systems, bridging the gap between knowing and modeling the roles of marine viruses is, undoubtedly, one of the next frontiers to be crossed.
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Baretta-Bekker et al. (1995
ERSEM model (European
Regional Seas Ecosystem
Model)

Béchette et al., 2013

Keller and Hood, 2013

Hasumi and Nagata, 2014

Stock et al. (2014)/COBALT
model (Carbon, Ocean
Biogeochemistry and Lower
Trophics)

Valina et al., 2014

Weitz et al. (2016)/NPHZ-V
model

Liu et al,, 2015

See text and Figure 4 for addliional details on the models of Baretta-Bokker ot al. (1995),

Functional groups.

Producers (diatoms, mixotrophic flagellates,
picoplankton, and dinoflagelates),
decomposers (heterotrophic bacteria) and
consumers (heterotrophic nanofagellates,
microzooplankton and mesozooplankton).

Host (two states: susceptible and infected),
virus, and algae.

Two size classes of phytopiankton (arge and
small), zooplankton (arge and small), bacteria,
and virus

Phytoplankion, heterotrophic bacteria and
zooplankton.

Three phytoplankton groups (small, large and
diazotrophs), three zooplankion groups
(microzooplankton, copepods and large
copepods + euphausids) and heterotrophic
bacteria.

Four major phytoplankion functional groups: 32

small phytoplankton (16 Prochiorococcus and
16 Synechococous) and 32 large.
phytopilankton (16 flagelates and 16 diatoms),
two predator size-classes (generic micro- and
meso-zooplankton)

Heterotrophic bacteria, cyanobacteria,
eukaryotic phytoplankton, viruses (3 groups),
and zooplankton.

Cyanobacteria, diatoms, flagellates, aerobic
bacteria, and zooplankton.

Nutrients/Organic matter

Nitrate, ammorium, phosphate, siicate,
dissolved inorganic carbon, several
pools of organic matter (dissolved labile
and refractory, and particulate) for each
‘essential element (N and P).

Free nutrient (phosphorus).
Nitrate, ammonium, DIC, detritus,

Iabile, semi-labile, and refractory DOC
and DOM.

Nitrate, biodegradable DOM, refractory
DOM and detitus (iarge and smal).

Semi-refractory DON, labile DON and
‘semi-labile DON.

Nitrate, ammonium, phosphate, iron,
siicate and several pools of organic
matter (dissolved and partioulate) for
‘each essential element.

DIN and DON.

Nitrate, ammonium, and phosphate.

Béchette et al. (2013) and Weitz et a. (2015). Legend: N, nitrogen; C, carbon; P. phosphorus;

Observations

Internal nutrient content (quota) with
variable stoichiometry for organisms and
organic matter; includes C, P, Si, Ca, and
O cycles. Lytc actity of viuses
represented by a density mortality term in
producers.

Internal nutrient content (quotal;
development from Fuhrman et a
model; no mixatrophy.
Plankton have fixed G:N ratios, while
detritus and DOM have variable
stoichiometry; no mixotrophy; host death
due to viral nfections defined as a type-|
functional response.

Viruses and profists are not explicilly
resolved but bacterial death processes
(including virallysis and protist grazing)
are considered to mediate the production
of biodegradable DOM and refractory
DOM; no mixotrophy; coupled to an
ocean general circulation model.

Modified version of the TOPAZ
biogeochemical model (Dunne et al.,
2012a,b); Nitrogen s the “biomass
variable" and combined with carbon
according to the Redfed ratio for all
organic material; Viral activity represented
as aweak densiy-dependent loss term
(Sutle, 199¢) on the small phytoplankion
group; heterotrophic bacteria strictly
remineralizers (no competiton with
phytoplankton for inorganic nutrients); no
mixotrophy; includes C, P, Si, Fe, Ca, and
Ocycles.

Coupled to a global circulation model;
does not include an explicit
representation of bacterial activity and the
microbial loop is included through
constant degradation rates of bacterial
remineralzation; no mixtotrophs or
viruses.

L (2011)

Nitrogen as a common currency;
organisms of each population with the
same fixed stoichiometry; virak-induced
mortalty rate proportional to the product
of host and virus density (type-! functional
response); no mixatrophy.

Impact of viral lysis not considered; no
mixotrophy; coupled to a hydrodynarmic
model,

Si, Silica; Ca, Carbonate; O, oxygen; OM, organic matter; DOM, dissolve organic matter; POM, particulate organic matter; DON, dissolved organic nitrogen; DIN, dissolved inorganic
nitrogen: PON, particulate organic nitrogen; DOC, dissolved organic carbon; DIC, dissolved inorganic carbon.
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Parameter Description Units. Values

PR Mortality density dependent concentration mgCm=3 100
s Density-dependent mortality rate d! 001

s Minimal lysis rate a1 0.06
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P cycle

Detailed OM description

Variable stoichiometry

Mixotrophy

Explicit inclusion of viruses

Field data

Challenges

- Increase in complexty for models that have to include P;

- Calibration and valication of DIP and DOP is stil a difficult task in marine models already with the P cycle;
- Data limitations.

- Significant increase in model complexity, possible leading to computational constraints;

- Limited data for parameters and to evaluate model performance.

- Increase in model complexity;

- Additional element cycles mean addilional state-variables for functional groups and OM;

- Data limitations (since these models frequently require organic and inorganic description of G, N, P and Si.
- Alternatives to the combination of producers and consumers algorithms;

- Limited knowledge on the role of mixotrophs.

- The specificity of virus-host relationships and the apparent wide range of hosts for some viruses;

- Incipient knowiedge on the dynamic of iral infection in some groups of phytoplankton and heterotrophic bacteria (atent period
between infection and lysis, decay rates, etc.)

- Data limitations (viruses are generally excluded from most monitoring programs and, given that the acknowledgment of their
importance is rather recent, there are virtually no data sets available);

- Methodological constraints (field measurements of viral particles and their viability are extremely diffiout).
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K

d
b
T
5
Q

Co-efficient of volumetric
host-virus interaction

Death rate of free virus

Virus replication factor (burst size)
Latency period

Death rate of susceptivle host
Virus P quota

Units. Values

Lvirus~! day=! 1.08x 10-11

day=1 1.231
NA 188
day 56
day~! 025
fmol 4.106x 1074

The list is not exhaustive; it addresses key parameters related to viral activity. Please see
cited bibliography for the complete set of model parameters.
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Please see the original paper for the complete set of model parameters.

Description

Lysis rate for
H,C andE

Burst size for
H,C and €

Viral decay
ate for H, C,
andE

Nitrogen
content of H,
C.E andV

Units

L (virus - day)~!

A

day

ol N el

Values

Lower bound  Upper bound

1018

10713

1012
125
125
125
005

5x 10710
5x 10710
5x 1078

05x 10712

10710
10710
1010
50
100
500
5

4x1070
4x107°
4x1077
20x 10712
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