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Turbulent and radiative exchanges of heat between the ocean and atmosphere (hereafter heat fluxes), ocean surface wind stress, and state variables used to estimate them, are Essential Ocean Variables (EOVs) and Essential Climate Variables (ECVs) influencing weather and climate. This paper describes an observational strategy for producing 3-hourly, 25-km (and an aspirational goal of hourly at 10-km) heat flux and wind stress fields over the global, ice-free ocean with breakthrough 1-day random uncertainty of 15 W m–2 and a bias of less than 5 W m–2. At present this accuracy target is met only for OceanSITES reference station moorings and research vessels (RVs) that follow best practices. To meet these targets globally, in the next decade, satellite-based observations must be optimized for boundary layer measurements of air temperature, humidity, sea surface temperature, and ocean wind stress. In order to tune and validate these satellite measurements, a complementary global in situ flux array, built around an expanded OceanSITES network of time series reference station moorings, is also needed. The array would include 500–1000 measurement platforms, including autonomous surface vehicles, moored and drifting buoys, RVs, the existing OceanSITES network of 22 flux sites, and new OceanSITES expanded in 19 key regions. This array would be globally distributed, with 1–3 measurement platforms in each nominal 10° by 10° box. These improved moisture and temperature profiles and surface data, if assimilated into Numerical Weather Prediction (NWP) models, would lead to better representation of cloud formation processes, improving state variables and surface radiative and turbulent fluxes from these models. The in situ flux array provides globally distributed measurements and metrics for satellite algorithm development, product validation, and for improving satellite-based, NWP and blended flux products. In addition, some of these flux platforms will also measure direct turbulent fluxes, which can be used to improve algorithms for computation of air-sea exchange of heat and momentum in flux products and models. With these improved air-sea fluxes, the ocean’s influence on the atmosphere will be better quantified and lead to improved long-term weather forecasts, seasonal-interannual-decadal climate predictions, and regional climate projections.
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INTRODUCTION

Societal Importance of Air-Sea Fluxes

The oceans impact weather and climate by heating (and cooling) the lower atmosphere. In particular, as seawater evaporates, the ocean surface cools; and when the moisture later condenses into cloud droplets, this heat is released, warming the atmosphere. This moistening, and then warming, makes the air buoyant, driving low-level baroclinicity and atmospheric convection, causing wind convergence at the surface and divergence aloft. At the equator, ocean heating of the atmosphere can result in towering convective clouds that reach the top of the troposphere. These disturbances in turn drive teleconnections in the atmosphere, affecting weather and climate remotely. Most dramatically, every 2–7 years, zonal shifts in the surface heating patterns along the equatorial Pacific, associated with El Niño Southern Oscillation (ENSO), lead to climate extremes across the world. Patterns of surface heat fluxes (Figures 1, 2) also affect large-scale atmospheric circulation patterns, with deep convection over the thermal equator forming the upward branch of the “Hadley Cell” that drives trade winds. Westerly jet streams in both hemispheres are likewise associated with vertical-meridional cells in the midlatitude and high latitudes. Again, their rising branches and storm tracks are aligned with the surface heating of the atmosphere associated with warm ocean western boundary currents that extend into the midlatitude ocean basins (Figures 1, 2). These surface wind patterns, e.g., westerly winds at high latitudes and easterly trades in the tropics, in turn drive the ocean general circulation. Western boundary currents associated with the wind-forced subtropical ocean gyres are particularly important as they carry warm water poleward, helping to transfer heat from the tropics (where there is greater heating of the earth’s surface by solar radiation per area) to higher latitudes (where heat lost at the surface by latent and sensible heat flux and net infrared cooling is greater than that gained by solar radiation). As discussed in this paper, quantifying these air-sea fluxes, which represent the direct communication between the ocean and atmosphere, is challenging. Through the recommendations presented here, we believe that remaining large biases and uncertainties that result in differences in global fields (Figures 1C–F) could be reduced by up to an order of magnitude, enabling better resolution of phenomena on scales ranging from sub-diurnal and mesoscale to global and interannual.
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FIGURE 1. (A) Annual mean net surface heat flux (Qnet) for 2016 from the OAFlux-HR + CERES EBAFv4.0 product. (B) Annual mean wind stress curl and wind stress vectors for 2016 from the OAFlux-HR. (C) Standard deviation of annual-mean Qnet from 12 products. (D) Standard deviation of annual mean of surface wind stress magnitude from 12 products. (E) Standard deviation of annual-mean surface shortwave and longwave (Qsw – Qlw) from 10 products. (F) Standard deviation of annual-mean turbulent latent and sensible heat flux (Qlat + Qsen) from 11 products. Based on Yu (2019).
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FIGURE 2. Target flux accuracy and scales for different phenomena. The space and time scales are indicated by the extent of the bubble. The target accuracies, estimated at 10 to 20% of the observed variability, are indicated by the color for net heat flux, and by the bubble’s outline for surface stress. The accuracy requirement for stress is a factor of 2 smaller for phenomena that are dependent on the curl of the stress rather than the stress magnitude. See Supplementary Table S1 for more detail. This figure is updated and adapted from Bourassa et al. (2013).



Reducing inaccuracies (both biases and random uncertainty) in air-sea fluxes is important for improving long-term weather and climate predictions. Because the ocean’s capacity to store heat is about 1000 times greater than that of the atmosphere, long-term weather and climate predictability has its origins in the oceans. Heat storage and release occurs on a range of time scales (Figure 2 and Supplementary Table S1) and can provide predictability out to 10–100 days (e.g., Madden-Julian Oscillation, Asian/Indian Monsoon), on seasonal-interannual time scales (e.g., ENSO), and out to decades (e.g., Pacific Decadal Oscillation, Atlantic Multidecadal Oscillation). Predictions of weather and climate on these time scales have great economic benefits for agriculture, water resource management, energy management, human and ecosystem health among others. Thus, to achieve useful predictions we must be able to quantify where, when and how much heat is released to the atmosphere. As a first step, here, we discuss strategies for improving our ability to quantify the amount of heat that at present is being exchanged between the ocean and atmosphere, regionally and globally. Because these air-sea heat exchanges are highly related to the surface dynamics and turbulent properties, we will also address quantification of wind stress.

Strong air-sea fluxes can occur on short time and space scales (Figure 2 and Supplementary Table S1), challenging both in situ (because of technical difficulties in extreme conditions and undersampling) and satellite observations (because of grid-averaging). The primary external time scales affecting air-sea fluxes are the diurnal cycle and the annual cycle associated orbital forcing. Internal dynamics lead to a range of other time and space scale variability in wind stress and air-sea heat fluxes. Sea-surface temperature (SST) fronts in the ocean are particularly critical to air-sea fluxes. The largest magnitude and temporal variability of air-sea fluxes is found in regions associated with SST fronts, specifically at western boundary currents such as the Gulf Stream, where intense poleward currents carry warm tropical water into the subtropics. In winter, large ocean heat loss is associated with cold air outbreaks, when cold and dry air blowing over much warmer water drive frequent episodic high flux events (e.g., Bond and Cronin, 2008; Shaman et al., 2010; Tilinina et al., 2018). Additionally, the intense SST gradients at ocean fronts result in strong heat flux gradients. These strong gradients in heat flux are known to be crucial for modulating both synoptic atmospheric variability and in turn the mean atmospheric state (Parfitt et al., 2016; Parfitt and Seo, 2018). Away from ocean fronts, whilst turbulent mixing of colder and dryer air aloft generally results in a near surface air temperature cooler than the SST and relative humidity less than 100%, the net surface heat loss from the ocean is much weaker. As will be discussed below, there are many challenges associated with resolving air-sea fluxes in regions of strong ocean fronts.

Because the specific heat capacity of water is considerably larger than that of land, air temperature is more variable over land than over the oceans, leading to a tendency for milder coastal climates than inland. Oceanic heat loss due to evaporation is associated with moisture fluxes that are an important source of water for agriculture and human consumption. Understanding and quantifying the exchange of heat and momentum between the ocean and atmosphere is therefore critically important for proper management of natural resources and reducing risks to vulnerable populations.

Quantifying Air-Sea Exchanges of Heat and Momentum

The net surface heat flux (Qnet) comprises net shortwave (i.e., solar) (QSW) and net longwave (i.e., infrared (IR) (QLW) radiative fluxes, and surface turbulent (latent and sensible) heat fluxes:
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Surface latent heat flux, Qlat, is the heat extracted from the ocean when seawater evaporates. This heat is released to the atmosphere when and where this vapor condenses, forming clouds. Likewise, sensible heat flux, Qsen, is the heat extracted from the ocean associated with an air-sea temperature difference. The sign convention used here enables each term to be expressed generally as a positive value (i.e., as a magnitude) for most applications. When averaged over the global oceans and a full year, there should be a near-balance between solar radiative heating of the ocean (reduced by net longwave radiative heat loss), latent heat loss due to evaporation and sensible heat loss induced by air-sea temperature and humidity differences. However, due to biases in flux estimates, existing products have difficulties closing the heat budget, as discussed in section “Current Capabilities for Gridded Flux Products.”

The net shortwave radiation flux, QSW, is the net difference between the incoming (i.e., downwelling, SW ↓, and reflected outgoing shortwave radiations, SW ↑, and is commonly computed using a surface shortwave albedo, α = SW ↑ /SW ↓, estimate:
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Likewise, because the outgoing surface longwave radiation LW ↑ comprises both the IR radiation emitted by the surface of the ocean and the portion of atmospheric downwelling IR radiation LW ↓ that is not absorbed by the ocean surface, the net longwave radiation flux, QLW, can be expressed as:

[image: image]

where ϵ is the IR surface emissivity (ϵ = 1 for black-body emission) and is taken to be equal to the absorptivity, σSB is Stefan-Boltzmann constant, and Ts is the surface (skin) temperature that is emitting the IR-radiation, in degrees Kelvin. The skin temperature of the ocean is generally cooler than the water beneath, as the ocean is nearly always and everywhere giving heat to the atmosphere (Fairall et al., 1996a). On the aqueous side of the interface, viscosity and the air-sea density difference prevent the turbulent transfer of heat from ocean to atmosphere and so the heat supplied to the interface to feed the latent and sensible heat fluxes and into the layer that emits infrared radiation to the atmosphere, is provided by molecular conduction, which requires a vertical temperature gradient. This temperature gradient is referred to as the thermal skin layer (Donlon et al., 2002; Minnett et al., 2011). As a result, the surface layer of the ocean is in nearly all cases cooler than at a depth of a millimeter or so. The thickness of the layer emitting infrared radiation that is subsequently measured by satellite radiometers to derive SST is comparable to the thermal skin layer (∼0.1 mm; Wong and Minnett, 2016, 2018), and so the derived temperature is referred to as the ocean skin temperature.

The latent and sensible heat fluxes are typically estimated from state variables, using a “bulk flux algorithm” (e.g., Fairall et al., 2003). As described in section “Turbulent Momentum and Heat Flux EOV and ECVs,” the primary state variables for turbulent fluxes, including wind stress, are surface winds relative to surface currents, skin temperature, near-surface air temperature, and near-surface humidity. Because most in situ estimates of the oceanic near-surface properties are below the skin, as discussed in section “Parameterizations to Extrapolate Measurements to Air-Sea Interface,” parameterizations must be used to extrapolate the bulk sea surface measurements to the air-sea interface. Likewise, as described in section “Parameterizations to Extrapolate Measurements to Air-Sea Interface,” flux EOV and ECV for the surface radiation include downward solar radiation, upward solar radiation (or surface albedo), downward longwave radiation, skin temperature, and longwave surface emissivity. We refer to the variables listed here as the “flux Essential Climate Variables (ECVs)” and “flux Essential Ocean Variables (EOVs).”

Turbulent Momentum and Heat Flux EOV and ECVs

The surface momentum (aka wind stress), sensible heat and latent heat fluxes provide surface boundary conditions for turbulent flux profiles in the lower atmosphere and upper ocean. These surface turbulent fluxes are most directly quantified by measuring the direct covariance (aka eddy correlation) between the fluctuating vertical velocity that drives the exchange with the fluctuating quantity of interest within the constant flux layer above the air-sea interface. For example, the directly measured latent heat flux is determined from
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where ρ is the density of air; Lv is the latent heat of evaporation, w and q represent the fluctuating vertical velocity and specific humidity, respectively, and the brackets denote a temporal average of, generally, an hour or less. The turbulent fluxes, however, are difficult to measure at sea due to challenges that include platform motion contamination, flow distortion, high power requirements, rain and sea-spray contamination. Additionally, numerical forecast models do not resolve near surface turbulence, so surface fluxes must be parameterized.

These parameterizations are typically based on the assumption that the flux of some quantity is proportional to the vertical gradient of that quantity, e.g., the latent heat flux is proportional to the gradient in specific humidity. This approach, commonly referred to as the gradient or profile method, provides first-order closure in numerical models. The approach therefore requires vertical profiles of the observed or model-resolved non-turbulent state variables of temperature, specific humidity and velocity. The multiplicative factor that relates the flux to the gradient is known as the eddy viscosity for the momentum flux and the eddy diffusivity for the heat fluxes, e.g., the latent heat is determined from
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where Kq is the eddy diffusivity for moisture, and ∂⁡Q/∂⁡z is the vertical gradient of the mean specific humidity. Commonly used parameterizations of the eddy viscosity and diffusivity in the surface (constant flux) layer assume that the efficiency of mixing by turbulent eddies scales with the height above the ocean surface. The efficiency of mixing is also a function of atmospheric stability, where mixing is suppressed under stable (thermally stratified) conditions and enhanced in unstable (convective) conditions. These two considerations predict semi-logarithmic profiles that includes a function that accounts for atmospheric stability.

It is also difficult, however, to measure vertical profiles and implement the gradient method over the ocean due to many of the challenges given for the direct covariance method. Instead, the surface fluxes are generally estimated using sea-air differences in the mean “bulk” state variables measured (or modeled) at the surface and at some height within the surface layer. The bulk aerodynamic method links the turbulent fluxes to mean air-sea velocity, temperature and humidity difference using transfer coefficients:
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where cp is specific heat at constant pressure; u and v are the fluctuating along-wind and cross-wind velocity components, respectively; and θ is the fluctuating potential temperature; CD, CE, and CH are the transfer coefficients (known as the drag coefficient) for momentum, latent heat and sensible heat, respectively; S is the scalar wind speed relative to the ocean surface that includes gustiness; and ΔU, ΔV, ΔQ, and ΔΘ are the sea-air differences in the along-wind, crosswind, specific humidity and potential temperature, respectively.

At low winds, convective conditions, large-scale eddies drive gustiness that results in differences between the vector average wind components, U and V, and the wind speed, S, that includes gustiness. Convective gustiness has been shown to drive surface fluxes even when the vector-averaged winds are close to zero (Beljaars, 1995; Fairall et al., 1996b). However, the wind speed is difficult to measure on a moving platform due to wave contamination of the anemometers (i.e., vector averaging is used to remove this contamination but at the expense of gustiness). Additionally, the momentum equations in numerical models generally predict the vector components. Therefore, a common solution is to add convective gustiness to the vector averaged winds such that [image: image] where Ug represents the gustiness due to convection. This is the approach used in the COARE algorithm (Fairall et al., 1996b). However, gustiness parameterizations that provide a single value of Ug regardless of height are physically inconsistent as convective gustiness is expected to vary with height within the boundary layer. More work is needed on this topic.

Although difficult, direct covariance estimates of the fluxes have been successfully measured from a variety of over-ocean platforms or a wide range of conditions as described in section “Current Capabilities.” These fluxes provide direct estimates of the transfer coefficients after normalization of the appropriate bulk state variables as given by Eq. 1.6. The measured transfer coefficients are then used to develop parameterizations of these coefficients that take into account two principal effects: atmospheric stability and ocean surface roughness. For example, direct measurements of the momentum flux are used to parameterize the drag as
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where the middle term is the measured drag coefficient and the last term is a parameterization that includes a roughness length, z0, and a function that accounts for stability, ψu. This formulation is based on the assumption of a semi-logarithmic profile in the marine surface layer.

The impact of atmospheric stability is generally determined using Monin-Obukhov Similarity (MOS) scaling. MOS is used to develop functions (e.g., ψu) that account for the effects of stability in three overall stability classes: (1) neutral conditions, (2) unstable or convective conditions, and (3) stable or stratified conditions. Neutral surface layers are associated with high winds and little solar heating where turbulent mixing is driven by wind shear. The stability function equals zero under neutral conditions, i.e., ψu(neural) = 0, in the absence of convection or stratification. Unstable surface layers range from situations where turbulent mixing is completely driven by convective processes (aka free convection) to more common situations where the mixing is driven by both buoyancy and wind shear (aka forced convection). Stable surface layers force the wind shear to do work against the stratification, thereby inhibiting mixing and turbulent exchange.

While the form of the stability functions can be guided by scaling arguments (e.g., in the free convective limit), the actual form of these functions must be determined empirically from direct measurements. Successful formulations are able to parameterize the entire range of stability classes. Reasonably consistent formulations have been determined through observations in a number of overland (e.g., Dyer and Hicks, 1970; Businger et al., 1971; Dyer and Bradley, 1982), over-ice (e.g., Grachev et al., 2007) and overwater (e.g., Edson and Fairall, 1998; Vickers and Mahrt, 1999; Edson et al., 2004, 2007, 2013) investigations, which have shown MOS scaling to be valid as long as the assumptions central to its application are not violated. These include a constant turbulent flux layer, stationarity and horizontal homogeneity.

Before developing parameterizations that account for the varying roughness of the underlying sea surface, the impact of atmospheric stability must first be removed (e.g., Fairall et al., 1996b). This is done using the MOS stability functions by adjusting the transfer coefficients to neutral conditions where, e.g., ψu(0) = 0 and the neutral drag coefficient is defined as CDN = (ln⁡(z/z0))2. The roughness length is commonly parameterized using the roughness Reynolds number for smooth flow to provide the surface “roughness” at low winds (Smith, 1988). Other low wind studies have suggested the use of Weber number scaling to parameterize the roughness as a function of surface tension (Wu, 1994). The low-wind roughness is added to another roughness length that accounts for the increasing roughness of surface waves at increasingly higher wind speeds. This roughness length commonly relies on a relationship suggested by Charnock (1955). The Charnock relationship effectively models the surface roughness due to wind-waves as the ratio of surface forcing (i.e., the surface stress) to the restoring force of gravity. This ratio is multiplied by a variable of proportionality known as the Charnock parameter.

The Charnock parameter is expected to account for the wide-range of physical processes that impact wind-wave interaction. Therefore, it should come as no surprise that there is a wide range of published parameterizations of the Charnock parameter. The transfer coefficients are known to have a wind speed dependence – strong for CD and weak for CE and CH. This dependence has naturally led to the parameterization of the transfer coefficients as a function of wind speed (e.g., Large and Pond, 1981) or using a wind-speed dependent Charnock parameter (e.g., Fairall et al., 2003). Other bulk algorithms have explicit dependencies on sea state (e.g., significant wave height, wave period and wave steepness, wave-age, directional differences between the wind and wave fields), and fraction of ice cover. Such dependencies in measured fluxes are often modeled using Charnock’s relationship where the Charnock parameter is parameterized in terms of the wind-speed, wave-slope, wave-age and ice fraction. However, understanding the relation between the roughness parameter and the sea state, and likewise the effect of sea state on the relative winds, remains an area of active research (e.g., Liu et al., 1979; Large and Pond, 1981; Donelan et al., 1993; Fairall et al., 1996b, 2003; Mahrt et al., 1996; Bourassa et al., 1999; Brunke et al., 2003; Drennan et al., 2005; Edson et al., 2013; Hristov and Ruiz-Plancarte, 2014).

The impact of waves on air sea-fluxes also extends to the sensible and latent heat fluxes. For example, many formulations of the transfer coefficients for sensible and latent heat include the drag coefficient to the one-half, [image: image], times a scalar component for heat and moisture; e.g., the transfer coefficient for latent heat can be defined as [image: image] where Cq is the scalar component of the moisture transfer. This formulation predicts that any wave-related dependencies in the drag coefficient will be included in these formulations in a somewhat muted form. Analogous to the aerodynamic roughness length used to define the drag coefficient, the scalar components are commonly defined using “thermal” roughness lengths. For example, the transfer coefficient for latent heat has been defined as
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where z0q is the thermal roughness length for moisture and ψq is a MOS stability function for humidity. The thermal roughness lengths are often parameterized as a function of the roughness Reynolds number, which is defined using the aerodynamic roughness length (see Liu et al., 1979; Fairall et al., 1996b for details). As such, any wave-related parameterization of the aerodynamic roughness length will also be included in the thermal roughness lengths.

The more sophisticated algorithms account for the difference between a bulk water temperature and the interface temperature, wind gustiness, and surface currents, as discussed in section “Parameterizations to Extrapolate Measurements to Air-Sea Interface.” However, there is a balance between increasing parameterization complexity and hence dependence on additional variables that may be uncertain or unknown, and improvements that may be gained by considering additional physics. The COARE algorithm transfer coefficients are claimed to be accurate on average to approximately ± 5% for CD and CE (set equal to CH) for wind speeds from 2 to 20 m s–1. By this we mean that some 15,000 h of direct flux measurements, converted to transfer coefficients, and averaged in wind speed bins will be within 5% of the COARE transfer coefficients at the same wind speed. The scatter of individual 1-h measured values is about 25% and are generally wind speed and certainly platform dependent. This scatter is principally sampling error and is well-understood in terms of turbulence statistical theory (Blomquist et al., 2014). Research challenges that could lead to improved bulk flux parameterizations include:

• Development of wave-dependent surface flux parameterization that outperform wind-speed dependent parameterizations under a wide range of wind, wave and current conditions.

• Development of flux-profile relationships that account for both stratification and wave-induced perturbations on the wind profile though the wave boundary layer (WBL) and beyond under a wide range of wind, wave and current conditions.

• Development of surface flux and flux-profile relationships that account for directional differences between the wind and wave fields.

• Development of Geophysical Model Functions (GMF) to provide remotely sensed surface stress estimates that match or exceed the accuracy of bulk fluxes using in situ measurements.

• Development of convective gustiness parameterizations that are valid through the surface layer to the lowest grid point in high resolution forecast models.

• Development of gustiness parameterizations for coherent structures such as roll vortices in forced convection.

• Validation and continued development of models to simulate evaporating sea-spray and their impact on momentum, heat and mass fluxes under high to extreme wind conditions.

• Development of scale-dependent flux parameterizations for nested high-resolution models down to Large Eddy Simulation (LES) scale.

• Development of coupled LES with sufficient accuracy to simulate wind-wave-current interaction near the ocean surface to provide output that can be considered data for parameterization and model development.

In summary, modern bulk algorithms need to better incorporate the impact of waves and currents on the magnitude and direction of the surface stress and their modulation of fluxes and mean profiles (e.g., Grachev et al., 2003; Hara and Belcher, 2004; Grare et al., 2013, 2018; Hristov and Ruiz-Plancarte, 2014; Buckley and Veron, 2016; Cifuentes-Lorenzen et al., 2018). The wavy boundary layer and shallow atmospheric boundary layers provide a number of additional challenges associated with sea-spray, gustiness, severe stratification and extreme winds. The impact of boundary layer processes on surface fluxes above the surface layer are best studied with additional boundary layer measurement in combination with numerical models and simulations. Therefore, resolving the main issues with bulk algorithms will require a combination of field observations and specialized atmosphere-wave models. Because of the many dependencies, detailed research models such as advanced wave codes (e.g., Kukulka et al., 2007; Banner and Morison, 2010; Kudryavtsev et al., 2014) and wave-LES models (e.g., Sullivan et al., 2014, 2018; Hara and Sullivan, 2015), in combination with observations in many different regimes, can provide a rational way to explore the phase space of parameterization variables.

Parameterizations to Extrapolate Measurements to Air-Sea Interface

While the transfer coefficients used in bulk algorithm introduce some uncertainty into the estimation of the surface air-sea fluxes, perhaps a larger uncertainty comes from treatment of the flux state variables used to estimate the flux. In particular, for most state-of-the-art bulk algorithms, the sea surface temperature (SST) and specific humidity are assumed to be ocean skin values. If instead, a bulk sea temperature is used (i.e., sea temperature measured at depths ranging between 0.01 and 5 m or even deeper), then it should be adjusted to the surface using either parameterizations or models. Fairall et al. (1996a), for example, uses first estimates of the net surface heat flux and wind stress to force a one-dimensional mixed-layer model of the diurnal warm layer relative to the pre-dawn conditions. This is then used to account for stratification (i.e., the warm layer) above the depth of the bulk temperature measurement. Fairall et al. (1996a) also provides a “cool skin” model to account for the surface cooling from non-solar radiative components of the net surface heat flux to compute the SST or skin temperature. Other methods exist for making these extrapolations. For example, the Webster et al. (1996) method relies upon a specification of wind speed and peak solar flux to compute the diurnal warm SST variability at the surface. Parameterizations in terms of wind speed lead to a simple thermal skin effect correction (Donlon et al., 2002; Minnett et al., 2011). For tropical open ocean environments, the average warm layer correction leads to about a 5 W m–2 increase in Qnet, while the average cool skin adjustment is a decrease of about 10 W m–2. However, corrections due to the warm layer can lead to substantially larger fluxes when the measurements are made at depth in the presence of large diurnal warming events.

Likewise, for these state-of-the-art bulk algorithms, surface current estimates are needed to compute the wind speed and vertical wind shear relative to ocean surface as given by ΔU and ΔV in Eq. 1.6. The resulting changes in stress are usually small compared to the stress except in regions of strong currents such as over western boundary currents. However, ignoring surface currents in the development of flux parameterization can lead to a systematic bias in the transfer coefficients (Edson et al., 2013) as the wind- and wave-driven currents are generally in the direction of the wind. As a result, the wind speed relative to water is generally smaller than the wind speed relative to earth. These differences are also large enough to cause substantial errors in the horizontal gradient of stress, which can have substantial impact on ocean circulation, upwelling, biology and biogeochemistry (Shi, 2017). Surface currents, however, are generally measured in situ at 10 m or deeper. There is growing appreciation that there can be non-negligible shear within the upper 10 m on timescales of the flux calculations. This can add to the errors in the relative wind, and potentially to errors in the flux parameterizations if the currents are not consistently adjusted to the surface. Brodeau et al. (2017) estimated the effect of surface currents on the wind stress to be on average within ± 0.005 N m–2 with the largest uncertainties amounting to 0.02–0.025 ± 0.005 N m–2.

Radiative Heat Flux EOV/ECV

The net radiative component of the air-sea heat flux comprises a shortwave component that is emitted by the sun (SW↓) and reflected from the ocean surface (SW↑) in the spectral range of 0.3–4.0 μm, and a longwave component that is emitted by the atmosphere (LW↓) and surface (LW↑) in the spectral range of 4.0–100.0 μm (Eqs 1.1–1.3). SW↓ has a direct and a diffuse component that interacts differently with the underlying surface due to differences in their spectral composition and angularly dependent properties. About half of the solar radiation incident on the top of the atmosphere reaches the surface of the Earth after being transmitted through the atmosphere. Extinction of solar radiation in the atmosphere is mostly by ozone, water vapor, clouds, and aerosols. The vertical profiles of clouds, water vapor, and temperature largely determine the longwave emission by the atmosphere. Clouds play a major role in determining the net radiative balance at the surface, dependent on their amount and optical properties (e.g., optical depth, a general measure of the capacity of a cloud to control the amount of light that will reach the surface). Most atmospheric constituents (e.g., cloud, aerosols, and water vapor) can now be derived from satellite instruments. At the ground, SW↓ is measured with pyranometers (spectral range of 0.310 to 2.800 μm) and LW↓ is measured with pyrgeometers (spectral range of 4.5 to 42 μm). The upward component of the surface solar radiation, SW↑, depends upon SW↓ spectral composition controlled by the solar zenith angle, atmospheric and cloud properties, as well as the surface optical properties, which depend upon the sea state (i.e., wind speed) and chlorophyll concentration in the upper ocean (Jin et al., 2004). In situ measurements of SW↑ are very rare and thus it is typically estimated from the SW↓ and surface albedo, α (Eq. 1.2).

The strong albedo dependence upon solar zenith angle means that more reflection occurs at lower sun angles (during dawn and dusk, in winter and at higher latitudes). Payne (1972) used observations of both upwelling and downwelling shortwave radiation to develop a relation between albedo and solar zenith angle and atmospheric transmittance. At low solar zenith angles, the albedo is 0.03 to 0.06, but at high solar zenith angles it can approach 0.3. Li et al. (2006) examined wind speed and zenith angle dependent models of the albedo from the perspective of upwelling shortwave at the top of the atmosphere. They found that differences among models were less than 10 W m–2 and the difference in the global mean was within ± 2.5 W m–2 compared with Clouds and the Earth’s Radiant Energy System (CERES) data. In the TOGA COARE bulk formulae, Fairall et al. (1996a) use a fixed albedo of 0.055. Errors in albedo can introduce errors in the net shortwave radiation and air-sea heat flux. Further work is needed to improve albedo parameterizations for use in state of the art bulk algorithms, Numerical Weather Prediction (NWP), and satellite radiation algorithms.

In situ observations of longwave radiation at sea have become more common only in the last 10–20 years. Prior to that, various bulk formulae for net longwave radiation at the sea surface were used that depended upon air- and sea-surface temperature, humidity, cloud cover (and type), and latitude (Fung et al., 1984). While in situ observations are used for local radiation budgets and for validations of computed radiative fluxes, only satellite observations can provide surface radiative fluxes at a global scale. To estimate radiative fluxes from satellite observations, we need to rely on radiative transfer models. Inputs for radiative transfer models include temperature and water vapor specific humidity vertical profiles, and cloud and aerosol properties. The accuracy of these properties largely influences the accuracy of surface radiative flux computations. Surface radiative fluxes are especially sensitive to near surface temperature and humidity profiles and boundary layer cloud properties. Consequently, improvements to these near surface properties are critical for reducing uncertainty in satellite-derived surface radiative fluxes.

CURRENT CAPABILITIES

Quantifying the air-sea fluxes over the global ice-free oceans requires a hierarchy of observations specifically targeted for (1) improving understanding of processes controlling air-sea exchange and their relationship to atmospheric and oceanic state variables, and specifically, for improving the “bulk algorithm” for computing these fluxes; (2) measuring flux EOVs and ECVs over the global ice-free ocean with sufficiently high spatial and temporal resolution, coverage, and accuracy to generate the global flux products; and (3) obtaining high-quality long time series and regionally distributed measurements that can be used for validating and improving these flux products. Here we describe the current capabilities of the in situ networks for measuring air-sea heat and momentum fluxes, and remotely sensed capabilities. Each has its strengths and weaknesses and NWP models are commonly used to integrate these disparate observations into dynamically consistent fields. We thus also describe current capabilities in NWP and hybrid NWP flux products.

Current Capabilities for in situ Flux EOV/ECV Measurements

ICOADS

The International Comprehensive Ocean-Atmosphere Data Set (ICOADS, Freeman et al., 2017, 2019) collates surface marine data extending back three centuries. Before about 1970 almost all ICOADS observations are from ship voyages but as ocean technology has developed, data from more platforms (surface moorings, drifters, floats) have been incorporated into the archive. At present, nearly all near-real time surface marine data available through the Global Telecommunication System (GTS) are incorporated into the database and periodically data from delayed mode archives are incorporated. Flux ECV and EOVs available through ICOADS include: SST, air temperature, humidity, wind speed and direction, barometric pressure, visually observed characteristics of sea state, and coded weather information. ICOADS contains few radiation measurements, but does contain visually observed cloud observations (Eastman et al., 2011). Sampling in ICOADS is very heterogeneous with observations concentrated in the major shipping routes of the Northern Hemisphere. Sampling errors in surface turbulent fluxes computed from ICOADS reports may amount to more than 60 W m–2 in poorly sampled regions (e.g., Gulev et al., 2007). ICOADS observations can be challenging to use, but if handled with care, ICOADS provides data for in situ flux calculations and global surface flux products (Josey et al., 1999; Berry and Kent, 2009). ICOADS also provides a major input data source for reanalyses (e.g., ERA-Interim: Dee et al., 2011; 20th Century Reanalysis: Compo et al., 2011; and CFSR: Saha et al., 2010). ICOADS is also the main in situ data source for the construction of gridded analyses of surface marine ECVs and EOVs including those used as surface boundary conditions for atmospheric reanalyses (e.g., HadSST3: Kennedy et al., 2011; ERSSTv5: Huang et al., 2017; COBE-SST2: Hirahara et al., 2014; HadNMAT2: Kent et al., 2013). Additionally, ICOADS data are used for satellite data calibration and evaluation (e.g., Jackson and Wick, 2010; Liman et al., 2018; Tomita et al., 2018), as well as long-term regional reconstructions of surface fluxes (Gulev et al., 2013). ICOADS is an archive for observations but requires access to expertly managed data from each different network type. Presently there is no international system for the expert management and archival of surface meteorological observations from the GTS although several national weather services maintain their own collections.

In situ Sensors for Measuring Fluxes

A typical set up to estimate the momentum, sensible heat and latent heat flux on a moving platform includes a 3-axis sonic anemometer/thermometer; a 3-axis motion package and an open path infrared hygrometer. Sonic anemometers/thermometers have become the tool of choice for marine research. Although they experience some dropouts and occasional spikes, particularly in rain, they are generally very reliable in the marine environment. Motion sensors are finding their way into many (non-marine) applications. As a result, researchers now have a number of small, low-power, reasonably inexpensive and sufficiently accurate motion packages to choose from. The infrared hygrometer is ideally deployed alongside a system that flushes the optics between rain events. A closed-path hygrometer avoids many issues associated with contamination of the optics. However, experience has shown that they suffer from uncorrectable attenuation of the signal due to the sticky nature of water vapor within sampling tubes in high humidity environments. The fluxes should be measured using the wind velocity relative to water, which requires a 2-axis current meter. Investigation of wind-wave interaction requires surface wave information for the wave height, wave direction and wave period to compute variables such as wave-slope and wave-age from directional wave spectra. These estimates can be made from ships and surface moorings with some difficulty and limits in the frequency/wavenumber resolution due to the size of the platform. Instead, the latest generation of directional wave-buoys are recommended for these investigations. These buoys have onboard processing and near real-time data telemetry of key wave parameters. They are small enough to resolve a large fraction of the shorter wind-wave spectra in addition to the dominant waves. There is also a growing use of fast-response pressure sensors to investigate pressure-work and energy transfer primarily from fixed towers and specialized research platforms like the Floating Instrument Platform (R/P FLIP). The latest generation of these sensors appear to measure absolute pressure to sufficient accuracy for these studies. The main challenge, however, is in the design of the sensor head required to remove dynamic pressure fluctuations to isolate the desired static pressure fluctuations.

The meteorology sensors are best deployed at a height above the wavy boundary layer (corresponding to the height of the dominant waves or more about mean sea level) due to issues that arise when attempting to measure the fluxes too close to the ocean surface. Specifically, since the size of the turbulent eddies supporting the fluxes scales with the height above the surface, ever higher frequency measurements are required to capture the flux as one nears the surface (Kaimal et al., 1972). Similarly, stronger winds shift energy toward higher frequencies. However, there is an inherent limitation to the size of the eddies that can be measured with sonic anemometers and infrared hygrometers. This stems from the ∼10 cm path length of these devices, which means that any fluctuations smaller than this length are path-averaged and unresolvable. This limits their ability to capture the flux and resolve the inertial subrange very near the ocean surface, particularly at high winds, no matter how fast the sampling is. High winds also produce sea spray that poses a number of measurement challenges (Andreas et al., 2008, 2015). Besides the challenge of actually measuring spray to investigate their modulation of the fluxes (e.g., Richter and Veron, 2016), the droplets are known to contaminate sensors used to measure the latent heat (moisture) flux. In fact, the direct measurement of latent heat flux under high wind and rainy conditions remains one of our greatest needs and challenges. Additionally, the measurement of surface fluxes under extreme wind conditions are complicated by additional considerations such as an increasing “pressure stress” term reported in the LES study by Hara and Sullivan (2015). However, a major challenge for air-sea interaction research is to observe momentum, heat and mass exchange within the wavy boundary layer. The observational challenge is to minimize these issues through the use of innovative platforms and new sensors specifically designed for the near-surface environment.

In situ Platforms for Observing Fluxes

Historically, ships have been the primary platform for marine surface observations over the open ocean. Prior to 2000, nearly all direct covariance flux observations that have gone into developing the state of the art bulk flux algorithms were from ship-based observations (e.g., Fujitani, 1981, 1985; Donelan et al., 1997; Fairall et al., 1997); notable exceptions being fluxes measured from the R/P FLIP; (Fisher and Spiess, 1963) and the Air-Sea Interaction Spar (ASIS, Graber et al., 2000; Drennan et al., 2003, 2005). Care was taken in the development of these algorithms to account for issues associated with making surface marine observations from ships. For example, the large profile of the ship can cause flow distortion so that wind measured on the deck is not characteristic of the ambient wind (Yelland et al., 1998). Likewise, micro-climates on the ship decks can affect air temperature (Berry et al., 2004), humidity, and even barometric pressure measurements. Ideally, ship-based measurements are made on a well-exposed mast, forward of any obstructions.

The flow distortion in the measured mean winds can then be accounted for using empirically, modeled and/or wind tunnel derived corrections. Limiting relative wind directions and using aspirated radiation shields (or using naturally aspirated radiation shield when the relative winds are above some limit) reduce the errors due to heat island effects (i.e., ship micro-climate). The motion of the ship can also affect the surface turbulence measurements (e.g., Landwehr et al., 2015). In particular, wind and ocean currents must be transformed into Earth coordinates using high quality navigation data. In the past few years, the quality of inertial motion sensors has increased significantly, making it possible to now do motion correction routinely at 20 Hz resolution. Such technology, however, is not always available and even when available, as for example for Voluntary Observing Ships, motion correction is not always applied. For further discussion on best practices for surface marine data, see Bradley and Fairall (2006), which can be found in the Ocean Best Practice repository website for GO-SHIP measurements: https://www.oceanbestpractices.net/handle/11329/386.

Many of these “field errors” are minimized in measurements taken from moored surface buoys. Progress has been made in both developing sensors suitable for unattended deployment at sea on surface buoys and in quantifying their uncertainties. As a consequence, in moderate conditions an accuracy of 8 W m–2 in net heat flux has been achieved over hours to days and longer (Tables 1, 2), and further improvements are possible. In wind speeds below ∼3 m s–1 active ventilation is needed of air temperature and humidity sensors and radiometers. New generation humidity sensors offering better stability and improved accuracy should be phased in. Platform tilts should be monitored as mean tilt is a source of error for incoming shortwave and longwave radiation observations. New sensors are being developed that can distinguish diffuse radiation, allowing the computation of the direct solar radiation component and its correction for effective changes in zenith angle associated with platform motion.

TABLE 1. Summary of flux EOV/ECV uncertainties based upon ASIMET sensor uncertainties stemming from laboratory calibration, sensor drift, and field impacts with estimates of total uncertainties in instantaneous, daily, and annual values (after Colbo and Weller, 2009).
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TABLE 2. Accuracy of long-term average of heat flux components, net heat flux, wind stress magnitude, and freshwater flux for an ASIMET system deployed in the subtropics, after Colbo and Weller (2009).
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Researchers have recently begun collecting year-long time series of direct covariance flux measurements of momentum, heat and mass fluxes from surface moorings (Weller et al., 2012; Bigorre et al., 2013; Farrar et al., 2015; Ogle et al., 2018). The instrumentation on these moorings experiences less flow distortion than ships and measures a wider variety of conditions given their longer deployments. For example, fluxes were measured on a 3-m discus buoy for 15 months during the NSF CLIMODE field program. The buoy experienced wind conditions spanning 0–23 m s–1 over a wide range of stability and surface wave conditions. The fluxes measured under these conditions were used to develop the COARE 3.5 algorithm (Edson et al., 2013).

Similar flux packages have been deployed as part of NSF’s Ocean Observatories Initiative (OOI), which have been measuring motion-corrected winds for over 5 years, which will enable direct stress and buoyancy flux measurements. Recently, fast response hygrometers were used in the NASA SPURS programs (Farrar et al., 2015) to directly measure the latent heat flux. Similar work is underway to develop buoy CO2 flux systems by drying the sample. Flux systems now exist that can compute and telemeter fluxes in near real-time to shore. In general, deployment duration on buoys is limited by battery power, although some sensors are subject to biofouling and other issues that affect the calibrations. Surface buoys are also exposed to weather, vandalism, waves, and sea birds. Redundant installation of meteorological sensors is often necessary to avoid data gaps due to sensor failures. This is particularly important for flux calculations since failure of any one of the primary state variables will result in a data gap in the air-sea flux. Even with these precautions, however, surface moorings must be refreshed at 12–18 month intervals, requiring a ship to transit to these distant locations and adding to their expense. On the other hand, these mooring cruises provide an opportunity to do repeat sections to key locations in the global climate system.

Computational fluid dynamic flow studies of the buoy tower and sensors are recommended to identify errors due to flow distortion and guide improved sensor placement and tower design. Protection from marine birds is recommended. In freezing conditions, heated sensors are required to prevent ice buildup; and heating of the buoy tower maybe required to prevent ice buildup leading to tipping or inversion of the surface buoy. Of course, adding heating and ventilation as well as additional sensors to measure the fluxes directly requires increased battery payloads. This has been done successfully using isolated battery packs to deliver power on a duty cycle. The buoys of the OOI provide continuous power using additional sources that include solar panels and wind generators with rechargeable storage batteries.

The success of buoy-based systems has led to the development and use of a wide variety of platforms for observing air-sea interactions, including Autonomous Surface Vehicles (ASVs), surface drifters and spar buoys (Figure 3). ASVs generally have propulsion powered by either waves (e.g., Wave Glider) or wind (e.g., Saildrone, Sailbuoy), and have electronics powered by solar energy and/or batteries. ASVs navigation can be controlled by setting corridor width and waypoints via satellite communication system (e.g., Iridium). With speeds of up to 2.5 knots for wave-propulsion ASV and 7 knots for wind-propulsion ASV (depending upon wind and ocean conditions), and endurances of 6 months to a year, ASVs can cover thousands of nautical miles. This gives ASVs the capability to either sample in a station-keeping mode, like moored buoys, to create a fixed time series, or in repeat section-mode, or adaptive sampling mode, to do surveys like a research vessel (RV). Recent examples include sampling through hurricanes/typhoons (Lenain and Melville, 2014; Mitarai and McWilliams, 2016) and in the harsh Southern Ocean (Monteiro et al., 2015; Schmidt et al., 2017; Thomson and Girton, 2017).
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FIGURE 3. Examples of different types of air-sea flux in situ platforms. Clockwise from upper left: Norwegian weathership Polarfront (image courtesy of Norwegian Meteorological Institute) (Yelland et al., 2009); NOAA ship Ron Brown (from www.noaa.gov); WHOI Air-Sea Interaction Tower (image courtesy Jayne Doucette Woods Hole Oceanographic Institution); RSMAS “ASIS” spar buoy (Graber et al., 2000); Saildrone, Inc., “Saildrone” ASV (image courtesy of Saildrone, Inc.; www.saildrone.com), Liquid Robotics “Wave Glider” ASV (from www.liquid-robotics.com with modifications by UW/APL), UW/APL “SWIFT” drifter (Thomson, 2012); JAMSTEC TRITON buoy (from JAMSTEC, www.jamstec.go.jp); and, in the center, the WHOI SPURS buoy (Farrar et al., 2015).



Nearly all components for calculating bulk EOV/ECV fluxes have been measured from ASVs, including wind speed and direction, air-temperature, humidity, solar and longwave radiation, bulk temperature, skin SST, and surface currents, although some of these measurements are less mature than others. While ASVs tend to have minimal flow distortion, their platform motion (pitch, roll, heading) must be removed when transforming their measurements into Earth coordinates. Improved Global Positioning Systems (GPS) enable corrections for platform motions at better than 10 Hz. With sonic wind sensors measuring 3-dimension winds at 10 Hz or faster (particularly at high winds near the surface), field tests are underway to determine whether these platforms can be used to measure covariance flux wind stress directly in addition to the mean wind. The low height of sensors making atmospheric measurements on some of the ASVs remains a technical issue. The community also does not have a good handle on the effects of wave shadowing or distortion on the atmospheric boundary layer and its impact for example on the measured wind field (Schmidt et al., 2017) and further efforts are required to assess and address this. Quantification of the accuracy for measurements associated with air-sea heat and momentum fluxes are continuing.

ASV technology is new and currently at a pilot Technical Readiness Level (TRL) of 4 (“Trial”) – 5 (“Verification”) (Lindstrom et al., 2012). Before it can be expanded to a global array, the TRL needs to be increased to a mature TRL of 9 (“Sustained”). For this, all sensors and systems need to be validated against known standards under a wide range of field conditions on a routine basis. The platforms themselves must be understood with respect to flow distortion, height of the various instruments, and other complicating factors. Navigation needs to be automated in ways that maintain safety at sea, and enables coordinated work with other observational platforms, such as moorings, ships, and gliders (see Swart et al., 2019). Adaptive sampling of atmospheric (e.g., storms/hurricanes) or ocean (e.g., fronts and eddies) features require automatic identification and tracking by ASV. Such capability would enable optimal exploration of complex atmosphere-oceanic environments. Likewise, onboard data processing needs to be developed and tested, and sensor system, data, and metadata must be standardized. Finally, the ASV community must agree to common data delivery, archiving and best practice. An ASV governing body could help develop these standards and create an ASV network.

Drifting or Lagrangian platforms such as the ASIS (Graber et al., 2000) have been used to successfully measure the surface fluxes in field campaigns for decades. Drifting spar buoys generally require less motion correction, experience less flow-distortion and place sensors above the difficult-to-resolve processes within the wave-boundary layer (Hara and Sullivan, 2015); all of which results in accurate direct flux estimates (Edson et al., 2013; Drennan et al., 2014). Another advantage of a Lagrangian measurement of the air-sea fluxes in combination with oceanic temperature and salinity is that, to the extent the drifter follows the mean mixed layer currents, an ocean heat budget assessment can be simplified by reducing the advective flux divergence contribution to the budget (e.g., Silverthorne and Toole, 2013). Thus the surface fluxes measured by a drifter can be more directly constrained by changes in the upper ocean heat or salt content, and more directly compared to one-dimensional ocean models to evaluate the effects of surface forcing on the upper ocean (e.g., du Penhoat et al., 2002). Low-profile Lagrangian surface drifters provide reliable measurements of surface currents and waves over a wide range of conditions (e.g., Herbers et al., 2012). Recent advances in these platforms have included the ability to measure EOVs and subsurface turbulence with, e.g., SWIFT drifters (Thomson, 2012). Drifting versions of the traditional surface mooring are being developed at several institutions. These “minibuoys” provide flux measurements at significantly lower cost for field programs and could also be used to significantly augment conventional operational networks such as NDBC and TAO. The community should be encouraged to continue its efforts to design innovative platforms and flux systems while observing and developing best practices that include assessment against accepted standards.

OceanSITES Reference Time Series

The accuracy of fluxes from moorings approaches and in some casesexceeds that required for monitoring many of the ocean air-sea interaction phenomena (Figure 2). Moorings thus can provide “reference time series” for tuning satellite measurements and assessing uncertainties in satellite and NWP fields. The purpose of the OceanSITES network1 is to collect, deliver and promote the use of high-quality multi-disciplinary data from long-term, high-frequency observations at fixed locations in the open ocean. These long time-series help to distinguish variations in EOVS due to temporal variability from that due to spatial variability. The large set of co-located EOVs at these sites (e.g., surface heat fluxes, ocean wind stress, subsurface temperature, salinity, velocity, surface mixed layer depth), allow many terms in the heat, momentum and salt equations to be evaluated and thus processes responsible for variability to be identified. Such analyses are critical for identifying causes of biases in NWP reanalyses and ultimately improving the model physics.

The OceanSITES network comprises moorings funded by individual principal investigators from oceanographic agencies in many different nations. Most sites were initiated through research process studies. For example, the Stratus mooring at 20°S 85°W, was initiated during a cloud feedbacks study (Mechoso et al., 2014; Weller, 2015), while the Kuroshio Extension Observatory (KEO) was initiated during a field study of western boundary current physics (Cronin et al., 2013). Station Papa, a site of an ocean weather ship from 1940 to 1981 in the NE Pacific subpolar gyre, has been at the center of many oceanographic process studies (Freeland, 2007; Cronin et al., 2015). The NOAA surface mooring there was initiated during a process study of the carbon cycle. The WHOI Hawaii Ocean Timeseries (WHOT) mooring was initiated as an oceanic sentinel sister site to the Moana Loa “Keeling Curve.” Monterey Bay Aquarium Research Institute (MBARI) maintains a station in the California Current system. Its primary purpose is for monitoring and understanding the ecosystem productivity and biogeochemical cycling in this upwelling zone. The OOI Irminger Sea station is part of the Overturning in the Subpolar North Atlantic Program (OSNAP). The Southern Ocean Flux Station (SOFS) south of Tasmania monitors the ventilation and mode water formation in the Subantarctic Zone (Schulz et al., 2012). SOFS and the OOI Southern Ocean (50°S, 90°W) site west of Patagonia are the only two stations in the Southern Ocean. Both are subject to storms, waves, and strong currents. The Tropical Atmosphere and Ocean (TAO) mooring array in the Pacific was initiated to better understand, monitor and predict ENSO (McPhaden et al., 1998; Cronin et al., 2006), while the tropical array in the Atlantic was designed to monitor and predict both ENSO-like and meridional modes and the Indian Ocean tropical array was designed to also monitor monsoon variability (McPhaden et al., 2009). The commonality of these long time series sites is that they all are publicly available through the OceanSITES global data assembly center, in a common data format. Figure 4 shows a comparison of a satellite-based latent and sensible heat fluxes and OceanSITES moorings. Not all these moorings carry radiation sensors and therefore only a subset of these OceanSITES moorings monitor net surface heat flux.
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FIGURE 4. Comparison of J-OFURO3 air-sea heat fluxes with daily-averaged buoys for the period 2002–2013, in units W m−2. (A) Latent heat flux (Qlat) bias (satellite minus buoy); (B) Qlat root-mean-square errors (RMSE); (C) Sensible heat flux (Qsen) bias; and (D) Qsen RMSE. From Figure 5 of Tomita et al. (2019).



The long time series provided by the sustained surface moorings of OceanSITES have proven to be of high value, and continuation of the sustained observing sites is recommended. Merged, quality-controlled time series are produced at a number of such sites and have been sought after by the modeling community, by the remote sensing community (Pinker et al., 2018), and by those evaluating new hybrid flux products (Valdivieso et al., 2017). Some of the time series are just now entering a third decade of observing, and these time series are capturing accurate records of decadal variability as well as of trends. Testing whether or not models and flux products replicate the broad range of time scales in the fluxes, out to decadal and beyond, is critical and requires sustained surface flux time series of high quality. Further, detection of long-term trends and separation of trends from decadal and multidecadal variability also requires ongoing long time series. These sustained time series sites also become foci for process studies that will improve understanding of air-sea interaction and fluxes and support further improvement of models.

Within the global ocean observing system, data from OceanSITES reference stations moorings are particularly important for validating gridded products of fluxes as they provide long records of high-quality flux EOV and ECV at high temporal resolution, co-located with other EOVs and ancillary ocean variables such as the surface ocean mixed layer. In this way, the sources of the biases can sometimes be determined, leading to improvements. The suite of sensors from OceanSITES flux moorings should include not only all flux EOV/ECV, but also, if possible, direct covariance flux estimates as well, although this may require technological development for the platforms. Likewise, sea state EOVs are being tested as flux EOVs and therefore should be included if possible. In addition, it is strongly encouraged to obtain additional environmental parameters which could help represent atmospheric and oceanic conditions that may affect the air-sea exchanges and their impacts. For example, Global Navigation Satellite System (GNSS) receiver, could provide precipitable water vapor, which has been shown to improve weather forecasts (Li et al., 2015).

Current EOV/ECV observations all suffer from different drawbacks. Comparison of point measurements from in situ instruments to satellite measurements, which inherently represent an average over some spatial footprint that is typically kilometers or more in extent, is made difficult by the differences in spatial and temporal sampling. These differences, caused by spatial variability on scales smaller than the satellite footprint, can be compensated somewhat by temporal averaging of the in situ data to effectively attenuate the small-scale variability (e.g., May and Bourassa, 2011; Lin et al., 2015), but the difference in time-space averaging in different observational approaches remains a fundamental difficulty. The in situ moored buoy data is accurate and has high temporal resolution, often for a long record, but these point measurements tend to be too sparsely distributed for mapping spatial patterns and understanding teleconnections. The moored buoys tend to be located along coastlines where they are easier to maintain, and in the three main tropical arrays. Furthermore, while the surface moorings that contribute to OceanSITES and coastal arrays and to research endeavors provide many flux EOV and ECV, few measure all. In particular, only a small subset of these moorings measure solar radiation and not all of these sites measure downward longwave radiation. Likewise, surface current observations are available at only a small subset of surface mooring sites. There are also large gaps in the center of ocean basins and at high latitudes, especially in the Southern Hemisphere (see Swart et al., 2019). There are currently only 22 operating sites in this global network that measure net surface heat flux, with only 7 of those being in the Southern Hemisphere. This drastically undersamples important ocean-atmospheric regimes that are known areas of high error for flux analyses. These long, high-quality time series are critical data for satellite algorithm developers, for model testing and development, and for analyzing critical processes in the climate system. These large gaps in coverage reduce the efficacy of the observation for the research and weather applications discussed in section “Introduction.”

Current Capabilities for Remotely Sensed Flux EOV/ECV Measurements

The current capabilities for remotely sensed flux EOV/ECV are summarized in Table 3 and Figure 5. In particular, typical uncertainty estimates for the highest resolution swath products as well as high resolution gridded products. These uncertainty estimates are presented along with their contribution to uncertainty in the net surface heat flux, estimated by linearizing Eq. 1.1 with respect to the EOV/ECV following Cronin et al. (2014). It should be noted that these uncertainties are based upon comparisons to buoys, which are primarily located in the tropics. Table 3 also describes the typical spatial and temporal resolution, and where technology developments are necessary. Figure 5 shows the status of the constellation for each EOV/ECV over the next decade, and actions needed for improvement. The status of each system is described briefly here.

TABLE 3. Current capability in remotely sensed flux EOVs and corresponding error in net surface heat flux and wind stress.
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FIGURE 5. Satellite sensors that are producing data that can be used in deriving estimates of ocean surface fluxes. Normal text indicates current satellites and sensors, with * indicating those that are beyond their planned lifetime. Italic font shows missions that are expected to be launched in the next decade. Bold text shows areas needing attention in coming decade; red borders highlight where significant action and progress are needed. Not all derived variables from all sensors will reach the accuracies given in Table 3.



The ocean surface roughness measured by satellite sensors is normally transformed into an ocean wind speed at 10 m height using algorithms developed through comparisons with ocean buoys and NWP products (Meissner and Wentz, 2012; Shibata, 2012; Meissner et al., 2014; Hirahara et al., 2015). In reality, the ocean surface roughness is related to the air-sea velocity difference, which is actually the variable of most interest for flux calculations. The measurement of ocean surface roughness from scatterometers (e.g., ASCAT, QuikSCAT, RapidSCAT) and passive microwave (MW) radiometers (e.g., SSMI, SSMI/S, WindSAT, AMSR-E, AMSR2) is already at a spatial resolution and accuracy sufficient for most global flux estimates. At NDBC, TAO, and PIRATA buoys, monthly mean satellite wind speeds are found to have average biases of 0.3 m s–1 and RMS of 0.73 and 0.81 m s–1 (QuikSCAT and SSMI, respectively) (Wallcraft et al., 2009). RMS is a bit larger for the daily mean wind speed; RMS of 1.25 m s–1 at TAO buoy is reported (Hirahara et al., 2015). It is even larger in the Kuroshio Extension region; RMS is 1.6 m s–1 at KEO buoy for AMSR2 (Tomita et al., 2015).

The recent generation of satellite SST sensors (e.g., VIIRS, AATSR and its successor, SLSTR) are close to meeting the global uncertainty of 0.3 K for surface skin temperature measurements, but the uncertainty has regional non-random characteristics that may not always meet the uncertainty requirements (Petrenko et al., 2014). There have been efforts to generate a stable SST record (e.g., ESA Climate Change Initiative for SST, NOAA Pathfinder AVHRR, MODIS – VIIRS). In regions with persistent, seasonal cloud cover, observations are simply not possible from IR instruments, which hinders the accuracy of daily and monthly SST analyses (Liu and Minnett, 2016). Other sources of error, such as water vapor and atmospheric aerosols have regional and temporal characteristics that will impact the uncertainty (Luo et al., 2019). Passive microwave SSTs approximate to the sub-skin value, but with simultaneous observation of wind speeds, and further research into transformation of these observations into a skin value, they can provide essential observations in regions where the IR observations are simply not available due to cloud cover (see section “Systematic Uncertainties Near Fronts and Regions of Persistent Clouds”). Donlon et al. (2002) found the skin to subskin difference asymptotes to a value of –0.14 K for wind speeds above approximately 6 m s–1. Since subsurface temperature measurements from buoys are widely used in IR atmospheric correction algorithm development and validation, an offset of –0.17K is used as an estimate of the global thermal skin effect, so the subsurface temperatures approximate to a skin SST (Kilpatrick et al., 2015).

Near-surface air temperature is an exceptionally difficult observation from satellite measurements, as existing instrumentation cannot adequately resolve the planetary boundary layer, which has thicknesses varying from ∼500 m to 3 km over the ocean (von Engeln and Teixeira, 2013). This observable is currently estimated using atmospheric sounders and hyperspectral sensors, both of which have drawbacks. The sounders have higher sensitivity to the upper, rather than lower, atmospheric temperatures and have low vertical resolution, making the measurement of near surface temperature exceptionally challenging. The hyperspectral instruments such as AIRS and IASI, have high spectral resolution and offer better vertical resolution, but still suffer from the fundamental physical problem that the vertical resolution of derived profiles is limited to ∼1 km. The use of passive MW imagers to determine near-surface air temperature and humidity has been undertaken with some success, if a first-guess SST is used, with small (<0.1°C) bias and roughly 1.5°C RMS (Roberts et al., 2010; Clayson and Brown, 2016).

Near-surface air humidity is very difficult to infer accurately from satellite radiometers, for the same reasons as for near-surface air temperature. For both temperature and humidity, the weighting functions used for retrievals are dependent on the temperature and humidity profiles and, consequently, cannot be fixed for given wavelengths. Thus, there is a risk that the near-surface variables are artificially correlated with the sea-surface temperature and the state of the atmosphere, and distinguishing the true physical correlations from those that are artifacts of the measurement is difficult. In addition, the retrieval algorithms for near-surface temperature and humidity are commonly trained with in situ buoy and/or ship measurements. The relationship between satellite measurements and near-surface variables is strongly regime dependent, displaying a step-like transition (or separation) from the warm/humid regime to the cold/dry regime (Yu and Jin, 2018). The evidence suggests that the skill of the retrieval algorithm is highly dependent of the vertical distribution of water vapor. Current remote-sensing algorithms to derive near-surface humidity using a satellite MW radiometer show RMS disagreements of ∼1.0 g kg–1 with smaller positive bias in mid-latitudes (Tomita et al., 2018). A recent regime-dependent approach that treats the warm/humid and cold/dry regimes separately shows noted improvement with RMS of 0.8 g kg–1 for air specific humidity and 0.5°C for air temperature (Yu and Jin, 2018).

As discussed in section “Radiative Heat Flux EOV/ECV,” surface radiative fluxes are computed using radiative transfer models with input provided by cloud properties retrieved from satellites combined with temperature and humidity profiles. Comparisons of in situ surface observations and satellite-derived irradiances are used to estimate the uncertainty in satellite-derived irradiances; there are however, only a limited number of radiation measurements over the global ocean and most of these are in the tropics. Comparisons reported by Kato et al. (2018) show that surface monthly mean downward fluxes agree with observations to within a mean difference (RMS) of 5 (11) W m–2, respectively for shortwave, and 2 (5) W m–2 for longwave, when the differences are averaged over 46 ocean sites. Rutan et al. (2015) using CERES Edition 3 3-hourly products found an RMS of 55 and 20 W m–2 for SW↓ and LW↓, respectively. These root-mean-square differences between observed and satellite-derived 3-hourly and monthly mean irradiances are used for the uncertainty shown in Table 3. These are within the reported monthly averaged uncertainty of observed radiative fluxes at buoys of ∼5 W m–2 (Colbo and Weller, 2009). Comparison uncertainties are influenced by atmospheric, cloud and aerosol properties as well as temporal and spatial sampling issues. Ambient conditions, such as aerosol deposition, have also been shown to degrade buoy radiative flux measurements as well (Foltz et al., 2013). Although satellite derived surface radiative fluxes agree with observed radiative fluxes at buoys to within the uncertainty, most buoys are located in the tropics. To evaluate satellite derived radiative fluxes in a wide range of atmospheric conditions, observations in mid- and high-latitude regions are needed.

Systematic Uncertainties Near Fronts and Regions of Persistent Clouds

Because persistent clouds can form at fronts, IR satellite SST observations (e.g., AVHRR, MODIS, VIIRS …) can be spatially patchy due to contamination by clouds. Conversely, IR data cloud screening algorithms can also mischaracterize actual IR-observed ocean SST variability near fronts as being cloud (Kilpatrick et al., 2019). A separate issue near fronts stems from the fact that the 25–50 km spatial footprint of microwave satellite SST retrievals often exceeds the frontal scale. Furthermore, these larger footprints and antenna side-lobes can allow land contamination to impact SST front detection in coastal regions. At present, many mapping products interpolate through these patches (e.g., Reynolds et al., 2013), leading to western boundary current fronts that are too smooth and that do not capture the mesoscale variability associated with the meandering of these fronts. Because the atmospheric response depends upon the sharpness of the SST gradient (Chelton et al., 2004; Minobe et al., 2010; Parfitt et al., 2016), this bias can result in a cascade of errors. Even multi-satellite merged data are unlikely to eliminate the gaps in surface variables completely in part because of land contamination in coastal microwave-based measurements, although a proposed higher resolution sensor could mitigate this problem (e.g., Bourassa et al., 2019; Rodríguez et al., 2019).

A strategy must be developed for handling patchy data in frontal and coastal regions, using alternative data sources. While drifters, ASVs and underway ship measurements may be able to fill these gaps at times, they are likely to be too sparse both in time and space to fill all gaps. Repeat sections from these platforms, however, may provide structure functions for sharp fronts, which when combined with information about the location of the front from altimeter and tidal data, could then help fill the gaps in the patchy data with properly located sharp fronts in flux EOV and ECVs fields. Ultimately, regional atmospheric modeling, preferably with non-hydrostatic model settings and high-resolution NWP products must be used to fill in remaining patches in data with dynamically consistent fields.

Systematic Uncertainties Due to Inadequate Sampling of Diurnal Variability and Episodic Events

Satellite instruments can provide global or near-global coverage, but the spatial coverage comes at the cost of reduced temporal resolution. Many of the satellites used for estimating surface fluxes are in sun-synchronous polar orbits. Polar orbits have the virtue of providing near global coverage, and sun-synchronous orbits have significant engineering advantages, as satellite observations are made within a narrow range of local times so that solar angles and sun glint are relatively consistent at all times. For some variables, such as SST, geostationary satellites are also useful, with the advantage of providing higher temporal sampling rates that can resolve the diurnal cycle of SST. SST can vary by more than 2–4 K over the course of a day in regions of high solar insolation and low winds. Resolving only nighttime SST can lead to biases of up to 5–10 W m–2 in the long-term mean heat fluxes (Clayson and Bogdanoff, 2013).

Resolving the diurnal cycle is particularly important since the diurnal cycle in solar radiation leads to an afternoon near-surface stratification that can trap surface forcing into a thin layer. As a consequence, rain-puddles formed during the daytime are fresher than ones formed at nighttime (Cronin and McPhaden, 1999). Likewise, “diurnal jets” can form, with anomalous wind-forced surface currents that are stronger in the afternoon than at nighttime (Cronin and Kessler, 2009, their Figure 5). The afternoon near-surface stratification also traps surface heat fluxes, making them more effective at causing SST change than at nighttime when the mixed layer depth is deeper. The diurnally varying mixed layer depth, in this way, causes rectification of diurnal variability into longer timescales (Bernie et al., 2005).

Satellite and NWP/reanalyses fluxes may also be biased due to poor representation of short-term extreme flux events associated with very strong winds and strong temperature and humidity gradients near the surface. In satellite-based fluxes these biases are likely due to poor sampling while in NWP and reanalyses they also might be associated with inability of atmospheric models to adequately simulate such conditions. Bentamy et al. (2017) using probability density function approach (Gulev and Belyaev, 2012) demonstrated that extreme fluxes derived from satellite products may deviate from flux extremes estimated from buoy measurements by tens of W m–2, even if the mean flux estimates are comparable.

Except at high latitudes, a single polar orbiting satellite can provide a maximum of two measurements per day (e.g., at 10:30 am and 10:30 pm), which is inadequate for resolving atmospheric synoptic variability or for resolving the amplitude and phase of the diurnal cycle. The diurnal cycle can be resolved by either placing several satellites in different sun-synchronous orbit planes to sample several discrete local times or by a single satellite in a lower inclination orbit. In the latter case, the satellite will precess through the diurnal cycle for any location on the ground over a period of time (days to months) that is related to the orbit inclination. Placing several satellite in sun-synchronous orbits, while more costly, has the benefit of sampling the diurnal cycle daily at discrete local times and reduces the overall re-visit time for resolving rapidly evolving storms and short-lived extreme events.

Current Capabilities for Gridded Flux Products

To create the global flux products, the flux EOVs and ECVs must be observed or estimated with sufficient resolution and coverage to map their fields, or to constrain NWP model solutions and reanalyses to produce realistic flux fields. For flux products that extend back to the early-mid twentieth century, these gridded products based upon observations and NWP rely exclusively upon in situ data, primarily from underway ships. In the past decades, a satellite constellation has been building that can provide several of the gridded EOVs necessary for creating the flux products. However, because satellites are at present unable to provide some EOVs (e.g., surface air temperature and humidity) with acceptable accuracy, for some “blended” products such as the OAFlux product (Yu and Weller, 2007), air temperature and humidity are instead based on bias-adjusted NWP outputs, while other flux EOVs and ECVs are derived from satellite data. Satellite measurements appear to provide sufficient signal-to-noise ratios to produce high-quality stress estimates; however, direct in situ measurements of stress are too sparse to provide adequate calibration. The common practice is to derive winds from satellite backscatter measurements by utilizing in situ wind measurements and compute wind stress from bulk flux parameterization.

Even NWP and blended flux products, however, have large biases and uncertainties (Cronin et al., 2006; Bentamy et al., 2017; Valdivieso et al., 2017; Tomita et al., 2019; Yu, 2019). Mean fields from 12 products show standard deviations of up to 30 W m–2 for net surface heat flux and 5 × 10–2 N m–2 for wind stress (Figures 1C,D). It should be noted though that agreement between the different products does not mean that there are no biases; it may mean that all products are biased in the same way. In this case, the standard deviation around the multiproduct mean is not an appropriate estimate of the uncertainty. Moreover, the standard deviation could be overestimated due to outlying products. Thus, independent reference data are required to determine the accuracy of these products.

For the global average, ocean heat content estimates show the net surface heat flux into the ocean to be less than 1 W m–2 (e.g., Roemmich et al., 2015); for most products, the global average of the net air-sea heat flux is up to an order of magnitude larger than this (Figure 6A and Table 4). Comparisons of the state variables against moored reference station data show that a substantial part of this mean bias is due to deficiencies in the bulk algorithm used by the NWP (Jiang et al., 2005; Zhang et al., 2016). Bias can also be associated with the radiative heat flux components (Figure 6B), highlighting the need to improve satellite radiative observations and the presence of clouds in NWP. In order to understand the regional distribution of these errors and diagnose their causes, in situ reference stations are needed (Figure 4).

TABLE 4. Various flux products information (based on Bentamy et al., 2017; Valdivieso et al., 2017; Tomita et al., 2018; Yu, 2019), including temporal and horizontal (in degrees) resolution, period of availability, flux components [Shortwave (QSW), Longwave (QLW), Sensible (Qsen), Latent (Qlat), Net air-sea heat flux (Qnet), Freshwater Flux (FW), and Momentum flux (τ)], and global ocean mean value for Qnet where available.
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FIGURE 6. (A) Global-ocean mean energy (Qnet) budget. (B) The ratio of the mean averages of QSW - QLW to Qlat + Qsen; the dashed line denotes that this ratio equals 1.0. Abbreviations: 20CR, Twentieth Century Reanalysis; CERES, Clouds and the Earth’s Radiant Energy System–Energy Balanced and Filled; CFSR, Climate Forecast System Reanalysis; ERA-20C, European Centre for Medium-Range Weather Forecasts Twentieth Century; ERA-Interim, European Centre for Medium-Range Weather Forecasts Interim; GPCP, Global Precipitation Climatology Project; JRA-55, Japanese 55-Year Reanalysis; MERRA, Modern-Era Retrospective Analysis for Research and Applications; NCEP, National Center for Environmental Prediction; NOC, National Oceanography Centre; OAFlux-1 × 1, 1°-gridded Objectively Analyzed Air–Sea Fluxes; OAFlux-HR3 and -HR4, high-resolution (0.25°-gridded) Objectively Analyzed Air–Sea Fluxes analysis computed from Coupled Ocean–Atmosphere Response Experiment (COARE) version 3 and version 4, respectively. The 12 products used here are the same as used in Figure 1 from Yu (2019).



To improve NWP fluxes, marine boundary layer physics in NWP must be improved, including their algorithms for computing air-sea fluxes. In addition, more in situ and remotely sensed data with higher accuracy are needed to constrain the NWP. More accurate satellite-based moisture and temperature profiles and surface data would greatly improve remotely sensed estimates of surface radiation and latent and sensible heat fluxes, and if assimilated into NWP models, would likely lead to improved representation of cloud formation processes and thereby improved representation of the state variables and surface radiative and turbulent fluxes from these NWP models.

ASPIRATIONAL SAMPLING REQUIREMENTS AND TARGET UNCERTAINTIES

Air-sea fluxes are challenging to observe because high-frequency variability and gustiness rectifies into the longer time scales. To adequately represent the annual cycle of heat fluxes, synoptic variability associated with storms must be captured. Subdiurnal resolution is required to adequately represent fluxes associated with fast-moving storms or in regions with a large diurnal cycle in SST. Fast moving atmospheric synoptic transients are associated with surface flux extremes (e.g., Tilinina et al., 2018), which can only be resolved in high resolution data. A gridded air-sea flux product that has 25 km or better spatial resolution and at least 3-hourly temporal resolution with a random uncertainty of 15 W m–2 and a bias of less than 5 W m–2 would be able to capture most of the air-sea interaction phenomena shown in Figure 2. The corresponding wind stress product should have a random uncertainty of ± 0.01 N m–2 (or a 5% noise-to-signal ratio, whichever is larger) and a bias of <0.005 N m–2. It is important though to realize that the native resolution of the source observations for this gridded product must be at least 2–4 times better – at least 10 km and hourly. While this represents an improved accuracy at this resolution for wind stress, for the heat flux product, achieving this accuracy would represent a breakthrough advancement. Table 5 summarizes the sampling requirements for each flux EOV/ECV needed to meet this aspirational target. Because SST is the primary ocean EOV that drives the air-sea flux, and can be controlled by ocean frontogenesis processes, SST must have the highest spatial resolution of all EOV/ECV. We set an aspirational target of 1 km. This aspirational target, even now, is partially met for many parts of the global ocean.

TABLE 5. Sampling and uncertainty targets for producing a 3-hourly 25-km (aspirational goal of hourly at 10-km) gridded product of Qnet with a 1-day random uncertainty of 15 W m–2 and a bias of less than 5 W m–2.
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OPPORTUNITIES FOR IMPROVED FLUXES IN THE GLOBAL ICE-FREE OCEAN

For global ice-free ocean estimates of turbulent heat and momentum fluxes, it is necessary to measure the flux EOVs and ECVs with sufficient accuracy, coverage and resolution to meet the targeted uncertainty and stability. As described in section “Current Capabilities,” the primary state variables for computing turbulent air-sea fluxes of heat and momentum include near surface air temperature, ocean skin SST, near-surface humidity, and the surface wind relative to the ocean surface currents. At present, humidity and air-temperature ECVs do not meet the requirements needed for global flux estimation (Tables 3, 5 and Figure 7). Our two major recommendations, described below, and our roadmap to flux improvement described in section “Roadmap for Improving Air-Sea Fluxes,” will address these deficiencies and others, enabling adequate sampling for all primary flux EOV/ECV by 2030.
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FIGURE 7. Overall status of flux EOV/ECV, assuming recommendations made here are followed.



Space-Based Sensor for Near Surface Moisture and Air-Temperature Retrievals

A future remote-sensing measurement system designed for the boundary layer can address many of the issues that bedevil the present system. In particular, as described in section “Current Capabilities for Remotely Sensed Flux EOV/ECV Measurements,” existing remote sensing satellites are able to measure near surface wind speed and surface skin temperature with sufficient accuracy using either microwave or IR instruments, although further algorithm development is needed since these measurements are often tuned to bulk (rather than skin) SST and wind speed (rather than wind stress). Current atmospheric sounders are able to measure vertical profiles of temperature and water vapor, and these observations are the basis for deriving satellite-based near-surface air temperature and humidity.

Three major challenges need to be addressed to improve remotely sensed estimates of heat fluxes: improvements to retrievals, improvements to time coincidence of EOVs/ECVs, and improvements to algorithms. The first challenge is to improve the sensitivity and vertical resolution of microwave sounders in the boundary layer. Existing microwave sounders typically only have a few channels giving sensitivity at less than 10 evenly spaced levels from the surface to 20 km for temperature and to 10 km for water vapor. These channels are also fixed in frequency and often introduce biases due to the shift of the weighting functions (see section “Current Capabilities for Remotely Sensed Flux EOV/ECV Measurements”). This may be overcome by adding additional channels, such as hyperspectral microwave sounding spectrometers at 50 and 183 GHz. Simulations of a notional hyperspectral sensor with a neural network retrieval algorithm predict uncertainties of 0.6°C for near-surface air temperature and 7% error for near-surface specific humidity, effectively doubling the accuracy of existing retrievals, for 1 km layers from the surface to 10–20 km altitude (Blackwell, 2005; Blackwell et al., 2011; Boukabara and Garrett, 2011). Assimilation of these better-resolved profiles into NWP should lead to additional improvements to the representation of near-surface conditions and thus air-sea fluxes.

The second challenge is to improve the time coincidence of the remotely sensed flux EOV/ECV measurements, which are typically made by independent systems and therefore usually not coincident in time, introducing de-correlation errors when computing fluxes from merged data. Time coincidence could be achieved by combining instruments on the same platform, or by using instruments on separate platforms flying in formation, which would most likely require a set of small satellite sensors to be cost effective. Alternatively, a passive microwave radiometer that combined low-frequency window channels used to measure SST and wind speed with atmospheric temperature and water vapor sounding channels would address the co-incidence issue with a single instrument. Radiometer instrument technology has made rapid strides in the past several years to miniaturize and lower the cost of the sensors envisioned for this constellation, coupled with equal advancements in low-cost CubeSat and small satellites. The US Air Force plans to demonstrate a low-cost conical microwave imager (Brown et al., 2017) and NASA has two missions to demonstrate CubeSat microwave imager/sounders (Reising et al., 2016; Blackwell et al., 2018). In addition, launch costs have decreased through rideshare opportunities.

The third challenge is to improve the retrieval algorithms for near-surface air temperature and humidity. While SST and wind speed accuracies are typically better than 0.3–0.5°C (Gentemann, 2014; Kilpatrick et al., 2015) and 0.5–1.4 ms–1 (Zhang et al., 2018), direct retrievals of near-surface air temperature and humidity a few meters above the sea surface remains challenging. Remote sensing retrievals provide average values for the lower 1 km. The relationship between this average and the air temperature and specific humidity at the sea surface requires an understanding of the vertical distribution of moisture within the atmospheric boundary layer and how this varies regionally and temporally. The suggested roadmap therefore includes a holistic program to improve and tune the retrieval algorithms and our understanding of their uncertainties, which will require improved remote sensing observations and a global array of in situ observation.

Globally Distributed in situ Network of Flux EOV and ECV

As discussed in section “Current Capabilities for Remotely Sensed Flux EOV/ECV Measurements,” the sparsity of the in situ network of flux EOV/ECV observations, particularly in large regions of the Southern Hemisphere, stands as a major obstacle to progress. Lack of in situ data in these regions and other regimes lead to large uncertainties in satellite air humidity and temperature retrievals because retrieval algorithms are not sufficiently trained to represent various near-surface boundary conditions (Yu, 2019). In regions of low winds, where SST can have a large diurnal cycle and wind gustiness contributes significantly to the wind variance, in situ surface observations may capture the temporal variability of air-sea fluxes better than polar-orbiting satellite. Likewise, in situ observations may be better at capturing temporal variability of fast moving storms in the northern and southern hemisphere storm tracks. These tend to be regions with convective rainfall, which also can contaminate satellite IR scatterometer measurements. Finally, while satellite observations have a spatial resolution that a global in situ array could never meet, as discussed in section “Systematic Uncertainties Near Fronts and Regions of Persistent Clouds,” satellite can have data gaps due to persistent clouds in frontal regions precisely where air-sea fluxes are expected to be large. Together, these strengths and weaknesses of remotely sensed vs. in situ observations argue for developing a global in situ flux-observing array to complement the global remote-sensing constellation.

Mazloff et al. (2018, their Table 1) provide estimates for heat and carbon flux decorrelation scales in the Southern Ocean, sorted into low-pass and high-pass scales. The low-pass requirements need very sparse sampling (90° by 10°; 11 measurements), but high-pass sampling is more substantial: 156 measurements in the 70° to 35° latitude range, or roughly one measurement per 4° by 4° box. Further work will need to be done to determine the optimal design of this regionally distributed plan. But at its center might be pairs or clusters of flux platforms within a regular grid (e.g., 10° by 10°) box. For reference, nodes of a 10° grid are shown in Figure 8, with 368 nodes in the global ocean. We envision a global network of flux observing platforms made up of ASVs, drifting and moored buoys, and R/Vs, with the exact choice of platform dependent upon conditions and scientific needs. This large-scale network of high-resolution sampling would ideally capture frontal structures that are critical to the generation of large exchanges of heat between the ocean and atmosphere.
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FIGURE 8. Existing OceanSITES network of surface heat fluxes (filled black squares) with priority regions for new OceanSITES stations indicated by black boxes. The gray dots indicate nodes of a 10° by 10° grid, with 368 grid boxes in the global oceans. The background mean net surface heat flux is constructed from OAFlux-HR (Yu, 2019) and CERES EBAF (Kato et al., 2018) for the period of 2001–2015.



These flux platforms could carry other sensor suites too, such as air-sea carbon dioxide flux packages and ocean acidification sensors. In this way, the network could be multi-functional and serve a range of communities and stakeholders beyond those described here. In the future, as true coupled data assimilation becomes standard for NWP, we would expect that this network of co-located surface ocean and atmospheric in situ observations would be particularly valuable for assimilations.

This globally distributed array should be built around an expanded OceanSITES network. At present, the OceanSITES surface flux array is too sparse, with 22 sites that measure net surface heat flux. Nineteen key regions needing OceanSITES time series stations are shown in Figure 8. These regions include eleven discussed in section “In situ Platforms for Observing Fluxes,” as well as regions in the western equatorial Pacific and western North Atlantic, and eight additional high priority regions in the Southern Hemisphere. These regions have no OceanSITES flux reference station. As discussed in section “In situ Platforms for Observing Fluxes,” an OceanSITES station not only monitors the air-sea fluxes, but also the local response of the ocean, atmosphere, and ecosystem to these air – sea exchanges. Tozuka et al. (2018) have shown that the contribution of surface heat fluxes to surface frontogenesis/frontolysis depends not just on the flux gradients, but also on the distribution of mixed layer depth, which controls the effective heat capacity of the upper ocean. The OceanSITES flux network provides these co-located air-sea flux, mixed layer depth observations, and other EOVs so that budget analyses can be performed to determine causes for surface variability.

In some regions, such as the tropical Pacific, the number of OceanSITES flux reference stations could be increased simply by adding a few sensors to existing OceanSITES surface moorings. In other regions, new mooring stations are needed. The Tropical Pacific Observing System (TPOS)-2020 project is working to optimize flux measurements in the tropical Pacific, including the eastern and western boundary regions (Smith et al., 2019). Likewise, the Southern Ocean Flux working group is in the process of developing a deployment strategy to optimize the positioning of a sparse internationally supported array of flux moorings (Swart et al., 2019). Regional groups, like these, have the scientific expertise and local knowledge that are critical for making these long-term stations successful. Nevertheless, the following list of new sites are considered to be a high priority as they are all in regions that do not at present have any flux reference station:

New Flux Reference Sites for 8 Key Regions with no Flux Station at Present

(1) Tropical Western Pacific (9°N, 150°E; equatorial region west of 165°E): Typhoon corridor, monsoon, intraseasonal oscillations, and ENSO variability.

(2) Southern Ocean (order 60°S, any longitude): Ice-edge conditions. Southern Hemisphere storm track.

(3) Southern Ocean (40S°–60°S, any longitude): Southern Hemisphere storm track.

(4) Agulhas (40°S, 36°E): Intense heat loss region associated with S. Indian Ocean western boundary current (WBC), extratropical storms, interbasin eddy heat exchanges, mixed layer depth role in front gradient.

(5) Southeast Indian Ocean (25°S, 110°E): Strongest ocean evaporation region (globally) in trade wind return flow, subject to “Ningaloo” mid-latitude marine heat waves. Subtropical mode water formation site.

(6) Gulf Stream (35°N, 60°W): Intense heat loss associated with N. Atlantic WBC, eddy rich region, tropical-extratropical cyclones and interactions, cold-air outbreaks.

(7) East Australian Current (35°S, 160°E): S. Pacific WBC, Tasman Front, tropical-extratropical interactions.

(8) Brazil-Malvinas Confluence (42°S, 42°W): S. Atlantic WBC, eddy rich region, tropical-extratropical interactions.

These regions listed here are high priority because they at present have no OceanSITES flux reference station in them. Our boxed regions, however, are large, covering major quadrants of each basin. Each have multiple regimes, sometimes separated by major fronts. For many regions, such as the tropics, multiple stations are justified. Careful array design studies by regional experts is recommended.

A subset of the long-term reference stations should be enhanced for process studies and to provide high resolution turbulent flux and mean profiles that extend 20 to 100 m into the marine atmosphere. These “super sites” would provide critical observations to validate and guide model physics and bulk flux and satellite retrieval algorithm development. Such a system, with multiple levels of fast-response sensors to directly measure momentum, heat and mass exchange, could be based on fixed towers, large moored spar buoys or other floating platforms, which are being developed and used by the offshore wind industry. Remote sensing systems deployed on the platforms and from nearby moorings (e.g., Lidar buoys) could provide further characterization of the coupled boundary layer, including cloud information, boundary layer height and mixed layer depth. Other key variables to be observed at these sites could include wave information, radiative fluxes (including both upwelling and downwelling fluxes), skin SST, precipitation, high-resolution upper ocean currents, fast static pressure, and a suite of oceanic boundary measurements, among others. These supersites and their associated infrastructure would also serve as testbeds for validation of innovative platforms and systems, such as low-power sensors and remote sensing systems for deployment on buoys and mobile platforms. In addition, it is recommended that some of the ships servicing the moorings and supersites be enhanced to monitor the coupled boundary layer, and host unmanned aircraft systems for observing along-wind and cross-wind variations, obtaining data to improve albedo parameterizations, and for monitoring a wide-range of coupled boundary layer processes. The breakthroughs highlighted in Figure 7 depend not only upon improved remote sensing and expanded in situ observations, but also upon improved models, algorithms and parameterizations. This ambitious goal is predicated upon vigorous research fed by these coupled boundary layer observations described here.

ROADMAP FOR IMPROVING AIR-SEA FLUXES

Quantifying air-sea fluxes is very challenging as multiple co-located flux EOV/ECV must be measured at high temporal and spatial resolution, with high accuracy. At present, the global ocean observing system does not meet the necessary requirements (Figure 7), mainly due to the lack of global coverage of surface humidity and air temperature. Our two major recommendations rectify this and other deficiencies:

Major Recommendation #1

Create a remote-sensing retrieval system designed for accurate boundary layer measurement of air temperature, humidity, SST, and surface stress. This would involve a holistic approach to improve resolution of satellite retrievals, time coincidence of remotely sensed surface flux EOVs/ECVs, and algorithms that relate the retrievals to near-surface conditions.

Major Recommendation #2

Create a global in situ array of flux observing platforms, built around an expanded OceanSITES network of time series reference station moorings. The global array would include ∼500–1000 platforms including ASVs, moored and drifting buoys, and RVs, with 1–3 platforms in nominal 10° by 10° boxes. The OceanSITES network of 22 flux sites must be maintained and expanded in up to 19 key regions. In addition, the in situ array should include a few super sites with enhanced observations of the coupled boundary layer.

These major recommendations depend upon a number of steps taking place, as shown in the Roadmap (Figure 9):
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FIGURE 9. Roadmap chart for making improvements in air-sea fluxes over the next decade. Major recommendation activities are indicated in green. Arrows indicate that these activities are likely to be ongoing.



• The TRL for ASV and other new flux platforms must be increased before being used to form a large global network. These platforms must be continually evaluated against satellite and proven technology, including RVs, flux towers with vertical extent, and OceanSITES and OOI moorings. It is recommended that an international ASV expert group form to coordinate ASV data stream, evaluate data, and develop best practices and standardizations.

• Array designs for the in situ flux network must be studied. It is likely that a flux network would have some similarities to an Argo array in being globally distributed, but also have some distinct differences due to the importance of fronts and rapid variations in flux EOV/ECV. Likewise, in contrast to Argo, adaptive sampling capabilities of ASV could allow the globally distributed array to target certain phenomena and to sample in combination with other fixed platforms. Determining the optimal array design will require both model studies and pilot field studies.

• International coordination of data management and archival must be extended to flux-related data streams, including for all underway RV observations, ASVs, drifting and other flux platforms, and for observations transmitted in near real time in support of NWP on the Global Telecommunications System (GTS).

• With the expanded in situ array of platforms that measure all flux EOV/ECV including direct covariance flux estimates of the turbulent fluxes, the state of the art bulk aerodynamic flux algorithm can be improved, leading to reduced uncertainties. It is critical that the bulk algorithm in NWP be improved.

• Parameterizations for transforming bulk EOV/ECV into bulk algorithm state variables must be improved. These include (but are not limited to) extrapolation of bulk sea surface state variables to the air-sea interface, and parameterizations of albedo and emissivity.

• Cross-platform and cross-product intercomparisons must take place and differences must be reconciled. Sensors across all in situ platforms should have laboratory calibrations traceable to international standards, and field intercomparisons to verify consistency. Identification of field errors should lead to changes in best practices. Identification of model errors should lead to recommendations for improved physics and parameterizations.

CONCLUSION

In this paper, we lay out an observational strategy for producing 3-hourly at 25-km (and an aspirational goal of hourly at 10-km) gridded heat fluxes and wind stress fields over the global, ice-free ocean that have a breakthrough improvement in accuracy for heat flux and, for these scales, an improved accuracy in wind stress. The target for the net heat flux product is 1-day random uncertainty of 15 W m–2 (or 5% error for each radiative component and the sum of the turbulent heat fluxes) and a bias of less than 5 W m–2. For the wind stress product the target is 1-day random uncertainty of ± 0.01 N m–2 (or a 5% noise-to-signal ratio, whichever is higher) and a bias of 0.005 N m–2. At present the heat flux uncertainty target is met only at OceanSITES reference station moorings and RVs that follow best practices. To meet these targets in the next decade, we make two major recommendations: (1) Create a remote-sensing measurement system designed for accurate boundary layer measurements of air temperature, humidity, SST, and surface stress; and (2) Create a complementary global in situ array of flux observing platforms, built around an expanded OceanSITES network of time series reference station moorings. The global array would include ∼500–1000 platforms including ASV, moored and drifting buoys, and RVs, with 1–3 platforms in nominal 10° by 10° boxes. The OceanSITES network of 22 flux sites must be maintained and expanded in up to 19 key regions. The in situ flux array would provide globally distributed measurements and metrics for satellite algorithm development and product validation. In addition, in situ flux EOV and ECV observations that also include direct covariance flux observations could be used to improve “bulk aerodynamic algorithm” for computation of air-sea exchange of heat and momentum. With improved coupling of the ocean and atmosphere in NWP, and constrained by the improved moisture and air temperature profiles, these NWP are expected to have improved representation of cloud formation processes and radiative properties. Together, these will lead to a more accurate satellite-based (and blended) flux product. This better quantification of the ocean’s influence on the atmosphere will lead to improved long-term weather forecasts, seasonal-interannual-decadal climate predictions, and regional climate projections.
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Instrument

type

Relevant Satellite Sensors - 2018-2030

Status and Actions

Ocean surface
wind speed/
direction

Surface
currents

Sea-surface
temperature

Near-surface
air
temperature

Near-surface
air humidity

Surface
insolation

Net surface
infrared
fluxes

Radar
scatterometers

PWM
radiometers

SAR

GNSS
reflectometry

Doppler LIDAR

SAR

Altimeters

IR radiometers
— polar orbiters

IR radiometers
— geostationary

PWM
radiometers

IR sounders

— polar orbiters
IR sounders
-geostationary
PMW
radiometers

IR sounders —
polar orbiters
IR sounders —
geostationary

PMW sounders

VIS/IR
radiometers —
polar orbiters &
geostationary

VIS/IR
radiometers —
polar orbiters &
geostationary

ASCAT on MetOp-A, B, C; OSCAT on ScatSat-1 and OceanSat -2, -3, -3A;

SCAT & SWIM on CFOSAT, Follow-On mission from 2022; WindRAD on
FY-3E, 3H from 2019; SCAT on HY-2C, 2D, 2E, 2F from 2019;
SCA on MetOp SG from 2022.

WindSat* on Coriolis; AMSR2* on GCOM-W1; SSMIS on DMSP F16,
F17, F18; GMI on GPM-Core Observatory.

Sentinel 1 a & b, followed by c &d; TerraSar-X, TanDEM-X & PAZ;
COSMO-SkyMed; RADARSAT-2; RADARSAT Constellation.

CYGNSS.*

Atmospheric Dynamics Mission —Aeolus.

Sentinel 1 a & b, followed by c & d. TerraSar-X, TanDEM-X & PAZ;
COSMO-SkyMed; RADARSAT-2; RADARSAT Constellation.

Sentinel 3 a & b, followed by c & d; JASON 3, followed by JASON-CS-A
and —B; SWOT in 2022.

AVHRR on NOAA-19, MetOp-B, -C; MODIS* on Terra and Aqua;
VIIRS on S-NPP & NOAA-20, JPSS-2, -3; SLSTR on Sentinel 3a & b,
followed by c & d; METimage on MetOp SG from 2022.

Imager on GOES-15; SEVIRI on MSG-10; Imager on INSAT-3, -3DR,
-3DS; AHI on Himawari-8, -9; ABI on GOES-16 (IR bands on GOES-17
have problems); AGRI on FY-4A, 4B, 4C; GIIRS on FY-4A, 4B, 4C, 4D,

4E; AMI on Geo-Kompsat-2A; FCl on MTG-I.

WindSat* on Coriolis — current; AMSR2* on GCOM-W1.

AIRS* on Aqua; TES-N* on Aura; IASI on MetOp-B, -C; IASI-NG on
MetOp SG from 2022; CRIS on S-NPP & NOAA-20; JPSS-2, -3.

Sounder on GOES-15; Sounder on INSAT-3, -3DR, -3DS; GIIRS on
FY-4A, 4B, 4C, 4D, 4E; IRS on MTG-S.

SSMIS on DMSP series; AMSU on MetOp-B, -C, and NOAA-19; ATMS
on S-NPP & NOAA-20, JPSS-2, -3; MWS on MetOp SG from 2022.

AIRS* on Aqua; IASI on MetOp-B, -C; IASI-NG on MetOp SG from
2022.

Sounder on GOES-15; Sounder on INSAT-3, -3DR, -3DS; GIIRS on
FY-4A, 4B, 4C, 4D, 4E; IRS on MTG-S.

AMSU on Aqua, MetOp-B, -C and NOAA-19; ATMS on S-NPP & NOAA-
20, JPSS-2, -3; MWS on MetOp SG from 2022.

CERES on Terra, Aqua, S-NPP, NOAA-20; RBI on JPSS-2 & -3 from 2022;
Imager on GOES-15; SEVIRI on MSG-10; Imager on INSAT-3, -3DR,
-3DS, -3DS; AHI on Himawari-8, -9; ABI on GOES-16 (IR bands on

GOES-17 have problems); AGRI on FY-4A, 4B, 4C; GIIRS on FY-4A, 4B,

4C, 4D, 4E; AMI on Geo-Kompsat-2A; FCl on MTG-I.

CERES on Terra, Aqua, S-NPP, NOAA-20; RBI on JPSS-2 & -3 from 2022;
Imager on GOES-15; SEVIRI on MSG-10; Imager on INSAT-3, -3DR,
-3DS, -3DS; AHI on Himawari-8, -9; ABI on GOES-16 (IR bands on

GOES-17 have problems); AGRI on FY-4A, 4B, 4C; GIIRS on FY-4A, 4B,

4C, 4D, 4E; AMI on Geo-Kompsat-2A; FCl on MTG-I.

Technology and algorithms are mature, but
directional accuracy needs improvement.
Technology improvements to include
Doppler could give broad swath surface
currents.

Technology and algorithms are mature.
Constellation is fragile. Sampling is poor.
Speed only in most cases. Directional
accuracy needs improvement.

Technology is mature, algorithm
improvement needed. High resolution, but
very poor global coverage. Directional
accuracy needs improvement.

Technology is quite mature, but GPS
satellites were not adequately
intercalibrated, algorithm improvement
needed. CYGNSS in tropics only. Launched
2015 for two-year mission. Speed only.
Long-term prospects unknown.

Experimental. 2D wind profile in flight
direction, component in look direction.
Should reach into PBL. Launched in 2018 for
a 3-year mission. Large footprint, and poor
sampling

Experimental, narrow swath, poor
sampling, selected locations, current
component only in look direction.

Mature technology and algorithms. Derived
from surface topography along sub-satellite
track using geostrophy. SWOT is
experimental. Resolution is roughly 200 km
and 5 days.

Technology is mature, algorithm
improvement needed to reach required
goals.

Technology is mature, algorithm
improvement needed to reach required
goals.

Technology is mature, algorithm
improvement needed to reach required
goals. Constellation is fragile.

Technology and algorithms mature for
coarse resolution sounding; new
algorithms, and probably new technology,
needed for PBL temperature.

Technology and algorithms mature for
coarse resolution sounding; new
algorithms, and probably new technology,
needed for PBL humidity.

Highly derived, needing frequent samples

(1 hr or better) of top-of-atmosphere
emitted radiance, 3D distributions of clouds,
aerosols, water vapor and some trace
gasses. Wind-speed dependent surface
albedo need to derive net insolation.
Accuracy of input data and algorithms need
improvement to reach goals.

Highly derived, needing frequent samples

(1 hr or better) of top-of-atmosphere
emitted radiance, 3D distributions of clouds,
aerosols, water vapor and some trace gases;
cloud base emissivity. Accurate skin SSTs
and surface emissivity needed to derive net
IR fluxes. Accuracy of input data and
algorithms need improvement to reach
goals.
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| FluxEOV/ECY | 2018 | 010 [2020 | 2021 | 2022 | 2023 | 2024 | 2025 | 2026 2027 | 2028 | 2029 [ 2030

Bulk SST Partially met Adequate

Skin Temperature | Partially met Adequate

Wind Speed and Direction | Partially met Adequate

Air Temperature Adequate

Humidity Adequate

Bulk Surface Currents | Partially met Adequate

Skin Surface Currents _ Adequate

Surface Solar Radiation | Partially met Adequate

Surface Longwave Radiation | Partially met Adequate
Albedo | Partially met -

Sea State  Requirement Unknown Requirement Known

Requirement partially met / threshold

Requirement adequately met / breakthrough

_ Requirement not met / inadequate

Requirement fully met / ideal goal
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% Error (covariance flux % Error) 10 25 6 (5) 16 (14) 20 (16) 20 (9) 10cm
Typical Error (covariance flux 3.9Wm—? 5W m—2 7Wm—? 2Wm—? 10W m—2 0.007 Nm=2 10cm
typical error) (BWm2) (1.5Wm=2) B8Wm2) (0.005 N m~2)

These numbers reflect the typical magnitude of systematic errors after averaging a sufficiently large number of measurements so that random errors can be consid-
ered negligible (e.g., one year of hourly measurements). Numbers given for covariance are estimated assuming a single commercial sonic anemometer and infrared
absorption fast hygrometer system. Some uncertainty will cancel out when combining data from an ensemble of covariance observing systems. For example, for
the PSD ship database containing data from 41 cruises residual statistical uncertainty in mean covariance stress (averaged in wind speed bins) is described by
sqrtf(0.0003F + (0.02| < | )).
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Sensor Error (and contribution to Q¢ error)

Flux EOV/ECV Lab Calibration Drift Field Instantaneous Daily Annual
Downwelling Coefficients of fit: 2 W m=2 Tilt: < 2W m—2 75Wm—? 4Wm—? 4Wm~2
Longwave 1.5Wm=2 Temperature gradients: 4 W m~—2
Radiation Noise: 0.5 W m—2 Salt spray: <1 W m—2
Solar: <1% SWj,
Downwelling 2Wm—? <2Wm? Tilt: <2 W m—2 20 W m~2, more in 6Wm? 5Wm=2
Shortwave Temperature gradients: 1-2 Wm~2  broken cloud
Radiation Salt spray: <1 W m~2
Humidity Linear: 0.16 %RH 0.9 Under 95 %RH: + 1 %RH 1 %RH, 3.2Wm™2 1 %RH, 3.2 Wm~2 1 %RH, 3.2 W m~2
Cubic: 0.1 %RH Heating in low winds: 3 %RH 3 %RH, low winds, 3 %RH, 10 Wm~2
10 W m=2
Air Temperature  <0.03°C 0.05°C >1°C, wind < 1Tms~' 0.2°C, more in low 0.1°C, 2.2 Wm~2 0.1°C,22Wm~2
0.7°C, wind=2m s~ wind, 3.5 W m—2
0.4°C,wind=3ms™'
Barometric 0.06 hPa 1.5hPa(max) Temperature: 0.1 hPa 0.3 hPa, 0.2 hPa 0.2
Pressure 0.2 hPa Wind: <0.1 hPa 0.0Wm~2 0.0Wm=2 0.0Wm=2
(wind < 10ms™1)
Sea Surface 0.001°C 0.05°C Low wind: 0.1°C 0.1°C, 4.4 W m~2 0.1°C, 4.4 Wm~=2 0.04°C, 1.7 Wm~=2
Temperature Cool skin: <0.02°C
Wind Speed 1% +0.1ms~! Tilt: <0.3% max (1.5%, 0.1 ms~') max(1%,0.1ms~") max(1%,0.1ms™1)
Sea state: uncertain more in low wind 1.6 W m=2 1.6Wm—2
Very low wind: &1 ms™' 1.7Wm=2
Wind Direction ~ Raw compass: 1° 2° Low wind: 1° 6° &e 50

Buoy spin: 4°

Flow distortion: <5°

(more in low wind)

Flux uncertainties computed for tropical conditions using a database of ship observations and the COARE 3.5 algorithm; the uncertainty is the difference in fluxes averaged
over the database (14103 tropical 1-h observations) with and without the perturbation in the mean variable. Because passive radiation shields are used for air temperature
and humidity sensors, values are given for different ranges of wind speed; in low winds and high insolation, air temperature and humidity errors are larger.
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Type Product Resolution Period Flux availability Global ocean mean References
of Qpet [W m_2]
Satellite-based  CERES Surface Hourly, daily 2000- Qsw, Quw = Rutan et al., 2015; Kato
EBAF, SYN1Deg monthly, 1° etal., 2018
HOAPS3.2 Daily, 0.5° 1987-2008 Qpat, Qsen, FW, t - Andersson et al., 2011
IFREMER V4 Daily, 0.25° 1992-June 2017 Qyat, Qsen = Bentamy et al., 2017
J-OFURO3 Daily, 0.25° 1988-2013 Quat, Qsens Qsw, LW, Qpet, T, FW 23 Tomita et al., 2018
OAFlux HR Daily, 0.25° 1988- Qat» Qsen, FW, © 5 (when combined with ~ Yu, 2019
CERES EBAF)
SeaFlux CDR 3h, 0.25° 1998- Qiat, Qsen = Clayson and Brown, 2016
Latest CFSR 1h, T382 1979- Quat, Qsen, Qsw, Quw, Qnet, T, FW 18 Saha et al., 2010
atmospheric
reanalysis
ERA-Interim 6 h, T255 1979- Quats Qsen, Qsws Quws Qnet, T, FW 9 Dee et al., 2011
JRA-55 3h, T319 1958- Quats Qsens Qsw, Quw, Qnet, T, FW -15 Kobayashi et al., 2015
MERRA2 1h,0.5° 1979- Quats Qsens Qsw, Quws Qnet, T, FW -5 Molod et al., 2015
Blended CORE2 Monthly, 1° 1984-2006 Quats Qsens Qsw, Quws Qnet, T, FW 30 (unadjusted) 2 Large and Yeager, 2009;
(adjusted) Josey et al., 2013
JRA-55-do 3h, 1.25° Quat, Qsen, Qsw, Quw, Qnet, T, FW 1.8 Tsujino et al., 2018
OAFlux Daily, 1° 1983- 1958- Qiat, Qsen, Qsw, Quwv, Qnet, T 25 (when combined Yu and Weller, 2007
Monthly, 1° with ISCCP)
Ship-based NOC 2 Monthly, 1° 1973- Qpat, Qsen, Qsw, Quwv, Qnet, T FW 24 Berry and Kent, 2011
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Observable Sensor Horizontal Sensor accuracy of swath Uncertainty of gridded References

Temporal (and contribution to Qpet product at available daily or
Resolution uncertainty) monthly resolution (and
contribution to Qpet
uncertainty)

Ocean surface wind ~ Scatterometer and Passive 25 km/12 h 0.6-1.6ms~' (13-26 Wm=2) 0.6-1.6ms~1(9.6-26 Wm~2) Yuand Jin, 2012; Zhang
speed and direction  Microwave Radiometer etal., 2018
Skin SST Infrared Radiometer; Passive 1km/12h 0.2-0.6 K (9-26 W m~2) 0.2-0.6 K (9-26 W m~2) Corlett et al., 2014;

Microwave Radiometer Gentemann and Hilburn,

(which measures an 2015; Kilpatrick et al.,

approximation to the sub-skin 2015; Tu et al., 2015;

temperature) Bulgin et al., 2016
Near surface air Technology advancements 25 km/12 h 1.3-1.55 K (18-22 W m~2) 0.5-1.55 K (6-22 W m~2) Jackson and Wick, 2010;
temp needed Roberts et al., 2010; Yu

and Jin, 2018
Near surface Passive Microwave 25km/12 h 1-1.3 g/kg (20-26 W m~2) 0.8-1 g/kg (16-20 W m~2) Roberts et al., 2010;
specific air humidity ~ Radiometer Tomita et al., 2018; Yu
and Jin, 2018

Surface solar Imagers (multi-channel), 100 km/3 h 55 Wm=2 (55 W m~2) 11TWm=2 (11 Wm=2) Rutan et al., 2015; Kato
radiation CERES, ancillary etal., 2018
Surface longwave Imagers (multi-channel), 100 km/3 h 20Wm=2 (20 W m~2) 5Wm=2 (5Wm2) Rutan et al., 2015; Kato
radiation CERES, ancillary etal, 2018

Accuracy values estimated from comparisons with buoys. Contribution to error in net surface heat flux computed from the tropical database as per Table 1. Column
2 (Sensor) describes instrumentation and where technological advances are needed. Column 5 shows daily resolution of gridded fields for all variables except solar
and longwave radiation. For these, monthly averaged resolution is shown. Unless otherwise noted, accuracies are total uncertainties, including random uncertainty. Also
unless otherwise noted, accuracies are estimated from globally distributed comparisons. As the quoted effect of these uncertainty values on the net heat flux are based
on Tropical/sub-Tropical measurements they may not apply at mid-high latitudes. Uncertainties of the gridded products do not include uncertainties due to sampling error,
and therefore underestimate the true uncertainty by some unknown percentage.
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Flux EOV/ECV Comment Native Spatial Temporal Uncertainty Target (1-day)

Resolution Resolution
Net surface heat flux Technology advancements/improvement of <10 km Hourly Random: 15 W m~2 Bias: <5 W m~2
bulk flux parameterization needed
Wind stress Technology advancements <10 km Hourly Random: 0.01 N m~2 or 4% Bias: 0.005 N m~2
Ocean surface wind speed/direction  Technology advancements for resolution <10 km Hourly Random: 0.4 m s~ or 4% Bias: 0.24 m s~
SST Algorithm improvement needed 1km Hourly Random: 0.2 K Bias: 0.1 K
Near surface air temp Technology advancements/algorithm <10 km Hourly Random: 0.5 K Bias: 0.2 K
improvements needed
Near surface specific air humidity Technology advancements/algorithm <10 km Hourly Random: 0.5 g k=" Bias: 0.3 g k™!
improvements needed
Sea surface current Technology advancement needed <10 km 3 hourly 03ms™!
Upwelling/downwelling surface solar  Technology advancements/algorithm <10 km Hourly Random: 5 W m~2 Bias: 3 W m~2
radiation improvements
Upwelling/downwelling surface Technology advancements/algorithm <10 km Hourly Random: 5 W m~2 Bias: 3 W m~2
longwave radiation improvements

This gridded product will likely use NWP to blend satellite and in situ observations to meet these targets. Some regions, such as ice margins, may need better
resolution than these.
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