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Optical particlemeasurements are emerging as an important technique for understanding

the ocean carbon cycle, including contributions to estimates of their downward flux,

which sequesters carbon dioxide (CO2) in the deep sea. Optical instruments can be

used from ships or installed on autonomous platforms, delivering much greater spatial

and temporal coverage of particles in the mesopelagic zone of the ocean than traditional

techniques, such as sediment traps. Technologies to image particles have advanced

greatly over the last two decades, but the quantitative translation of these immense

datasets into biogeochemical properties remains a challenge. In particular, advances are

needed to enable the optimal translation of imaged objects into carbon content and

sinking velocities. In addition, different devices often measure different optical properties,

leading to difficulties in comparing results. Here we provide a practical overview of the

challenges and potential of using these instruments, as a step toward improvement and

expansion of their applications.
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INTRODUCTION

Particulate Matter in the Ocean
Life and particulate organic matter in the ocean have
fundamentally shaped our planet. On the most basic level,
particulate organic matter can be defined as both living and
non-living matter of biological origin with a size of ≥0.2µm in
diameter, including anything from a small bacterium (0.2µm
in size) to blue whales (20m in size; see review by Blanchard
et al., 2017). Organic matter plays a crucial role in regulating
marine global biogeochemical cycles and events, from the Great
Oxidation Event in Earth’s early history (Holland, 2006) to the
sequestration of atmospheric carbon dioxide in the deep ocean
(Volk and Hoffert, 1985; Heinze et al., 2015). Understanding
the distribution, characteristics and dynamics of particulate
matter in the ocean is hence fundamental in understanding and
predicting the marine ecosystem, from food web dynamics to
global biogeochemical cycles. In this review, we focus primarily
on the particles and particle processes involved in the biological
carbon pump within the mesopelagic zone (the region from
below the productive layer to∼1,000m depth) and on how these
can be inferred from optical measurements. The technologies
reviewed here can also be applied to other aquatic systems,
and to problems other than the biological pump, such as the
distribution and fate of microplastic in the ocean or the presence
of specific organisms involved in harmful algal blooms.

The Biological Carbon Pump
The biological carbon pump describes the collection of
biogeochemical processes associated with the production,
sinking, and remineralization of organic carbon in the ocean
(Volk and Hoffert, 1985; Giering and Humphreys, 2018). In
brief, photosynthesis by microorganisms in the upper tens of
meters of the water column fix inorganic carbon (any of the
chemical species of dissolved carbon dioxide) into biomass.
When this biomass sinks to the deep ocean, a portion of it fuels
the metabolism of the organisms living there, including deep-
sea fish and benthic organisms (Turner, 2015). Zooplankton play
a critical role in shaping particle flux through ingestion and
fragmentation of particles (e.g., Waite et al., 2000; Iversen and
Poulsen, 2007; Poulsen and Iversen, 2008; Iversen et al., 2010;
Giering et al., 2014; Svensen et al., 2014), production of fast-
sinking fecal material (e.g., Turner, 2015; Iversen et al., 2017), and
active vertical migration (e.g., Steinberg et al., 2000; Jónasdóttir
et al., 2015; Kiko et al., 2017).

Besides the importance of “exported” organic carbon as a
food source for deep ocean organisms, the biological carbon
pump provides a valuable ecosystem function: Exported organic
carbon transports an estimated 5–20 Gt C each year to the deep
ocean (Henson et al., 2011), where some of it (∼0.2–0.5 Gt
C) (Guidi et al., 2015) is sequestered for several millennia. The
biological carbon pump is hence of similar magnitude to current
carbon emissions from fossil fuels (∼10 Gt C year−1). Any
changes in its magnitude caused by a warming world may have
direct implications for both deep-sea organisms and atmospheric
carbon dioxide concentrations (Kwon et al., 2009; Passow and
Carlson, 2012).

The magnitude and efficiency (amount of carbon sequestered
relative to primary production) of the biological carbon pump,
hence ocean carbon storage, is partly determined by the
amount of organic matter exported and the rate at which
it is remineralized (i.e., the rate with which sinking organic
matter is reworked and respired in the mesopelagic zone region;
Kwon et al., 2009; Iversen and Ploug, 2010; Reygondeau et al.,
2018). Especially particle size and composition are important
parameters determining how fast a particle sinks (Ploug et al.,
2008a; Iversen and Ploug, 2010), how much material it contains
(Ploug et al., 2008b), and which organisms can find and utilize it
(Kiørboe et al., 1999; Visser, 2001; Visser and Jackson, 2004).

Sinking particles can be phytoplankton, zooplankton, detritus,
fecal pellets, or a mix of these (Simon et al., 2002; Turner, 2002,
2015). They range in size from a few micrometers to several
centimeters, with particles of a diameter of >0.5mm being
referred to as “marine snow” (Alldredge and Silver, 1988). In
general, particles in a fluid are thought to sink once their densities
are higher than the ambient fluid, i.e., when excess densities are
larger than zero. Larger individual phytoplankton cells can thus
contribute to sedimentary fluxes. For example, large diatom cells
and diatom chains with a diameter of >5µm have been shown
to sink at rates up to several 10 s meters per day, though this
is only possible owing to the heavy ballast of a silica frustule
(Waite et al., 1997a; Miklasz and Denny, 2010). Both size and
density affect particle sinking velocity; for example, for sinking
velocities that follow Stokes’ Law, doubling the size of the particle
increases the sinking speed by a factor of 4 (Moore and Villareal,
1996; Waite et al., 1997a). However, the highly porous nature
of many marine particles means that they do not obey Stokes’
Law because small changes in particle density (i.e., compactness)
can have a large impact on their sinking velocities (Iversen
and Ploug, 2010). Large sinking particles are typically of two
types: (1) aggregates formed from a number of primary particles,
including phytoplankton, bacteria, fecal pellets, live protozoa and
zooplankton and debris, and (2) zooplankton fecal pellets, which
can dominate particle flux events and sink at velocities exceeding
1,000m d−1 (Turner, 2015).

Knowing the size, abundance, structure and composition
(e.g. carbon content) of settling particles is important as
these characteristics impose fundamental constraints on the
biogeochemical cycling of carbon. For example, changes in
climate are expected to facilitate a shift in species composition
in a manner that alters the elemental composition of particulate
matter, cell size and the trajectory of carbon through the food
web, influencing the proportion of biomass exported to depth
(Finkel et al., 2010). As such, any climate-induced change in the
structure or function of phytoplankton communities is likely to
alter the efficiency of the biological carbon pump, with feedbacks
on the rate of climate change (Matear and Hirst, 1999; Le Quéré
et al., 2007).

Autonomous Sampling on the Rise
The vastness of the ocean makes it difficult to accurately estimate
the processes involved in the biological carbon pump. Remote
sensing via satellites has only limited capabilities as it is restricted
to the upper meters of the ocean. To date, our knowledge of
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the biological carbon pump is based predominantly on data
collected by sediment traps (e.g., Honjo, 1996; Francois et al.,
2002; Buesseler et al., 2007; Honjo et al., 2008; Fischer et al., 2016),
radioactive tracers such as Thorium-234 (e.g., Buesseler et al.,
2006; Waite and Hill, 2006; Roca-Martí et al., 2017), and budgets
of dissolved biogeochemical tracers such as nutrients (e.g.,
Schlitzer, 2002; Gehlen et al., 2006). Each of these methods has
yielded important insights and has its strengths and weaknesses
including limited spatio-temporal coverage and/or resolution or
uncertain ocean circulation. Furthermore, carbon flux estimates
from these diverse methods often differ widely, and the various
spatio-temporal scales of the methods complicate efforts to
compare their results (Boyd and Trull, 2007).

The most direct method of measuring particle flux uses
sediment traps, which collect sinking particles at a certain depth
over a period of several days to months. The collected material is
preserved in situ and available for biochemical analysis, including
biomarkers. Sediment traps provide useful, quantitative and
qualitative estimates of particle fluxes, but the small collection
area of a single sediment trap (<1 m2) combined with the
low number of traps that can feasibly be deployed complicates
extrapolation to mesoscale and broader scale fluxes (Martin et al.,
2011). Neutrally buoyant sediment traps, which were designed
to overcome hydrodynamic biases and are considered the most
accurate trap type (Buesseler et al., 2007), are also limited
in temporal coverage to the length of a single oceanographic
cruise, preventing the full characterization of seasonal and longer
timescales. Full-year coverage is possible with moored sediment
traps (e.g., Conte and Weber, 2014), but both spatial coverage
and temporal resolution remain limited and questions of over-
or under-collection due to hydrodynamic effects complicate
interpretation (Yu et al., 2001). Moreover, particles are often
pooled in sediment traps, making it hard to characterize the
origin, size, and composition of the individual particles. An
exception are gel traps, which are traps filled with a viscous, inert
gel that slowly decelerates and isolates sinking particles, allowing
investigation of individual particles (Jannasch et al., 1980; Waite
and Nodder, 2001; Thiele et al., 2015; Flintrop et al., 2018).

Measurements of natural, particle-binding radioisotopes,
including Thorium-234 and Polonium-210, can be used to
estimate upper-mesopelagic particle fluxes on timescales of weeks
to months (e.g., Buesseler, 1998; Le Moigne et al., 2013). These
estimates do not, however, provide information about the nature
of the particles responsible for the measured fluxes, and rely
on assumptions regarding the conversion from radioisotopes
to carbon that are difficult to evaluate (Waite and Hill, 2006).
Moreover, radioisotopic estimates of particle flux are complicated
by potential non-steady state dynamics and physical transport
(Ceballos-Romero et al., 2018). Measurements are costly, as they
need to be conducted during individual oceanographic cruises,
and need to be calibrated with sediment traps.

Large-scale assessments of sinking particles in the marine
carbon cycle focus on measuring dissolved biogeochemical
tracers such as nutrients, oxygen or pH (e.g., Schlitzer, 2002;
Gehlen et al., 2006; DeVries et al., 2012; Weber et al., 2016).
These tracers reflect the net production and degradation of
organic material combined with processes of particle transport

and circulation. Major observational programmes that use
dissolved tracers include GO-SHIP (Global Ocean Ship-Based
Hydrographic Investigations Program, www.go-ship.org) and
SOCCOM (Southern Ocean Carbon and Climate Observations
and Modeling, https://soccom.princeton.edu), which uses
biogeochemical sensors on profiling floats. The use of dissolved
tracers has two advantages; the sensor techniques are relatively
advanced, and estimated rates are integrated over space and time
thus reducing observational needs. However, these approaches
are unlikely to deliver any predictive understanding of how
particle fluxes will respond to environmental change as they
do not identify the processes that control the sinking and
transformation of particles, nor the variability on interannual
timescales. The largest global effort to characterize particle fluxes
more directly was the Joint Global Ocean Flux Study (JGOFS),
which carried out both surveys and process studies over more
than a decade (e.g., Buesseler, 2001). It made major advances in
connecting surface production to mesopelagic and deep particle
fluxes, primarily via biogeochemical measurements, but also by
including their correlation with bulk optical properties such as
light transmission (e.g., Bishop, 1999; Gardner et al., 2006) and
some early applications of photographic imaging techniques
(e.g., Walsh and Gardner, 1992; Diercks and Asper, 1997; Bishop
et al., 2002).

Recent developments in in situ optical devices for measuring
particles offer the opportunity to advance the progress that begun
during JGOFS and other programmes. They are now much
smaller, require much less power, and offer greater capabilities.
Bulk optical property sensors, such as light transmission
and scattering are available in multiple frequencies. Imaging
systems have greater resolution and can be combined with
image processing techniques for particle recognition to estimate
particle type, size, and distribution. Optical devices for particle
measurements can be used from ships (e.g., Herman, 2004;
Davis et al., 2005; Picheral et al., 2010) or installed on remote
platforms (e.g., moorings and Argo floats; Checkley et al.,
2008; Rembauville et al., 2017). Several systems exist that can
be deployed down to 6,000m depth, and integration into
standard CTD-rosettes allows for routine deployments as part of
oceanographic surveys. Optical devices for measuring particles
can provide high-resolution descriptions of particle abundances,
sizes, and types (e.g., fecal pellet, diatom aggregate, mucous
structures, zooplankton), which inform about particle origin and
formation. The high-frequency spatial and temporal information
collected by optical devices now allows inferring particle
transformation mechanisms from observations on particle
abundance and size-distributions at different water depths or
from changes of theirmorphology over time. Imaging systems are
also well-suited to investigate zooplankton-particle interactions,
as they often allow for the simultaneous assessment of particles
and zooplankton (e.g., Möller et al., 2012; Christiansen et al.,
2018). Lastly, the use of optical devices for measuring particles
has become increasingly attractive as they are continuing to
become more affordable and technically more feasible.

The interpretation of optical measurements can be
complicated as different optical devices generally measure
distinct optical properties that are difficult to interpret and
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compare. A lack of standardization in data analysis algorithms
further impedes the direct comparison of different datasets.
These issues are exacerbated during the translation of optical
particle properties into flux estimates owing to a current lack
of understanding of how particle optical properties such as size
and type relate to particle sinking velocity and carbon content
(Kriest, 2002; Guidi et al., 2008; Iversen et al., 2010; McDonnell
and Buesseler, 2010; Le Moigne et al., 2013; Laurenceau-Cornec
et al., 2015a; Nowald et al., 2015; Ramondenc et al., 2016).

Scope of Review
The advance of optical technology, autonomous ocean systems,
and data processing power now promises a major leap in our
understanding of the biological carbon pump. An important
challenge now is to systematically improve the use of optical
devices for measuring particles, which includes the comparison
and inter-calibration of the outputs of available optical devices,
as well as the collation and distribution of knowledge on how
to efficiently convert optical information (abundance, size, and
types of particles) into particle flux estimates. In this review,
we provide an overview of the general issues that occur when
trying to (1) interpret optical in situ measurements of particles
in the mesopelagic zone and (2) convert these measurements
into fluxes. We briefly present some of the common optical
devices used for particle flux characterization in the mesopelagic
zone and discuss their capabilities and limitations. A summary
of currently commercially available optical devices for plankton
research has been compiled by Lombard et al., (2019; Table 1),
and most of these devices can be used for particle flux studies.
The aim of this review is to give scientists the background needed
to maximize the output of these optical devices for estimating
particle flux and understanding particle dynamics.

OPTICAL IN SITU MEASUREMENTS OF
PARTICLES

Unlike other measurements such as primary production, oxygen,
salinity, or Chlorophyll a, for which there exist standard sampling
and analysis protocols, there are currently no standards for
optical particle sampling, data analyses and data deposition.
Differences exist in data acquisition owing to the various
optical devices and techniques, and data processing is often
left to personal preferences, including image/signal analyses,
classification and conversion algorithms. Hence, there is a great
need for standardization to enable comparison of data collected
by different instruments or analyzed by different scientists.

Data Acquisition: Particle Detection
Methods
The size of a particle determines the detection method that
is appropriate. For example, small (<2µm) phytoplankton are
much more abundant than large (>2mm) zooplankton, so
phytoplankton abundance can be measured using relatively
small sample volumes. The small particle size makes detailed
classification difficult as sufficient resolution of the shape at such
small scales is technologically difficult. In situ characterization

of small particles is therefore often restricted to estimates of
abundance and biomass based on optical “bulk” properties such
as transmission, backscatter, and fluorescence.

Large particles are rarer in abundance and contribute less
to total biomass than small particles (Sheldon et al., 1972) and
therefore require that a larger volume of water is measured.
These particles have traditionally been collected with nets,
bottles, or pumps, and identified visually based on shape or
biochemically based on elements (e.g., diatoms via biogenic
silica). The use of imaging systems that build on these
classification methods is therefore convenient. Imaging can be
based on photographic or holographic technology. Yet, whilst
particle size and abundance can be retrieved relatively quickly
from images, a more detailed classification still requires time-
consuming manual identification. This step will become much
faster in the coming years with the rapid advances in machine
learning tools.

The decision when to use bulk water properties, like
transmission, vs. imaging is fluid. The signal from an imaging
system could be interpreted in a similar fashion to “bulk
measurements” (i.e., looking at total frame properties rather than
specific “regions of interest”), whilst anomalies in bulk signals
(e.g., spikes in backscatter output) can be used to infer the size of
particles (Briggs et al., 2011, 2013). “Hybrid” systems exist, such
as the Laser Optical Particle Counter (LOPC; not commercially
available anymore), which can combine several individual “one-
pixel” photodetectors to generate two-dimensional information
that can be used to investigate particle shape (Jackson and
Checkley, 2011; Petrik et al., 2013).

Broadly, we can distinguish between four types of optical
device: (a) single photodetectors, (b) simple photodetector arrays,
(c) holographic systems, and (d) photographic systems. Box 1
explains the principles behind each of these types. Table 1 gives
an overview of example devices for each type, highlighting
the target range, classification level, typical sampling volumes,
relevant threshold settings, and type of illumination.

Data Processing: Sizing
Once a suitable device has been chosen and optical particle
measurements have been acquired, the next step is often to
determine particle size. Individual particle measurements are
especially useful for studying sinking particles because bulk
measurements can be dominated by small, non-sinking particles.
Nonetheless, bulk optical measurements can provide some
amount of particle size information.

Single photodetectors do not provide direct particle size
estimates, yet spike height (i.e., the high-frequency variability
in the beam attenuation or backscattering signal) can be
used as an indicator of particle size (Briggs et al., 2013;
Box 1a). Further, the spectral slope of the beam attenuation
coefficient (Boss et al., 2001) and the spectral slope of
the backscattering coefficient (Slade and Boss, 2015) can be
used to estimate mean particle diameter and the slope of
the particle size distributions. Currently, in situ validation
of these methods is either limited or conflicting (Reynolds
et al., 2016), so they should be used with caution without
further validation.
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BOX 1 | Basic principles of optical device types.

(a) Single photodetector

A single photodetector measures a bulk optical property, such as optical backscattering or beam attenuation in a volume of water. These properties are empirically

correlated with particle concentration in the ocean (e.g., Bishop, 1986; Reynolds et al., 2016) and, where organic particles dominate, particulate organic carbon

(POC; e.g., Gardner et al., 2001; Cetinić et al., 2012). While a single photodetector cannot distinguish individual particles within its sample volume, information about

particle size can in practice be extracted from a high-resolution time series or vertical profile. This interpretation is possible because a single large particle (∼ >150µm)

passing through a small sample volume causes a brief jump, or “spike,” in particle concentration (Figure 1, left panel). In the mesopelagic, such particles are generally

rare enough relative to the sample volumes of commercial transmissometers that their optical signals can be completely separated from the background of smaller

particles (see Figure 1, right panel). Then, either their numerical concentration (Rembauville et al., 2017) or POC concentration (Briggs et al., 2011) can be calculated.

When combined with a sinking velocity estimate, the latter can be converted to an estimate of POC flux. Alternatively, spike height can be correlated with particle

cross-sectional area, allowing estimates of particle size. This principle has been used to estimate mean particle diameter at high particle concentrations (Briggs et al.,

2013), and it could also be applied to individual spikes at lower concentrations.

FIGURE 1 |Working steps to derive small and large particles from single photodetectors. A median filter is fitted and assumed to be representative of small particles.

Spikes are caused by large particles passing through the sampling frame.

(b) Simple photodetector array

Simple photodetector arrays use a similar principle to single photodetectors. The difference is that a number of photodetectors are arranged in a way that allows the

extraction of additional particle properties. The most prominent example is the Laser Optical Plankton Recorder (LOPC; Herman, 2004). Thirty-five photodetectors

(“photo-elements”) are arranged vertically and measure the absorbance of a laser sheet. As the instrument is towed through the water, particles passing through the

light sheet block a portion of the light, and the receiving photo-elements register the change in voltage as digital size and transparency (Checkley et al., 2008).

Two types of particles are registered by the LOPC control software: single-element particles (SEPs) and multi-element particles (MEPs). SEPs are defined as

particles occluding one or two photo elements, MEPs occlude three or more. For SEPs, only size information is recorded. For MEPs, in addition to their digital size,

the occlusion of each photo-element is recorded providing information on shape and transparency.

The digital size of SEPs and MEPs is converted into equivalent spherical diameter (LOPC-ESD) using the manufacturer’s calibration with black spherical beads

(Herman, 2004; Checkley et al., 2008; Gaardsted et al., 2010). The LOPC-ESD is thus the diameter of a particle equivalent to the diameter of a black sphere that

would block the same amount of light, which means, e.g., that a large, transparent particle can have a relatively small LOPC-ESD.

The LOPC per-se does not distinguish between particle types. However, for MEPs a separation based on transparency and/or shape can be done (Jackson

and Checkley, 2011; Basedow et al., 2013, 2014) based on the ratio of LOPC-ESD to occluded diameter (the width of all photo elements occluded; Jackson

and Checkley, 2011; Trudnowska et al., 2014). A small LOPC-ESD:occluded diameter ratio means that particles are transparent and/or amorphous. To relate size

to organisms, correlation relationships have been determined from organism concentrations collected with plankton nets simultaneously with LOPC observations

(Gaardsted et al., 2010; Ohman et al., 2012; Marcolin et al., 2015). Another prominent instrument using a simple photodetector array is the LISST (Sequoia Scientific

Inc.), which measures the angular distribution of forward-scattered laser light using concentric ring detectors (Gartner et al., 2001). Additional published methods

exist that also use near-forward scattering for estimating particle size distributions (Twardowski et al., 2012), These are bulk property detectors, which can be

processed to estimate the size distribution of equivalent spherical particles. This method depends on different assumptions than those applied to blocking of a

beam, and thus the sizes are not directly comparable to those from the LOPC or other imaging approaches.

(c) Holographic system

Holographic systems record a digital hologram of the particles in a water sample. To do so, a sample volume is illuminated with a collimated laser. As the beam hits

a particle, light is scattered and interferes with the incident light of the laser beam. The resulting interference pattern is recorded by a camera (e.g., a charge-coupled

device) and can be used to reconstruct a holographic image of the particle (e.g., Bochdansky et al., 2013; Talapatra et al., 2013; Nayak et al., 2018).

While this approach sounds as if the hologram would provide information on the 3D structure of each particle, this is only partially true. Particles are holographically

imaged only from one side with the structure of the “backside” of the particle remaining unknown. More importantly, the 3D information is largely disregarded during

the data processing routine. Rather, the holographic information is used to precisely calculate the size and position of the particle within the sample volume: The digital

hologram is reconstructed providing monochrome in-focus images of each particle corrected for its position in the z-axis (i.e., accounting for the distance between

particle and camera). The reconstructed images can then be analyzed using image analysis programmes in the same way as used for images by photographic

devices (Graham and Nimmo Smith, 2010; Davies et al., 2015).
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BOX 1 | (Continued)

The advantage of the holographic systems is that the true size of each particle is known regardless of its position in space, and, owing to the method, reconstructed

images exhibit strong edges that facilitate edge detection routines (Benson and French, 2007; Graham and Nimmo Smith, 2010). Moreover, holographic systems

exhibit a depth of field (e.g., 7 cm at 5µm resolution) that cannot be achieved with most lens-based system. The main disadvantage of holographic systems is

the creation of unwanted interference (fringe) patterns producing noise that makes automated image analysis difficult. Commercially available holographic systems

include the LISST-Holo (Sequoia Scientific, USA) and the HoloSea (4Deep, Canada).

(d) Photographic system

Photographic systems have become the preferred choice for observing in situ particles, likely because the resulting images are relatively easy to interpret owing

to their similarity to those of traditional microscopic analyses. Accordingly, there is a wide range of devices commercially available or custom-made by various

oceanic research groups. Typically, photographic systems are composed of four main units: (1) a light source, (2) a camera, (3) a computer or controlling unit often

with additional environmental sensors, and (4) a power supply. However, these devices vary in their specifications in terms of unit arrangements/housing, sampling

volume, maximum sampling frequency, illumination type, magnification, and particle size range (Table 1).

Illumination techniques are manifold with large differences in light source and direction. Particles can be illuminated from the front, one side (P-Cam; Lampitt

and Iversen, unpublished), two sides (UVP; Picheral et al., 2010), all sides (LOKI; Schmid et al., 2016), or from the back (VPR, ISIIS; Davis et al., 2005). The light

sources vary from simple scattered light (P-Cam) to laser sheets (SIPPER; Samson et al., 2004) and collimated LED beams (UVP, ISIIS; Table 1). Some devices

illuminate particles using a single wavelength, which results in monochrome images. In these cases, the wavelength is often in the red spectrum (i.e., wavelengths

that cannot be detected by most aquatic organisms) though the choice varies from device to device (e.g., ISIIS uses blue light). Illumination using full-spectra light

(white) has the advantage that imaged particles are polychrome. Inclusion of color has been shown to produce much higher classification accuracy with automated

routines than monochrome images (Saminsky and Gallager, 2018). A disadvantage of colored imaging is the potential need for calibrating the colors (for example,

using a reference scale) particularly if multiple data sets are to be combined. Additional disadvantages include light contamination at the ocean surface (potentially

leading to increased signal noise and requiring intercalibration even within a single vertical profile; Lindsay et al., 2014), chromatic aberration, and potential changes in

zooplankton behavior (attraction or avoidance) or zooplankton colouration (Mori and Lindsay, 2008). How the choice of the light source affects the ability to combine

datasets from different devices has, to our knowledge, not yet been explored. For example, comparing images from a device that uses blue light with those imaged

using red light may give different estimates of size and abundance of green-tinted phytodetritus.

The particle size range captured by a device is dependent on the camera resolution and, if applicable, additional magnifying lenses. Higher resolution and/or

magnification allows the capture of more detailed images and hence better identification of smaller particles. On the flipside, higher magnification often comes hand-

in-hand with a decreased field of view and sampling volume. This trade-off may mean that larger (hence rarer) organisms have little probability of being imaged, may

be only partly imaged, or may not physically fit in the sampling frame. Devices that allow more detailed imaging often capture very small volumes (potentially <1mL

per sample).

The target range of each device is therefore unique and needs to be fully evaluated. This evaluation includes determination of the minimum and maximum particle

size that can be detected both qualitatively and quantitatively. There are several options to determine this size range. For example, a particle could be defined as an

object with more pixels than the background noise (typically 4–20 pixels per particle) or an object with sufficient pixels to “identify” the particle (may require >100

pixels per particle). Alternatively, the minimum size-class can be set according to the particle size-spectra. Assuming that two small particles make one big particle,

the abundance of small particles should increase to the square. Hence, when the particle number no longer increases with decreasing size in a log frequency vs.

log size plot, the particle size is likely below detection. Likewise, the upper end of the linear relationship in a log-log plot indicates the maximum size that can be

quantitatively assessed with the given device. The upper size limit of quantitative detection is often constrained by the low concentrations of larger particles relative

to the total sample volume. The uncertainty in the concentration of large particles increases with decreasing counts of those particles in their respective size bins.

For some devices, size is an explicit characteristic based
on the assumptions of the method. For example, both the
LISST-Holo and the LOPC report the equivalent spherical
diameter (ESD) of detected objects without the user having
to decide on the detection method. The advantage when
size is provided as a standard output is that comparison of
observations collected by different users and/or different devices
of the same type are fairly straightforward. The user bias
on how to interpret the data at face value is removed. The
disadvantage is that users are often unaware of the assumptions
and limitations of the device and the exact definition of the
size parameter. For example, the “ESD” provided by LISST-
Holo is based on the pixels of the reconstructed particle. The
area of the particle (in pixels) is used to find the diameter
of a circle with the equivalent area (Box 2). The size of a
particle is hence derived from a 2D image, similar to more
traditional photographic imaging, with the advantage that all
particles are in focus and size can be determined much more
precisely (Graham and Nimmo Smith, 2010). For the LOPC,
the light attenuated by a particle is converted into ESD
using the manufacturer’s calibration with black spherical beads
(Herman, 2004). The LOPC-ESD is thus the diameter of a black

sphere that attenuates an equivalent fraction of light, which
means that a large, transparent particle can have a relatively
small LOPC-ESD.

For imaging devices (holographic or photographic systems),
particle detection and subsequent sizing rely heavily on
background subtraction, threshold settings (Giering and
Hosking, in review), edge detection, and segmentation
algorithms. The ultimate choice is often left to the user,
introducing operator bias on a very basic level before any further
analysis is carried out. Next, the user needs to decide on a metric
to report size. As mentioned above, ESD is often the preferred
metric, though many others exist (equivalent circular diameter
(ECD), equivalent circular perimeter diameter, Feret diameter,
length and width). Note that many reported ESDs are based on
ECDs as most in situ systems work with particle area and not
volume. Last, when ESD and ECD are calculated, a decision has
to be made whether to include or exclude possible holes in the
imaged particle, which can dramatically influence the final size
estimate (Box 2).

Besides the difficulties in algorithm and metric choices, there
are technical and practical issues for each of the different
devices to capture the real size of a particle. The concept of
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TABLE 1 | Examples of instruments used for estimating particle flux.

Device

examples

Name Target range Information obtained Classification

level**

Automatic

sizing?

Typical sampling

volume (mL/image)

Frames per second

(max)

Type of illumination Selected references
S
in
g
le

p
h
o
to
d
e
te
c
to
r

OBS Optical Backscatter

Sensor

– signal intensity 1 or 2a N various; e.g., ∼1 various; e.g., 1–4 LED; various wavelengths Briggs et al., 2011

– Transmissometer – signal intensity 1 or 2a N various; e.g., ∼5 various; e.g., ∼1–10 LED; various wavelengths Briggs et al., 2013

– Fluorescence – signal intensity 1 or 2a N various; e.g., ∼1 various; e.g., ∼1–4 LED @ 470nm (blue) Briggs et al., 2011

S
im

p
le

p
h
o
to
d
e
te
c
to
r

a
rr
a
y

LOPC Laser Optical Plankton

Counter

100–4,000

(35,000) µm

diameter +

transparency

3 Y NA NA 670 nm (red) diode, focussed by

a cylindrical lens producing a

light sheet

Herman, 2004

LISST Laser In Situ Scattering

Transmissometer

LISST-B:

1.25–250µm;

LISST-X:

2.5–500µm;

LISST-100:

5–200µm

particle size

distribution

2 Y – 25 Solid state diode laser

@ 670 nm (red)

Gartner et al.,

2001

H
o
lo
g
ra
p
h
ic

sy
st
e
m

HoloSea – (1.5) 20–2,000

µm

interference pattern

to recognize size and

shape

4 Y 0.1 22 405 nm (violet) http://4-deep.com/

products/

submersible-

microscope/

LISST-

Holo

Holographic Laser

In Situ Scattering

Transmissometer

(4) 25–2,500µm interference pattern

to recognize size and

shape

4 Y 1.86 20 Solid state diode laser

@ 658 nm (red)

https://www.

sequoiasci.com/

product/lisst-holo/

P
h
o
to
g
ra
p
h
ic
sy
st
e
m

VPR Video Plankton Recorder >100µm Image, color 5 N 0.5–100

(depending on

magnification

settings)

15–25 strobe ring light synchronized with

camera

Davis et al., 2005

CPICS* Continuous Particle

Imaging and

Classification System

(0.9x)

200–10,000µm

Image, color 5 N 0.33 10 polarized light http://oceancubes.

whoi.edu/instruments/

cpics.html

UVP Underwater Vision

Profiler

60–10,000µm Image, monochrome 4 N 1,020 6 LED @ 625nm (red) in two glass

cylinders either side of the imaging

field

Picheral et al.,

2010

ISIIS In Situ Ichthyoplankton

Imaging System

60–130,000µm Image, monochrome 4 N 600 3 back-illumination, 455 nm (blue) https://www.

planktonimaging.com/

isiis-optical-system

SIPPER Shadowed Image Particle

Profiling and Evaluation

>200µm Image, monochrome 4 N NA NA 635 nm (red) laser sheet Samson et al.,

2004

LOKI Lightframe On-Sight

Keyspecies Investigation

50–2,000,000µm Image, monochrome 4 N 2.6 30 collimated laser, from the side; LED Schmid et al.,

2016

*Different magnifications available. Quoted details are for the magnification that is most suitable for marine snow.
**Classification metric:

1. Count only.

2. Size information.

3. Size + additional information (e.g., transparency) for rough grouping.

4. Black and white image or similar complex information for detailed grouping.

5. Color image, 3D or similar complex information for highest classification.
adepending on processing.
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BOX 2 | Equivalent Spherical Diameter (ESD) and Equivalent Circular Diameter (ECD).

ECD is calculated by rearranging the area of a particle into a circle and calculating its diameter (Figure 2). ECD and corresponding volume (V) can be calculated by

excluding holes (ECDexcl and Vexcl ) or including holes (ECDincl and Vincl ). Depending on the porosity of the particle, ECDexcl and Vexcl can be substantially smaller than

ECDincl and Vincl (respectively, 89 and 69% in our example). It is noteworthy that Vexcl might still overestimate the solid volume of a porous particle because of open

spaces in the particle that are not visible in an image.

ECD is often used synonymously with the equivalent spherical diameter (ESD). While ECD and ESD are similar and may be the same, they are practically calculated

differently with the former being derived from a 2D object and the latter from a 3D object. Different assumptions are used to allow this conversion, and these should

be stated clearly.

For particles with known geometry, e.g., cylindrical fecal pellets or certain phytoplankton, the transformation from the image area to the

particle volume can take advantage of this knowledge, and can even be corrected for the likely orientation of the particles relative to the

camera (Ebersbach and Trull, 2008; Ebersbach et al., 2011).

FIGURE 2 | Working steps to derive equivalent circular diameter (ECD) and volume (V) from the 2D image of a particle. Both metrics can be derived from the imaged

area (A). Care has to be taken whether holes are excluded (excl; top row) or included (incl; bottom row). Percentages at the bottom highlight the resulting differences

of our example (ratio between excluded over included).

size is in principle simple, however, in reality very complicated
because of the complex shapes of marine particles, such as
copepods with their legs and antennae, twisted diatom chains
with their spines, radiolarians with delicate spikes, aggregates
and feeding structures with complex shapes and empty cavities,
or exopolymer particles, which are often undetected owing to
their transparency. Not all imaging systems can resolve the
necessary detail to capture such complex structures. Moreover,
most imaging devices take a 2D image, which can substantially
misrepresent the true size and shape of the original 3D particle.

For many devices with a relatively large depth of field, such
as the Video Plankton Recorder, the z-position of a particle is
unknown,meaning that the true size is unknown: A small particle
close to the camera can have the same apparent size as a large
particle further away (Figure 3). This imprecision is, however,
likely averaged out over sufficient data provided that particles are
illuminated consistently regardless of their z-position; i.e., small
particles are as likely detected close to the camera than further
away. For shadowgraph systems, the imaging of silhouettes using

collimated light ensures that a particle is always imaged at the
same size, regardless of how close it is to the camera (Cowen and
Guigand, 2008; Ohman et al., 2019). Alternatively, a telecentric
lens configuration can be used. In particle-rich environments,
overlapping of objects might become an additional problem for
devices with a large depth of field (Figure 3). Problems might
also arise when only a small part of a larger particle is captured
or illuminated, leading to a potential underestimation of particle
size. Diffusion of light as it travels through the water from the
particle to the sensor can cause a “halo” effect in which small
particles appear larger than they really are. This effect can be
corrected for with a size specific conversion factor between pixels
and size (Picheral et al., 2010).

Estimating the absolute size of a particle using optical devices
will likely always remain a challenge owing to the technical
limitations and overall assumptions of the different methods. A
big step forward to making data more comparable is increased
transparency and standardization in data acquisition, analysis
and description. We therefore recommend the following:
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FIGURE 3 | 2D representations of 3D particles in a 3D environment cause

problems for particle recognition, sizing, and identification. (A,B) Original

images taken by the Video Plankton Recorder (VPR). In both cases, it is not

clear whether the two particles have the same size or appear of similar size

because they are positioned at different distances from the camera. (C,D)

Particles detected by the image processing routine. Besides the

aforementioned sizing issue, the particle detection algorithm fails to separate

the copepod and diatom in (A), and does not resolve the antennae of the

copepods in (B). Images: KO Möller.

1. Instrument. The determination of size can be influenced by

the type of device and/or its current configuration. Thus, to

help end-users put data into context, we recommend that the
instrument name and serial number are clearly reported. To

reduce ambiguity, this should ideally be accompanied by an
identifier from a standardized list, such as the SeaVox Device
Catalog1. Furthermore, relevant technical details should be
explicitly mentioned, such as illumination type and frequency,
sampling volume and frequency, and relevant calibrations.

2. Image resolution. The final estimated size of particles is partly
determined by the resolution of the image: A higher resolution
allows not only the detection of smaller particles but also
the description of more complex shapes. The resulting size
estimate may vary significantly. A clear description of the
image resolution, pixel size, and particle detection criteria (i.e.,
minimum and maximum particle size, see also Box 1d) will
help to compare datasets.

3. Image/signal processing. All details of image or signal
processing should be reported and the code made available
(e.g., via GitHub). Image and signal processing steps
may include background subtraction, noise reduction,

1https://www.bodc.ac.uk/resources/vocabularies/vocabulary_search/L22/

dilation and erosion techniques, object recognition,
and segmentation.

4. Thresholding and edge detection (for holographic and
photographic systems). The most appropriate threshold
(e.g., for black and white images the gray-scale value
for the transformation of the image into a black-white
binary field representing background and particle, which
are used to calculate particle statistics) or edge detection
algorithm should be determined. This could be done by using
calibration beads or real aggregates and plankton of known
size. Uncertainties should be clearly stated in the methods.
Alternatively, a sensitivity analysis using a range of thresholds
or algorithms and their effect on estimated particle size should
be carried out.

5. Size metric. The metric used for describing size should be
clearly stated. We recommend using ESD/ECD as this is the
most widely used metric (Box 2).

6. Data deposition and sharing. (For a detailed discussion,
see section data deposition and sharing). Particles imaged
at high enough resolution to allow identification (generally
∼30 × 30 px) should be saved as separate “vignettes” (images
of individual particles extracted from the frame) and made
publicly available to allow future image-based analyses. A
unique identifier or hashtag could be assigned to the particle.
In addition, a file in text-format containing the measurements
on all individual particles (e.g., the parameters given by
image analyses programmes such as imageJ, MatLab’s Imaging
Processing Tool Box, or the plugins for Python’s image
analyses) should be provided.

Data Processing: Classification
The size and abundance of particles is useful information

and sufficient for many applications (e.g., identification of

changes in particle populations with depth and its possible
links to disaggregation and flux attenuation; Stemmann et al.,

2004a,b; Jouandet et al., 2011; Kiko et al., 2017). sTo fully

understand ecosystem processes, however, the identity of the

particles is key: e.g., whether it is an amorphous aggregate or
an individual zooplankton. Several devices have been designed

specifically for quantification and identification of zooplankton

and marine snow [e.g., the Underwater Vision Profiler (Picheral
et al., 2010) or the Video Plankton Recorder (Davis et al.,

1992, 2005)], often targeting the mesozooplankton size range

(∼0.2–2mm). For these devices, a visual classification that is
based on morphological features is very fruitful, and taxonomic

guides can often be used to identify zooplankton to a fairly

high taxonomic level (sometimes down to species). For single

photodetectors or simple photodetector arrays, classification is

much harder as information on particle type is very limited.

However, with a combination of different devices (for example
different wavelengths of backscatter, or backscatter combined
with fluorescence measurements), some level of classification
can be achieved, e.g., the chlorophyll fluorescence to red light
backscatter ratio can be used to estimate the relative abundances
of algal vs. non-algal particles (Iversen et al., 2010; Barbieux et al.,
2018; Schallenberg et al., 2019).

Frontiers in Marine Science | www.frontiersin.org 9 February 2020 | Volume 6 | Article 834

https://www.bodc.ac.uk/resources/vocabularies/vocabulary_search/L22/
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org
https://www.frontiersin.org/journals/marine-science#articles


Giering et al. Sinking Particles From Optical Devices

Methods Based on Visual Classification

While underwater imaging of marine particles has recently
become widely used, image analysis software tools have lagged
behind hardware developments (Hu and Davis, 2005). The large
amount of visual data emerging from in situ plankton samplers,
benchtop systems, and cabled underwater observatories require
automatic procedures. Besides saving time, automation avoids
bias and errors inherent to the fatiguing process of manually
classifying vast amounts of images (Culverhouse et al., 2003).
Several automated methods for the analysis and classification
of plankton and particle images have been developed, but their
limited accuracy (around 80% on a realistic number of classes
in recent attempts; Zheng et al., 2017) still requires significant
manual verification to obtain accurate counts and identification
or to further identify behavioral modes like trophodynamic
plankton—particle interactions (Möller et al., 2012).

Image processing typically proceeds along the following steps.
(1) When necessary, focus detection is used to restrict the effort
to in-focus particles by eliminating out-of-focus frames. (2)
Objects (i.e., “regions of interest”) are isolated from full frames
using binarization, segmentation, and/or connectivity routines.
For underwater image analysis, this step may be challenging
due to variable illumination, scales, and orientation of objects
and their non-rigid deformation (Py et al., 2016). Also, large
organisms may exceed the sampling frame (and therefore be cut)
or obstruct other, smaller objects. (3) Once detected, regions of
interest are processed individually to compute size and extract
morphological features used for automatic classification. These
regions of interest are often saved as separate files (“vignettes”)
for classification techniques that require an image as input.

The classification process then starts with the manual labeling
of a set of images of objects by human operators, to provide
examples on which machine learning classifiers can be trained.
This training (or learning) set has to be as representative of
the full data set as possible. Larger training set sizes usually
significantly improve the performance of the classifier, although
it saturates at some point (Gorsky et al., 2010; Ellen et al., 2015).
Therefore, this step is time-consuming.

A wide variety of morphological features and classifiers
have been trained to sort particle images automatically into
plankton taxa or particle categories. Their full review is beyond
the scope of this paper; Benfield et al. (2007) wrote a good
synthesis of the field and a more recent list of papers is in the
introduction by Zheng et al. (2017). Briefly, the morphological
features can be global descriptors of the object (such as the
area, the average gray level, etc.; Grosjean et al., 2004; Sosik
and Olson, 2007) or the concatenation of local shape and
texture characteristics, such as Fourier descriptors (Tang et al.,
1998) or Histograms of Oriented Gradients (Bi et al., 2015).
The former is more immediately interpretable with respect to
the overall characteristics of the object (big vs. small, dark
vs. light, etc.), in particular for ecologists; the latter is more
common in the image analysis domain because it often yields
better classification results. Once the set of features is chosen,
the difference between the various classifiers (Support Vector
Machines, Random Forests, Artificial Neural Networks, etc.) is
usually small (Grosjean et al., 2004). Rather, accuracy is gained

by introducing richer input images (such as color images), by
combining different types of features (such as shape and texture;
Hu and Davis, 2006), or by combining classifiers into ensemble
models (Ellen et al., 2015; Zheng et al., 2017).

Finally, recently developed Convolutional Neural Networks
(CNNs) have scored higher than any other technique on major
image classification challenges (Krizhevsky et al., 2012). CNNs
learn both the extraction of relevant features directly from the
images and their classification. Thanks, in part, to an online
machine learning competition that prompted the interest of
the computer vision community and provided a standardized
test dataset (https://www.kaggle.com/c/datasciencebowl, 2015),
CNNs are increasingly used to classify marine particle images
(e.g., Py et al., 2016; Luo et al., 2018). Training a CNN
is computationally intensive and requires a large number of
training examples. Fortunately, this constraint can be partly
alleviated by kick-starting the process using a model pre-trained
on another dataset because the features they extract are often
quite generic (transfer learning; Orenstein and Beijbom, 2017;
Lumini and Nanni, 2019), by guiding human operators to grow
the training set with only problematic images (active learning;
Bochinski et al., 2019), or by post-processing the features output
by the network to learn new classes after the training step (low-
shot learning; Schröder et al., 2019).

While these techniques hold promise, the classification of
marine particle images is a challenging task because the image
quality is often suboptimal for smaller particles, the range of sizes
of particles is huge, and a few classes are much more numerous
than others, which makes it difficult to tune the classification
performance on the rarer, often interesting, classes. Moreover,
novel classes that occur in the sample but do not occur in the
learning set will also be misclassified.

Methods Based on Optical Properties

For single photodetectors or simple photodetector arrays that do
not capture particle images, or for particle images that are small
relative to image resolution, a combination of optical properties
and/or a size parameter can provide information useful for very
broad particle classification.

For example, the ratio of backscattering to beam attenuation
is related to the ratio of organic to inorganic matter (Jamet
et al., 2018) and to the refractive index, which can indicate
particle composition (Twardowski et al., 2001). The ratio of
chlorophyll fluorescence to optical backscattering can inform
about the contribution of phytoplankton to particulate matter;
and bulk birefringence can be a proxy for suspended CaCO3

concentrations (Guay and Bishop, 2002).
Another example is the combination of the spike signals

detected by several single photodetectors, such as backscattering
and fluorescence sensors. These sensors can identify individual
particles larger than ∼150µm by the brief spikes they induce
when passing through the sensor’s sampling frame. The ratio of
fluorescence spikes to backscattering spikes in a population of
particles can distinguish aggregates of phytoplankton from other
large particles (Briggs et al., 2011). The ratio of spikes of different
wavelengths of backscattering, or beam attenuation spikes
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to backscattering spikes, likely contains further information,
although this information has not yet been investigated.

The combination of size and transparency can informwhether
the particle is an aggregate or zooplankton (e.g., Petrik et al.,
2013; see also Box 1b). Devices measuring fluorescence can
distinguish particles containing chlorophyll (phytoplankton)
and/or phycoerythrin (cyanobacteria) from other particles, and
cameras measuring birefringence have been used to distinguish
particles containing calcium carbonate (Bishop et al., 2016).
For particle images, particle brightness (or light attenuation for
light field images) and color are optical properties that can help
distinguish particle types (Wilson et al., 2008).

Data Deposition and Sharing
As a next step, processed data should be deposited and
made freely available for future research. Currently, there
is no standardized procedure to deposit data on optical
particle measurements, and there is a clear lack of agreed
metadata, particle descriptors, data formats, classification
criteria, and accessibility. Any community agreement should
consider the FAIR Guiding Principles (Wilkinson et al., 2016),
a set of standards to improve the findability, accessibility,
interoperability, and reusability of data. As discussed above,
we need increased transparency and standardization for data
sharing, comparison and future data interpretation. Embedding
well-structured metadata and data provenance information in
data workflows are fundamental to ensuring user trust in
data and any data products generated (Buck et al., 2019). As
discussed in section Data Processing: Sizing, using common
standards such as controlled vocabularies to annotate data help
reduce ambiguity and facilitate interoperability. Many journals
require datasets to be cited with Digital Object Identifiers to
support scientific results. In addition, persistent identifiers (PIDs)
are well-established in the academic community to improve
transparency, and there are international efforts to use PIDs to
identify “real-world” instruments2. Such tools could help a user
to relate back to the manufacturer’s calibration or configurations
of a device to put particle size data into context. Several marine
observational programmes use agreed formats that are machine-
readable and enriched with common standards to facilitate
data sharing, automation and comparison within a community.
For “live” planktonic particles a start point is the widely-
adopted Darwin Core format used by the Ocean Biogeographic
Information System (OBIS) for biogeographic data (Nakamura
et al., 2017), but it lacks many descriptors necessary for it to be
directly applied to the wide range of particles in the ocean. The
Argo Climate Forecast (CF)-NetCDF is more flexible. However,
NetCDF requires complex software and some level of expertise
to access it. TheWorldWideWeb Consortium’s (W3C) “CSV on
the Web”3 offers the same benefits as NetCDF but in a simpler
format that may be more accessible to the biogeochemical
community, requiring standard software such asMicrosoft Excel.

2https://www.rd-alliance.org/group/persistent-identification-instruments/case-

statement/persistent-identification-instruments
3https://www.w3.org/TR/tabular-data-primer/

Ideally, all raw images (i.e., full frames) should be saved.
However, raw images require considerable storage capacity and
often contain mostly empty space. Instead, a common practice
is to save segmented individual particle images (“vignettes”).
Vignettes should be saved to the highest resolution to facilitate
re-analysis and avoid deterioration if compressed. Vignettes
should be saved on a global databank or distributed database,
allowing others to carry out their routines on the raw particle
images, particularly machine learning and image processing
for classification. While a similar approach has been started
(e.g., EcoTaxa, https://ecotaxa.obs-vlfr.fr; Picheral et al., 2017), a
current big limitation is the required storage capacity, especially
with particle imaging becoming ever more popular. EcoTaxa
alone already hosts >80 million vignettes (as of May 2019).
In addition, funding bodies that require data deposition often
prefer only the particle descriptors of each image in text-format
as it is less memory intensive. When describing images in
text-format, there is substantial information loss. For example,
particles are often described in terms of size and particle type
only. Besides the inconsistencies and ambiguities of sizing (see
Section Data Processing: Sizing), potentially crucial information
(e.g., color, shape, and texture) are lost. We therefore recommend
depositing raw images and/or vignettes whenever possible.
Finally, a unique identifier or hashtag could also be assigned to
each particle image to allow tracking of information regarding
this particle. e.g., different scientists might carry out different
image processing steps or assign different classifications to the
same particle depending on their data analysis procedures or
classification scheme. Furthermore, more detailed analysis on
single particles, including sinking velocity measurements and
carbon content, might be available for some particles. If a unique
identifier is assigned, identification and detailed information
could be harvested and used for further in-depth analyses
and meta-analyses.

Any software and image analysis codes used to process
images should be assigned a PID and cited in accompanying
documentation to improve transparency to users. Image analysis
codes should also be made available using code-hosting facilities
(such as GitHub).

FROM IMAGE TO PARTICLE FLUX

Optical particle measurements and classification are only the
first steps to understanding particle dynamics in the ocean and
the biological pump. The next steps involve the conversion of
this information into flux estimates. Particle fluxes are typically
calculated as

F = c× wavg, or (1)

F = Σ(mpart × wpart)/Vsample (2)

where F is the matter flux (in mg m−2 d−1), c is matter
concentration (typically in mg m−3), wavg and wpart are the
bulk and individual particle sinking velocity, respectively (in
m d−1), and mpart is the matter content of an individual
particle (in mg C) with Σ(mpart × wpart) being the sum of all
particles within a known sampling volume (Vsample in m−3).
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These equations can be further expanded to explicitly separate
the composition of particles from their masses and numerical
abundance to represent the fluxes of specific components, e.g.,
for the particulate organic carbon (POC) flux:

F = Σpart(n Vpartρiwpart)/Vsample (3)

in which n is the number of particles in that class (n = 1 for
individuals), Vpart the particle volume (typically in mm3), and
ρi is the density of the constituent i in the particle (e.g., mg C
mm−3). The sum is then taken over all particles and normalized
to the sampled volume.

Optical devices for particle measurements provide great
direct estimates of particle numbers (n) and good estimates
for particle volume (Vpart), but they are not able to provide
direct information for chemical particle composition (i.e., ρi,
with i being POC or any other component of interest such as
carbonate or silica minerals). Hence, all optical devices require
an estimation of the approximate elemental particle composition
in order to estimate POC concentrations and, ultimately, flux.

Particle sinking velocities (w) can be estimated using a range
of methods (Section Sinking Velocity); however, most optical
devices are not capable of providing sinking velocities and rely on
additional data or assumptions. Two bulk optical methods bypass
the need for information on sinking velocities by quantifying
particle fluxesmore directly either by optically measuring particle
accumulation on a horizontal surface (“optical sediment trap”;
Bishop, 2004; Estapa et al., 2013; Bourne et al., 2019) or by
tracking the accumulation of integrated particle concentrations
below a depth threshold (Dall’Olmo and Mork, 2014).

Both chemical particle composition and sinking velocity can
vary greatly. POC content can be as low as ∼1% by weight in
particle fluxes dominated by lithogenic and biogenic minerals
(e.g., Armstrong et al., 2002; Klaas and Archer, 2002) and
as high as 40% in aggregates (e.g., Alldredge, 1998). Sinking
velocities typically range from 1 to 1,000m d−1 (e.g., Kriest
and Evans, 1999; Turner, 2002; Laurenceau-Cornec et al.,
2015a). Hence, the biggest bottleneck associated with translating
optical particle measurements into accurate flux estimates is
the uncertainty in these two parameters. We explore some
approaches to measure particle composition and sinking velocity
in the following sections.

Organic Matter Content and
Concentrations
The approaches for estimating bulkmatter concentrations (c) and
matter content of individual particles (ρi × Vpart) differ in that
the former is an estimate based on the entire sample whereas the
latter is specific to objects of interest.

Bulk estimates are based on the entire particle field and how
they affect the optical properties of the water volume they are
in. In simple terms, the more matter there is, the more light will
be scattered and absorbed by the particles (i.e., less light will be
transmitted through the water). Devices that measure scatter and
transmission in one way or another can therefore be used to infer
bulk matter concentrations. Empirical data have shown that both
particulate backscattering (bbp) and attenuation (cp) are good

proxies for the concentration of POC in pelagic environments
(Gardner et al., 1993; Bishop, 2009; Bishop and Wood, 2009),
though the relationships are dependent on the local particle
populations and potentially on methodological differences such
as sensor calibrations (Cetinić et al., 2012). To use such bulk
proxies, it is therefore preferable to take POC samples along
with the optical property measurements to derive a site-specific
relationship between the two parameters. In addition, natural
variability in lithogenic matter concentrations (e.g., sediment
load) can strongly affect the relationship between POC and bbpor
cp (e.g., Reynolds et al., 2016), so these optical proxies cannot be
used where sediments dominate the optical signal.

For individual particles, determination of the organic matter
content becomes more complex. The typical work process is
as follows. The optical device images a volume of water, the
individual particles are sized (section Data Processing: Sizing),
and the size estimate is converted into POC content using
empirical relationships. As imaged particles are rarely also
captured and brought to the surface for elemental analysis, most
studies rely on published size-to-POC conversion equations.
The most commonly applied equation is the one by Alldredge
(1998). Alldredge (1998) photographed particles (>0.5mm in
diameter) in situ from the surface ocean in the Santa Barbara
Basin, pooled these according to size and type (three size
classes and four types), and analyzed them for POC, particulate
organic nitrogen and dry mass. Organic matter content of
particles clearly increased with increasing size (p < 0.001,
R2 = 0.86, n = 25), though larger aggregates contained less
matter per unit volume than smaller aggregates (Alldredge,
1998). Later laboratory experiments have shown that the size-
to-POC conversion for aggregates is strongly dependent on the
phytoplankton community composition (Ploug et al., 2008a;
Iversen and Ploug, 2010) and can vary substantially from the
size-to-POC conversion for zooplankton fecal pellets (Gonzalez
and Smetacek, 1994). These observations suggest that there is
substantial variability in the size-to-POC conversions depending
on plankton community structure, particle type, season, location
and likely depth (Kriest and Evans, 1999; Kriest, 2002; Iversen
et al., 2010).

On the most basic level, the uncertainties associated with
converting a single particle image into POC concentrations are
not different from the problems encountered for bulk analysis.
The main difference is that the sample size of large particles
imaged using holographic or photographic devices is relatively
small compared to the sample size imaged by e.g., backscatter
sensors. Backscatter sensors integrate over a much larger particle
population size, which can therefore be related to bulk POC
measurements with more certainty. A similar bulk approach
could be applied to large particles to reduce uncertainties in
the conversion. Waite (unpublished) explored this possibility by
filtering large volumes (50–100 L) of seawater onto a mesh of
knownmesh size (in this case 20µm), rinsing thematerial off and
measuring its POC content. The POC content of these particles
related reasonably well to the particle biovolume measured using
an Underwater Vision Profiler, providing a site-specific size-
to-POC conversion (Figure 4). While gravitational filtration or
pumping (e.g., as in situ stand-alone pumping systems) could
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FIGURE 4 | Relationship between particle biovolume measured using an

Underwater Vision Profiler (UVP) and particulate organic carbon (POC) content

of particles retained on a 20µm mesh. Dashed line shows linear regression

POC [mg m−2 ] = 87.8 + 8.1 biovolume [mm3 m−2 ]; p = 0.0001, R2
= 0.7

(Waite, unpublished).

cause particles to break up and change characteristics, they are
relatively easy to make, not very time demanding and not very
prone to subjective bias. This “bulk approach” for larger particles
might thus be more feasible at sea than studies on individual
particles, and could be adopted for quasi-global measurements.

There is clearly a need for more data on size-to-POC
relationships and how they vary in space and time. We therefore
highly recommend a concerted effort to collect information on
size-to-POC relationships. These measurements are relatively
tedious to collect and often only yield a few data points, which is
frequently deemed insufficient for data interpretation purposes.
However, a joined effort and data portal that collates all these
individual measurements would soon produce a respectable
database that could form the basis for more accurate and
appropriate size-to-POC conversion equations.

Sinking Velocity
The range of recorded sinking velocities of particles in the oceans
spans from negative (i.e., particles float toward the surface;
Azetsu-Scott and Passow, 2004; Acuña et al., 2010) to several
km per day (e.g., salp fecal pellets; Iversen et al., 2017). When
considering the sinking velocity of an individual particle, a
first approximation can be obtained from Stoke’s law (originally
derived for spherical, non-porous particles and laminar flow)
combined with White’s approximation (White, 1991), which
suggest that sinking velocity increases linearly with excess density
(the difference from the water density) and the square of particle
diameter (i.e., linearly with the particle area). Building on these
expectations, many studies have tried to relate sinking velocity
primarily to size, which has been shown to be a useful predictor
for particles generated in controlled environments (e.g., roller

tanks; Gärdes et al., 2011; Iversen and Ploug, 2013; Iversen and
Robert, 2015). However, strong relationships were only observed
when all particles were generated using the same water/plankton
community (Iversen et al., 2010). When particles were made by
different plankton communities, size alone was a bad predictor
(e.g., Diercks and Asper, 1997) strongly supporting notions that
particle densities and shapes vary widely depending on the source
material (Iversen et al., 2010).

Packaging and porosity contribute appreciably to determining
sinking velocities. On the one hand, adding ballasting materials,
such as diatom frustules, to aggregates may lead to an increase
in sinking velocities owing to the increase in excess density.
On the other hand, the addition of ballasting mineral particles
to marine particle populations frequently leads to smaller more
densely packed aggregates that sink slower because of their
smaller size (Hamm, 2002; Passow et al., 2014). Mucous-rich
particles have been shown to float despite relatively large sizes
(Azetsu-Scott and Passow, 2004; Bochdansky et al., 2016),
whereas oil- or plastic-containing aggregates have been shown
to sink rapidly despite the presence of substances with an excess
density smaller than seawater (Long et al., 2015; Passow et al.,
2019). In natural environments, particles are formed through
different mechanisms, by different organisms, and under varying
environmental conditions that affect aggregation (e.g., salinity,
pH, minerals), ballasting (e.g., dust deposition, sediment load;
Iversen et al., 2010; Iversen and Robert, 2015; van der Jagt
et al., 2018) and sinking behavior (e.g., viscosity; Taucher et al.,
2014). A universal conversion of size-to-sinking velocity is hence
impracticable (Jouandet et al., 2011).

Nonetheless, estimates of size-to-sinking-velocity
relationships are powerful when determined site-specifically for
either distinct types of particles or large particle populations,
which negates the effect of individual outliers. To do so, a
sufficient number of particles needs to be imaged and their
sinking velocities measured for each location and—if possible—
for each particle class. Unfortunately, measuring the sinking
velocity of individual particles directly remains challenging, and
many studies rely on indirectly approximated sinking velocities
from bulk measurements. The following sections explore the
most commonly used methods for determining sinking velocities
for individual particles and from bulk measurements.

Individual Particles

The majority of data on individual particle sinking velocities
has been generated ex-situ. A big advantage of ex situ sinking
velocity measurements is that the particles can be retrieved after
the measurement and analyzed for elemental composition. It
is thus possible to generate data on size, sinking velocity and
carbon content for individual particles, allowing the calculation
of carbon flux (by that particle) with relatively high certainty.
Box 3 lists some of the methods used to measure the sinking
velocity of individual particles ex situ.

Briefly, particles for ex situmeasurements are either generated
in roller tanks or collected and resuspended. The first approach
is problematic as these particles may—as described above—
not reflect natural particles and particle behaviors (Ploug, 2001;
Prairie et al., 2015). Its advantages are that it allows the testing of
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targeted interactions and effects on sinking velocities. The second
approach can be tricky as collection and handling procedures
may alter the particles (i.e., fragmentation, aggregation, change
of shape, porosity, etc.). To measure sinking velocities, individual
particles are introduced into an experimental container, such as a
tank or settling column, and their sinking velocity is measured
either traditionally with a stop-watch (Box 3a) or using time-
lapse photography (i.e., video analysis; Box 3b). Another method
is the use of a flow chamber, where the particle is kept in
suspension by an upward flow of water (Box 3c; Ploug and
Jørgensen, 1999; Peterson et al., 2005; Iversen and Ploug, 2010);
The flow speed thus reflects the sinking velocity of the particle.
This method further allows simultaneous imaging of the particle
as well as additional measurements such as oxygen gradients
within the particle (Ploug and Grossart, 1999; Belcher et al.,
2016a,b).

In situ sinking velocities of individual particles have been
measured by divers (Alldredge and Gotschalk, 1988) or using
time-lapse camera systems taking rapid sequential photos of
particles as they settle through the water column. To negate
lateral advection and internal waves, some camera systems image
particles as they settle through a column (Diercks and Asper,
1997; Cartwright et al., 2013), other systems are installed on
neutrally-buoyant drifting platforms in a Lagrangian fashion
(Pilskaln et al., 1998, Lampitt and Iversen, unpublished) or as
moored platforms making seasonal measurements of settling
velocities on individual aggregates in the deep ocean (Diercks
et al., 2018; Iversen, unpublished). Images are often taken in
bursts every few hours to conservatively use battery power and
data storage, and the capture rate during these bursts needs
to be sufficiently fast to accurately track fast-sinking particles
(Diercks et al., 2018). The advantage of these methods is that
they provide the most accurate sinking velocity estimates of
natural particles to date as they minimize any manipulation
and preserve in situ conditions. Moreover, they can collect
data on a large number of particles spanning a relatively large
particle size range (depending on the camera specifications),
and their data can thus be used to construct both particle size
spectra as well as sinking velocity spectra and investigate the
relationship between size, shape, and sinking velocity. On the
flip side, construction and deployment of time-lapse camera
systems are relatively complicated and expensive. A noteworthy
methodology to calculate sinking velocity from such in situ image
time series is particle image velocimetry (PIV; e.g., Steinbuck
et al., 2010; Smith and Friedrichs, 2015), which has also been used
to observe filtration rates of larvaceans in situ (Katija et al., 2017).

Bulk Measurements

Approaches to estimate the average sinking velocity for the entire
particle population or a particle size class are plentiful with
a great variety of methodologies (Box 4). These methods are
mostly based on in situ observations. in situ approaches often
use an observed change in characteristic (e.g., Chlorophyll a)
over time and depth (Box 4a) or modified sediment traps that
allow the collection of differential settling particles (Box 4b).
When combined with conventional sediment traps or gel traps,
in situ observations of particle size spectra can be used to infer

sinking velocities of individual particle size classes (Box 4c)
(Guidi et al., 2008; McDonnell and Buesseler, 2010) and to
estimate mass fluxes (Guidi et al., 2008; Iversen et al., 2010;
McDonnell and Buesseler, 2012; Nowald et al., 2015). Recently,
the use of naturally occurring radiotracer pairs (210Po/210Pb
and 234Th/238U) has been added as a tool to estimate average
sinking velocities (Box 4d) (Villa-Alfageme et al., 2014, 2016).
The “SETCOLmethod” is a relatively easy and fast ex situmethod
that can provide sinking velocity estimates for selected particle
groups (e.g., specific species, types or size classes) (Box 4e;
Bienfang, 1981).

MODELS AS A TOOL

Optical devices for particle measurements provide a wealth
of information, which can be used far beyond simple particle
classification and carbon flux estimates. For example, particle
size distributions can reveal trophic positions (Zhou, 2006;
Basedow et al., 2016) and, when combined with models, particle
interactions such as aggregation and disaggregation [(O’Brien
et al., 2004; Stemmann et al., 2004b; Karakas et al., 2009).

Models can play two essential scientific roles. (1) They

synthesize our best understanding of a process. Our
understanding can then be tested and improved by comparing

the quantitative predictions by models with observations and

experiments. (2)Models can be used to estimate hard-to-measure
parameters. For example, despite successful measurements of
aggregation/disaggregation parameters in the laboratory (Waite
et al., 1997b; O’Brien et al., 2004; Iversen and Ploug, 2013), to
date, we have no means of observing in situ particle aggregation
and disaggregation rates. A comparison of modeled and observed
particle size distributions, however, has been successfully used
to infer these rates between particle size classes (Stemmann
et al., 2004a,b; Karakas et al., 2009). To use models with any
degree of accuracy or precision requires a careful assembly of
additional data beyond just the observed size distributions, such
as phytoplankton community composition and size distributions
in sediment traps (Jackson et al., 2005).

Models of marine particle size distributions commonly
describe particle interactions in terms of coagulation theory
(Burd and Jackson, 2009), which provides the basic framework

for calculating the rates of collisions between particles. These

models require estimates for a suite of biophysical parameters

that will vary between sites and models (Table 2). For example,
a simple model that assumes a single source of particle
requires relatively easy-to-get auxiliary data (e.g., primary
production; Jackson, 1990), whereas a complex model, e.g.,
simulating coagulation between different types of particles such
as diatoms and fecal pellets, will require complex auxiliary
data (e.g., production rates for each type of particle; Jackson,
2001; Jokulsdottir and Archer, 2016). Moreover, as coagulation
depends on physical processes and particle geometry, estimates
of turbulent dissipation rates and particle fractal dimensions may
also be needed. Some of these parameters (such as turbulent
dissipation rates) can be estimated from detailed measurements
of physical water-column, properties whereas particle-based
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BOX 3 | Ex situ measurements of particle sinking velocities.

(a) Sedimentation column

A method that is cheap and simple to set up is to measure the time it takes for a particle to pass two marker points in a large measuring cylinder full of seawater

(O’Brien et al., 2006; Riley et al., 2012; Cavan et al., 2015). To replicate in situ sinking behavior, the experimental setup should be set to the same temperature and

salinity as the particle origin. While this method sounds straight forward, there are several caveats. (1) Subtle differences in temperature between the inside and

outside of the experimental container introduce convection currents that strongly affect slow-sinking particles. (2) Salinity gradients can develop relatively quickly,

sometimes leading to a complete halt of the settling particle. (3) Particles are often introduced into the settling column with peripheral water (e.g., when using a

pipette), which may have a different density (temperature and/or salinity) to the water in the settling column. The measured sinking velocity will therefore reflect

the behavior of the introduced water as much as that of the particle itself. (4) The downward motion of the particle and, potentially, water around it causes an

upward motion of water elsewhere in the container. Depending on the size of the container, the resulting internal turbulence may affect particle sinking behavior. (5)

When measurements are taken at sea, the motion of the ship may influence the measurement. Uncertainties in the final sinking velocity measurement are therefore

potentially large.

To mitigate some of these problems, cold lights should be used as even short exposures of light instantly create turbulence flow in the sinking cylinder. The

measuring cylinder should also be as large as possible in diameter to reduce wall effects. Microgradients of salinity can be used to shut down all convection in

experimental cylinders (O’Brien et al., 2006). For all experiments, flow conditions in the cylinder are best tested with some dye or neutrally buoyant particles to

ensure that the water in the cylinder is quiescent (Ploug et al., 2008a).

(b) Ex-situ time-lapse

A more sophisticated version of the sediment column is the combination of a sinking column or roller tank with cameras. There are several examples, and we here

explain the FlowCAM method (Bach et al., 2012) and the Orbit method (Ploug et al., 2010). More elaborate setups may involve two video cameras, which can be

aligned to give a 3D view of sinking (Ploug et al., 2008a).

The FlowCAM is a laboratory piece of equipment that is used to measure particle concentration, type and size. Conventionally particles are pushed through a

cuvette past a camera that takes photographs, and particles are automatically counted. Depending on the magnification, particles down to 20µm can be measured.

The FlowCAM can be adapted to measure sinking velocities. For this, instead of being pushed past the camera, particles are left to settle in a tube leading to the

cuvette and camera so that, by the time they reach the field of view (FOV), particles are settling at their natural velocity (Bach et al., 2012). Multiple images are taken

(up to 12 per second) and, knowing the number of images taken per particle and the distance traveled through the FOV, sinking velocities can be calculated. As for

the sedimentation column, the temperature and salinity should be the same as at the particle’s origin. Some of the benefits of this method are that it is very quick

and semi-automatic, allows a relatively large particle size range to be measured, and gives individual particle characteristics (e.g., ESD, type, color) that can be

associated with individual sinking velocities. Some drawbacks include wall effects as particles sink toward the cuvette, magnification limiting the maximum size of

particle that can be measured, aggregation within the settling tube prior to entrance into the cuvette, and convection currents if the temperature is not constant.

The “Orbit method” measures sinking velocities of particles directly in roller tanks (Ploug et al., 2010). Particles are incubated in a rolling tank where solid body

rotation has been established. Video capture of several orbits allows for “repeat” calculations of sinking velocities and thus present solid values. This method is

non-destructive, and particles may be used for later analysis.

(c) Flow Chamber

The Flow Chamber allows measurements of all three particle dimensions (height, length, and width), sinking velocity and micro-sensor measurements while the particle

is kept suspended by an upward-directed flow matching the settling velocity of the particle (Ploug and Jørgensen, 1999; Wekerle et al., 2018). The Flow Chamber

system is filled with filtered seawater with in situ temperature and salinity. The upward flow is adjusted with a needle valve until the particle remains suspended at a

distance of one particle diameter above the net, whereby the particle sinking velocity is equal the flow velocity. The sinking velocity of each particle is then calculated

from the flow rate divided by the cross-sectional area of the flow chamber. Unfortunately, this method is time-intensive, allowing investigation of only a few (typically

<10) particles per hour.

parameters such as fractal dimensions can be obtained from
particle image analysis (e.g., Kilps et al., 1994). These complex
auxiliary data are largely contextual data that provide the model
with the correct biophysical description to estimate the particle
size distribution and make meaningful comparisons between
model results and observations. Models can be made without
such contextual data with the missing parameters considered
as fitting parameters, a situation that becomes more and more
unsatisfactory as the number of missing parameters increases.

Although both modeled and observed particle size
distributions can be calculated using different widths of the
size bins, it is useful to know in advance of the model calculations
what these size bins are. This is particularly critical because of
the different rationales for choosing bin sizes in models and data;
bin sizes in models are often chosen to improve computational
speed, whereas bin sizes in data are often chosen to optimize
signal over noise. In addition, models and observations should
use the same definition of particle size (i.e., the modeler should

be aware of how the size was calculated from the images;
Jackson et al., 1997).

Estimates of the uncertainties of the observed particle size
distribution can help when using the model as a tool to help
interpret the observations. This is because model results tend
to be smooth functions of particle size, often approximated
by power laws over specific size ranges (Burd and Jackson,
2002), whereas observed distributions show varying degrees of
noise (Jackson et al., 1997). Significant differences between the
modeled and observed distributions may suggest the presence
of certain processes, such as size-specific grazing rates, and
departures from a smooth power-law distribution may indicate
the occurrence of significant disaggregation (Burd and Jackson,
2002). Contextual data such as turbulent dissipation rates and
zooplankton abundances may help to identify the possible causes
of differences between modeled and observed distributions.

A good example of how models and particle image data can
be used together to infer both rates and processes is provided by
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BOX 4 | Bulk measurements of sinking velocities.

(a) Depth and time correlations

High temporal and vertical resolution sampling of particle concentration allows the calculation of “bulk” estimates of particle settling velocities using correlations

between variations in concentration at different depths. This method works best when the sinking velocity of an identifiable group of particles is homogeneous, and

when the concentration of the tracked particles is pulsed or highly variable in time, exceeding variability due to advection across spatial gradients. This method has

been applied to optical backscattering, fluorescence, and beam attenuation data collected by ships and autonomous gliders (Briggs et al., 2011) and to LOPC data

collected by an autonomous profiling float (Jackson et al., 2015).

(b) Indented rotating sphere trap

The indented rotating sphere (IRS) trap allows particles to be separated in situ according to their sinking velocities. Particles land on a sphere and, after an amount of

time (typically 12–24 h), the sphere rotates releasing the particles to be collected in a sample carousel that also rotates at specific time intervals. This setup results in

sinking velocity bins between 0.68 and >980m d−1. IRS traps can be moored at any depth and usually deployed on a monthly time frame. This method is useful for

determining the relative importance of sinking fluxes. For instance, the IRS was used to show that slow and fast sinking particle fluxes were larger than intermediate

sinking fluxes in the Mediterranean (Alonso-González et al., 2010). In the northwest Pacific, it revealed how a power-law attenuation of flux with depth (Martin et al.,

1987) can be explained by a proportionally higher loss of slow-sinking particles with depth (Trull et al., 2008).

An advantage of this method is that collecting particles in situ negates any imposed temperature or density changes when trying to replicate settings in the

laboratory. Some limitations are that particles may partially collapse on the ball in the IRS, reducing porosity and potentially increasing sinking velocities (Peterson

et al., 2005). The sphere rotation time could be reduced giving less time for particles to be altered whilst sitting on the sphere, but this would increase the lowest

settling velocity, e.g., 3 h rotation = minimal sinking velocity of 5.4m d−1 (Peterson et al., 2009).

(c) Size distribution

As there is an existing theoretical link between particle size and sinking velocities (derived from Stoke’s Law or other more refined expressions of the balance between

drag and buoyancy forces; e.g., Laurenceau-Cornec et al., 2015b), estimations of particle sinking velocity can be directly back-calculated from joint observations of

particle size distribution. The step from sinking velocities to fluxes (as measured by sediment traps) requires the conversion from particle size to volume to carbon

content (for details see methods by Guidi et al. (2008) Equations 4, 6, and 9). However, this method assumes that particle excess density remains constant from

one particle size to another, which is unlikely as a result of both fractal assemblage of aggregate particles (e.g., Jackson and Lochmann, 1992; Kriest and Evans,

1999) and differences in ballasting of phytoplankton via their frustules (e.g., Klaas and Archer, 2002).

In order to resolve this issue, McDonnell and Buesseler (2012) developed a method that allows the back-calculation of particle sinking velocities from simultaneous

measurements of particle size distribution from camera systems and from gel traps. While this method is very promising, its global use is limited because it is very

time-consuming and costly. However, it can provide useful insights into time and space variabilities of the relationship between particle size and sinking velocity.

(d) Radioactive tracers

The radioactive pairs Thorium-234/Uranium-238 and Polonium-210/Lead-219 allow the estimation of particle fluxes. A relatively novel method, a one-box inverse

model, further uses 210Po/210Pb or 234Th/238U profiles to calculate in situ sinking velocities in the upper mesopelagic, allowing observations of changes in sinking

rates with depth (Villa-Alfageme et al., 2014, 2016). Samples are collected using Niskin bottles or in situ pumps and average sinking velocities are calculated for

each sample. The simple one-box model assumes a steady-state system, which is not always appropriate in changing conditions, such as blooms, as 210Po or
234Th have relatively long half-lives (Villa-Alfageme et al., 2014). It is important to note that calculated sinking velocities tend to be <100m d−1 and represent an

average sinking velocity for the entire particle population at each depth. Estimates also depend on how samples are collected, e.g., whether particles are filtered

(e.g., using Stand Alone Pumping Systems), and whether they include the suspended non-sinking fraction or not.

(e) Settling tube

The “SETCOL” method (Bienfang, 1981) is an ex situ bulk method that can be used to estimate sinking rates of selected particle groups. This method is primarily

used to measure phytoplankton cell sinking velocities, and the same principle is applied for the Marine Snow Catcher (Riley et al., 2012; Giering et al., 2016; Cavan

et al., 2017). A homogenous water sample is placed or collected inside a settling column and an initial sample is taken. After a pre-determined time interval, the

concentration of particles in different parts of the settling column (e.g., the bottom, middle, and top) is measured. The average sinking velocity can now be calculated

by the difference in biomass in the different parts of the settling column between the start and end of the settling period. This method is relatively easy and fast,

though the final estimate strongly depends on the settling time and dimensions of the settling column. It has useful applications in laboratory culture experiments,

yielding precise sinking velocity estimates for culture species when comprehensively replicated (Waite et al., 1992). In addition, for field samples, SETCOL can be

combined with size-fractionation or type-specific particle counts to provide sinking velocity estimates for selected groups (Waite and Nodder, 2001).

Optical settling tubes work on the same principle but monitor the change in concentration throughout the entire settling period using an optical device, such

as a transmissometer, fitted near the bottom of the settling tube. This set-up allows the calculation of particle size distribution and settling velocity distribution

(Zaneveld et al., 1982) and has been used in situ (e.g., Kineke et al., 1989; Spinrad et al., 1989; Murray et al., 1996), though these studies focussed on coastal or

near-benthic particles.

the work of Stemmann et al. (2004a,b). This study used data from
the UVP and compared observed particle size spectra to modeled
ones, finding that below the euphotic zone physical aggregation
processes were less important than disaggregation processes.

Particle aggregation codes have been publicly available for
some time and can be used to help interpret data. For example,
a simple coagulation model coded using Matlab and based on

the original code of Jackson and Lochmann (1992) is available at
https://github.com/BurdLab, and a more complex Fortran model
with multiple particle sources (Jokulsdottir and Archer, 2016) is
available at https://github.com/tinnsi/SLAMS. As with all tools,
using these models is not always a trivial endeavor. To effectively
use these models, we suggest that observational programmes
consider the following recommendations:
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TABLE 2 | A minimal set of parameters required to model particle size

distributions.

Measurement Rationale

Particle size (e.g., ESD, ECD) Determines modeled collision

and sinking rates

Fractal dimension Determines collision and sinking

rates

Stickiness Determines aggregate growth

rate through collisions

Turbulent dissipation rate Determines the rate of collisions

by turbulent shear

Temperature Determines the rate of collisions

by Brownian motion

Particle density Determines sinking velocity and

rate of collisions by differential

sedimentation

If only one or two parameters have unknown values, then they can be estimated by fitting

modeled size distributions to observed ones.

• Provide estimates of contextual biophysical parameters
such as primary production, turbulence dissipation rates,
particle composition.

• State the definition of the particle size metric used to calculate
particle sizes and the bin widths used to determine the
size distribution.

The two largest issues that face accurate modeling of particle
size distributions are our limited predictive understanding
of particle stickiness (“aggregation potential”) and particle
strength (“disaggregation potential”). Particle stickiness between
inorganic particles has long been understood in terms of electric
potentials, but the presence of organic substances such as
transparent exopolymer particles (TEP) makes understanding
and measuring stickiness much harder (Waite et al., 1997b).
Although disaggregation measurements have been made
(O’Brien et al., 2004) and models of particle disaggregation exist
(e.g., Hill, 1996), models still require significant assumptions
about the strength of aggregates (which may relate to the
particle stickiness) and the size distribution of daughter particles.
To move beyond the current models will require a better
understanding of what controls these parameters and how they
affect the aggregation/disaggregation process. Additionally, we
are only just beginning to be able to model biological processes
and distributions of solutes, such as oxygen, carbon dioxide and
dissolved organic matter, within sinking permeable aggregates
with different internal structure and porosities, i.e. marine snow
(Moradi et al., 2018).

CONCLUSION

Optical devices for particle measurements have the potential to
provide high spatial and temporal resolution of particle fluxes,
though we are still far away from accurately estimating fluxes
based on optical devices alone. The biggest bottleneck is the
uncertainty associated with translating an optical signal, such
as an image, into an accurate flux estimate, which requires
additional information such as the sinking velocity and density

of the particle. Moreover, the parallel development of various
devices and analysis routines currently hinders meaningful
comparison between techniques. Such comparisons are urgently
needed as well as the standardization across methods of data
collection, analysis, and data archiving.

In situ optical methods provide us with the ability to identify
particles in the water column with minimal disturbance, and
the fast imaging rates offer high-resolution information on their
spatial distributions and interactions. For zooplankton, images
give much higher vertical and horizontal resolution than nets
and provide much better taxonomic identification than acoustic
methods. For aggregates, in situ optical methods inform on the
structure of aggregates without fragmenting them or changing
their shape as pump systems do or integrating them spatially
and temporally as sediment traps do. While no single method
captures the entire size range of particles in the ocean at once,
a combination of devices can produce a particle spectrum from a
few micrometers to several centimeters in size.

Qualitative observations can inform us about biological
mechanisms driving particle structure and spatiotemporal
variability. Potential insights include both qualitative
information about which processes are important (e.g.,
direct observations of zooplankton–aggregate interactions) as
well as quantitative model validation (e.g., using aggregate size
distributions to constrain aggregation and disaggregation
models). These insights are critical for improving our
mechanistic, predictive understanding of processes controlling
POC in the ocean.

Continuing developments in this field will move us closer
toward the goal of estimating particle flux by constraining the
carbon in each particle and its sinking velocity. Yet, this goal
requires more ex situ and in situ experimentation, validation,
and regional calibration to overcome the fundamental problem
of translating optical information on particles (a standing stock)
into useful estimates of carbon flux (a process). With a collective
effort, optically based flux estimates may soon be feasible on
large scales when we draw on the entire wealth of information
contained in images from the interior of the ocean.
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