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Ocean observing systems are well-recognized as platforms for long-term monitoring of near-shore and remote locations in the global ocean. High-quality observatory data is freely available and accessible to all members of the global oceanographic community—a democratization of data that is particularly useful for early career scientists (ECS), enabling ECS to conduct research independent of traditional funding models or access to laboratory and field equipment. The concurrent collection of distinct data types with relevance for oceanographic disciplines including physics, chemistry, biology, and geology yields a unique incubator for cutting-edge, timely, interdisciplinary research. These data are both an opportunity and an incentive for ECS to develop the computational skills and collaborative relationships necessary to interpret large data sets. Here, we use observatory data to demonstrate the potential for these interdisciplinary approaches by presenting a case study on the water-column response to anomalous atmospheric events (i.e., major storms) on the shelf of the Mid-Atlantic Bight southwest of Cape Cod, United States. Using data from the Ocean Observatories Initiative (OOI) Pioneer Array, we applied a simple data mining method to identify anomalous atmospheric events over a four-year period. Two closely occurring storm events in late 2018 were then selected to explore the dynamics of water-column response using mooring data from across the array. The comprehensive ECS knowledge base and computational skill sets allowed identification of data issues in the OOI data streams and technologically sound characterization of data from multiple sensor packages to broadly characterize ocean-atmosphere interactions. An ECS-driven approach that emphasizes collaborative and interdisciplinary working practices adds significant value to existing datasets and programs such as OOI and has the potential to produce meaningful scientific advances. Future success in utilizing ocean observatory data requires continued investment in ECS education, collaboration, and research; in turn, the ECS community provides feedback, develops knowledge, and builds new tools to enhance the value of ocean observing systems. These findings present an argument for building a community of practice to augment ECS ocean scientist skills and foster collaborations to extend the context, reach, and societal utility of ocean science.
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INTRODUCTION

Ocean observatory data can enhance our capacity for addressing critical issues such as climate change, ecosystem variability, and ocean acidification. Exploring the coupling between the ocean and atmosphere, and biochemical cycles has historically depended on ship-based point measurements (e.g., Smith et al., 2019), which are limited in the timing and duration over which they are collected (e.g., Ganse et al., 2019; Venkatesan et al., 2019). Further, ship-based operations are limited by the number of contemporaneous observations, which depend on instrument availability and competition for time and space on research cruises. The move toward sensor-based, multi-annual ocean observing is essential for the collection of the collocated physical, biological, geological, and chemical measurements needed to holistically characterize these dynamic systems (Benway et al., 2019) and to validate and improve coupled physical-biogeochemical models (Fennel et al., 2006). Continued innovations in the miniaturization and automation of sensors, and introduction and improvement of observation platforms like tethered observatories and autonomous vehicles, have allowed remote collection of an increasingly diverse range of continuous datasets across large spatiotemporal scales and a wider range of conditions. Ocean observatory data are a solution to the scientific pitfalls of historical, ship-based data collection because they: (1) provide long-term sampling of a designated area, even during inaccessible time periods; (2) can be outfitted with sensors for interdisciplinary science (e.g., Davidson et al., 2019; Venkatesan et al., 2019); and (3) are built with the capacity to span research themes (e.g., National Science Foundation’s Research Areas1) that have traditionally been funded through separate sources.

Ocean observing systems, such as the National Science Foundation’s Ocean Observatories Initiative (OOI) arrays, measure key variables for describing drivers and exchanges from the air-sea interface to the seafloor. The high-quality data collected by the variety of sensors on the arrays is freely available, distributed in near real-time, and accessible to all members of the global oceanographic community. These arrays give scientists unprecedented access to explore the seafloor, water column, and air-sea interface over multi-year periods. Sea-state, weather, and vessel capability all limit data collection from ships to periods of relatively calm weather conditions resulting in data gaps during extreme weather events (e.g., Ondoa et al., 2019) that have a disproportionate influence on ocean systems (e.g., Ward et al., 2020), coastal infrastructure (e.g., Gough et al., 2019; Mendez-Tejeda et al., 2020), and coastal ecology (Adame et al., 2019; Yang et al., 2020). Ocean observing arrays are beginning to fill these gaps by continuously measuring parameters during these local or global events when observations would traditionally be limited. By improving coverage and consistency of data through remote observation, the ocean science community can better provide valuable information such as tsunami warnings, and potential impacts on human health and economically important fisheries (Ruhl et al., 2011).

The advantages of observatory data extend beyond traditional scientific merit by increasing the equitability of data access. For researchers and educators with resource limitations, observatory systems provide continuous access to state-of-the-art instrumentation and openly available data, which expands the opportunities for engagement with the larger research community. These observatory systems provide additional opportunities to include ocean data into undergraduate education and research (Greengrove et al., 2020) in a way that previously was only available to those who could collect data directly. For many scientists and educators at resource-limited institutions, lack of access to funding and instrumentation is common. Additionally, many with physical limitations traditionally cannot participate in fieldwork, even if the opportunity is provided (Nature Geoscience, 2015). During the current COVID-19 pandemic, this lack of access is being experienced even by those who typically have resources to permit and participate in expensive fieldwork (Geib, 2020; Nature Geoscience, 2020). While field work has been limited, ocean observatories have continued to provide direct observations for scientists, stakeholders, and students alike.

This democratization of ocean data offers distinct advantages to early career scientists (ECS) interested in addressing interdisciplinary problems. ECS are often on short-term contracts (i.e., the “postdoc treadmill,” Radetsky, 1994) and need a high rate of research output for any hope of career advancement (e.g., Radetsky, 1994; Lawrence, 2003; Bodmer et al., 2019). Traditional costs associated with software, consumables, travel, cruise operations, and sample processing create obstacles which intensify the pressure to produce scientific results. Freely available observatory data provides an opportunity for ECS to explore important scientific questions without incurring many of the costs and challenges that are widely seen as barriers to career advancement and disproportionately impact the least privileged within the science community (Ginther et al., 2011).

Some of our most pressing oceanographic questions require interdisciplinary approaches that are well-suited for the application of ocean observatory data (Trowbridge et al., 2019). Though the quantity and breadth of sensor data currently available often require a range of expertise that few individual scientists possess, collaboration can be leveraged effectively to create useful interdisciplinary results. The ability to access, process, analyze, and interpret open-source observatories data can yield rich and interdisciplinary interpretation of results. Of great value to ECS, and the greater ocean science community, is the establishment of a clear pathway for developing interdisciplinary projects (e.g., networking, mentorship, training hubs) with workable, open-source analyses and effective communication pipelines.

Freely available data creates an incentive to harness a larger set of collective intellects and an opportunity to implement diverse approaches and experiences. Open-source community tools and resources permit science that depends more on innovation and ideas than on funding and past research success. In the age of ‘big data,’ data science skills are key to extracting important patterns; analytical techniques such as clustering, classification, anomaly detection, and frequent pattern mining make it feasible to extract useful information from oceanographic datasets that are often noisy or incomplete (Leung et al., 2014; Liu et al., 2017; Harris et al., 2019; Jiang et al., 2019). These techniques allow for efficient long-term time-series analyses over a range of frequencies to identify anomalous data and systematically identify co-variant patterns that require further investigation. These anomalous data also serve as a starting point for identifying previously unrecognized patterns and allow a systems-approach exploration of the unknown (Leung et al., 2014). Despite the volume and presence of collocated sensors on OOI platforms, modern data science workflows are still new to the oceanographic community, and thus efforts to address broad questions by mining OOI datasets for observations of interest have been limited. By leveraging the diverse skills and backgrounds of interdisciplinary research teams, we can better explore and interpret the results of these data-driven methods.

The OOI-ECS2 is a community of ECS students, researchers, and faculty who bring backgrounds in geology, biology, chemistry, and physics, and a range of data analysis tools and experience. We lean on the collective background of OOI-ECS members to demonstrate the potential for ECS to perform open-source and interdisciplinary science, which takes advantage of the large data volumes collected by the OOI arrays. Here, we demonstrate the potential for these interdisciplinary approaches using OOI data by presenting a case study on the water-column impacts of anomalous atmospheric events (i.e., major storms) on the shelf of the Mid-Atlantic Bight southwest of Cape Cod, United States. Using data from the OOI Pioneer Array, we applied a simple data mining method to examine Gulf Stream dynamics in which we: (1) identify anomalous atmospheric events over a multi-year time range; (2) investigate the variability in ocean responses to those events; and (3) identify the dynamics of those responses over large spatial scales. This study aims to demonstrate the opportunity for ECS to make meaningful scientific contributions through the development and application of cutting-edge data-exploration techniques within a resource-limited environment.



METHODS FOR CASE STUDY


OOI Pioneer Array Site Overview

The Pioneer Array3 (39° 40′N, 70° 40′W) footprint spans the outer continental shelf, shelfbreak, and upper slope of the Mid-Atlantic Bight southwest of Cape Cod, United States (Trowbridge et al., 2019). The array consists of seven sites, four cross-shelf sites on the downstream (west) transect and three upstream along a parallel cross-shelf transect, with an ocean depth range of 92–452 m (Figure 1; Table 1). Each site contains sub-surface profiler moorings, and three of these sites also contain buoys equipped with surface, near-surface, and seafloor instrumentation. All instruments are typically replaced during maintenance cruises each spring and fall.
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FIGURE 1. Map of the northeast US continental shelf and slope with the location of the OOI Pioneer Array (black circles). The black box indicates the region of the inset map (upper left) showing the location and names of the moorings relative to the shelf slope. Gray lines indicate the approximate path and direction of the coastal current. Figure modified from Gawarkiewicz and Plueddemann (2020).



TABLE 1. Site summary of Pioneer Array moorings.
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The scientific motivation for the establishment of the Pioneer Array was to investigate how shelf/slope exchange processes structure the physics, chemistry, and biology of continental shelves (ORION Executive Steering Committee, 2007). This region of the northwest Atlantic is highly dynamic, with shelfbreak exchange driven by interactions with warm-core rings emanating from the Gulf Stream (Joyce, 1984), instabilities along the shelfbreak front (e.g., Lozier et al., 2002; Fratantoni and Pickart, 2003), and regional wind forcing (Lentz, 2008; Dzwonkowski et al., 2009). This exchange results in high levels of biological productivity driven by increased nutrient input (Hoarfrost et al., 2019). In addition to monitoring the impact of changing climate on the long-term variability of shelfbreak dynamics (Pershing et al., 2015; Gawarkiewicz et al., 2018; Harden et al., 2020), the Pioneer Array provides an opportunity to investigate short-term events with significant societal implications such as hurricanes and winter storms (Gawarkiewicz and Plueddemann, 2020). Fundamental questions exist about how severe storms and other episodic mixing processes affect the water column (ORION Executive Steering Committee, 2005) and how these storms are evolving in response to anthropogenic climate change (Collins et al., 2019).



OOI Datasets

To investigate the influence of low atmospheric pressure systems on surface and subsurface water-column responses on the shelf, we used measurements of sea surface temperature (SST), near-surface atmospheric humidity and temperature, wind speed and direction, barometric pressure, and latent and sensible heat fluxes recorded at surface moorings. Data obtained from the meteorological package, located 3 m above sea level on the surface moorings, at both the inshore and central mooring sites, were downsampled to a temporal resolution of 1-h and 3-h, respectively. Subsurface measurements of seawater temperature, salinity, dissolved oxygen (DO), and colored dissolved organic matter (CDOM) were recorded on wire-following profiler moorings across the array. Wire-following profilers moved through the water column from 3 m above the seafloor to 15 m below the sea surface at three-hour intervals for a total of 8 profiles a day. Instruments turned on at their parked depth for 2 min before moving upward through the water column. Once at 15 m below the sea surface, the profiler parked and sampled for 2 min before powering off for 5 min. Instruments were then turned back on for 2 min before the profiler moved downward through the water column. At its parked depth, the instruments continued to sample for 2 min before shutting down. While moving along the mooring riser, an instrument sampling at 1-Hz results in depth profiles with a vertical resolution of 0.25 m.



Anomaly Detection and Analysis

Low-pressure atmospheric anomalies were defined as all measurements below 3 times the standard deviation (e.g., Sagoolmuang and Sinapiromsaran, 2017) of the mean barometric pressure of the ∼4-year time series and identified at the inshore site (Figure 2). During this period from May 2015 thru August 2019, a total of 28 anomalous events were detected using all available instrument-recovered data (data not shown). The subset of data analyzed for this study were the eight anomalous atmospheric events detected in 2018, which was the last calendar year of instrument-recorded data available. These anomalous events included a bomb extratropical cyclone (Sanders and Gyakum, 1980), an extratropical storm, and several nor’easters, blizzards, and intense winter storms (Figure 2).
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FIGURE 2. Hourly barometric pressure measurements (hPa) from the surface buoy at the inshore site for 2018. Orange data points below the dashed line indicate anomalous events (see text for definition).


The specific events selected for this study were chosen based on coinciding data stream availability. Only data that passed the internal OOI quality assurance was used. To further investigate the integrity of the data, we compared overlapping data from the three scheduled maintenance cruises in November 2017, April 2018, and November 2018 (deployments 9 thru 11). Data quality issues were identified starting at the end of July 2018 that affected the 3-wavelength fluorometer on the wire-following profiler at the central offshore site. These issues continued until the recovery and replacement of the instrument in early November 2018. The improved performance of the new sensors deployed during this maintenance cruise (deployment 11) led to greater confidence in the data being acceptable for robust scientific analysis. Hence, the anomalous events of November 2018 (herein referred to as Event 1 and Event 2) were chosen for this study.

For each event, we compared the impact on subsurface conditions using water-column data from wire-following profilers for before, during, and after the event. A mean water-column profile from the up- and downcast closest to local noon (1600 UTC) on the day of the peak of the anomalous event was used for each event. Profiles were also taken both 48 h before and after each peak (also at local noon) to investigate ocean response. Data from wire-following profiles were also used to create two-dimensional time series of water-column profiles using a linear interpolation of water-column data at a 1.5-m depth interval and a 3-h time interval grid.



Auxiliary Datasets

Two auxiliary datasets were used to compare and verify oceanic data from the OOI array. First, climatological temperature, salinity, and DO for the month of November were obtained from the World Ocean Atlas 2018 (WOA18; Garcia et al., 2019; Locarnini et al., 2019; Zweng et al., 2019). WOA18 is a gridded climatological ocean analysis of subsurface ocean variables at standard depths that contains data from 1955 to 2017. The gridded resolution for the temperature, salinity, and DO data retrieved from WOA18 for this study were 0.25°, 0.25°, and 1°, respectively. Temporal averaging for temperature and salinity occurs over 2005–2017 whereas temporal averaging for DO is over the entire WOA18 time range (1955–2017). Second, daily satellite SSTs were obtained from the Jet Propulsion Laboratory’s PODAAC Group for High Resolution SSTs (GHRSST) Level 4 MUR (JPL Mur MEaSUREs Project, 2015) to provide a broader spatial context to the variability observed across the Pioneer Array moorings. This product provides daily 1-km blended level 4 global SST analyses and was chosen for its high resolution and ability to resolve oceanic fronts and SST variability in cloudy environments (such as during storm events) through incorporation of microwave sensor data (Schowengerdt, 2007).



CASE STUDY RESULTS AND DISCUSSION

We detected two anomalous events of similar magnitude during November 2018 with barometric lows of 991.8 hPa and 991.0 hPa, respectively (Figures 2, 3A). Event 1 occurred on 16 November 2018 and corresponded with the movement of a winter storm over the northwest Atlantic. Event 2 occurred on 27 November 2018. Analyses conducted for Event 1 span from 14 Nov 2018 to 18 Nov 2018; analyses conducted for Event 2 span from 26 Nov 2018 to 30 Nov 2018. “Pre-event” for Event 1 and Event 2 is 14 Nov and 26 Nov, respectively. “Post-event” for Event 1 and Event 2 is 17 Nov and 28 Nov, respectively.
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FIGURE 3. Time series of (A) atmospheric barometric pressure (hPa), (B) wind speed (ms−1), (C) air temperature (°C), (D) fluxes of latent (solid line) and sensible (dashed line) heat (Wm−2), (E) sea surface temperature (SST, °C), and (F) surface current speed (ms−1) and direction from central surface mooring site. Vertical lines indicate the time 48 h before (red), during (gray), and 48 h after (blue) each event.



Event Comparisons: Air-Sea Interaction

At the central surface mooring site, wind speed peaked (14.9 m s–1) 12 h prior to the atmospheric pressure anomaly, indicating the onset of Event 1 (Figures 3A,B). Air temperature substantially decreased from 17.1°C (13 Nov 18Z) to 2.6°C (15 Nov 9Z) prior to Event 1. Increased winds and reduced air temperatures are associated with an increase in latent and sensible heat flux out of the ocean prior to Event 1 passage (peak values 369.1 W m–2 and 215.8 W m–2, respectively, on 15 Nov 0Z). The synchrony between these two fluctuations and the peak in wind speed indicated a loss of ocean heat to the atmosphere (Figures 3C,D), which is supported by a small drop in pre-event SST observed at the array at the time of peak heat flux (12.8°C on 14 Nov 15Z to 12.7°C on 15 Nov 0Z, Figure 3E). Satellite SST (Figure 4A) confirmed this cooling was widespread, constrained not only to the mooring array but across the shelf and Gulf of Maine. By the time of Event 1, both air temperature and SST had warmed to similar values of 13.4°C and 13.5°C, respectively, causing a reduction in latent and sensible heat fluxes at the central surface mooring site to approximately 128.4 W m–2 and 0.0 Wm–2, respectively. Satellite SST shows the presence of a warm mesoscale feature just south of the mooring site during and after Event 1, which possibly led to anomalously warm SST observed during that time. Warming of SST during Event 1 from pre-Event 1 temperatures could possibly be tied to pre-event northwesterly surface currents (Figure 3F) advecting these warmer waters across the shelfbreak (further examined in section “Spatial Variations in Event Impacts”).
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FIGURE 4. Satellite sea surface temperature (SST) differences (°C) for (A) Event 1 and (B) Event 2. Differences for Event 1 and Event 2 are defined as (1) SSTNov18-SST-Nov14 and (2) SSTNov30-SSTNov26, respectively, such that positive differences indicate post-event SST warming and negative differences indicate post-event SST cooling. Black dots indicate locations of Pioneer Array Moorings.


Event 2 had a slightly lower wind speed (12.2 m s–1) than Event 1, but a similar atmospheric pressure anomaly (991.0 hPa; Figures 3A,B). The substantial drop in atmospheric temperature observed prior to Event 1 was not observed prior to Event 2 (Figure 3C, 10.2). Air temperature during Event 2 was similar (13.2°C) to Event 1 but latent and sensible fluxes were slightly lower (239.8 W m–2 and 119.9 W m–2, respectively). Peak latent and sensible fluxes (285.6 W m–2 and 127.9 W m–2, respectively) occurred in the post-event stage (29 Nov 9Z) during a peak in wind speed (15.8 m s–1) at that time rather than in the pre-event stage like Event 1. SST cooled rapidly by 2.8°C from pre-event to post event (Figure 3E), even though wind speed, air temperature, and latent and sensible heat fluxes were not indicative of such air-sea exchange as in Event 1. Satellite SST revealed a tongue of cold inner-shelf waters extending from the Gulf of Maine toward the mooring array (Figure 4B). Southwesterly surface currents during Event 2 (Figure 3F) indicated that observed SST cooling was likely dominated by water mass advection rather than air-sea exchange.



Event Comparisons: Impacts on Water Column

A strong, persistent thermal inversion at 40–60 m (∼18°C) accompanied by saline (∼ 35.5) waters was evident at the central offshore site up to a week prior to Event 1 (Figures 5B,C, 6A,B, 7D). This inversion dissipated with the onset of Event 1 (11/15 12Z - 11/16 0Z) and was replaced by relatively cooler (∼13°C) and fresher (∼34°C) waters that were mixed down to 110 m (Figures 5B,C, 6A,B, 7D). Concurrently, DO increased and CDOM decreased down to depths of 110 m (Figures 5D,E, 6C,D). The strong thermal inversion re-established approximately 5 days prior to Event 2 (11/22, Figures 5B, 6F), extending from 40m to 80m. The properties of this inversion and the position along the seasonal pycnocline were consistent with salty intrusions typical of the continental shelf along the Mid Atlantic Bight (Lentz, 2003). The short decay time is expected given the rapid mixing of the water column, and future work could utilize the continuous measurements of the Pioneer Array to further explore the generation and decay mechanisms of these intrusions.
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FIGURE 5. (A) Barometric pressure from the inshore site for 10 November to 6 December 2018. Vertical lines indicate the time 48 h before (red), during (gray), and 48 h after (blue) each event. Water-column (B) temperature, (C) practical salinity, (D) dissolved oxygen, (E) color dissolved organic matter, and (F) chlorophyll a from the central offshore site for the same time period.
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FIGURE 6. Temperature, salinity, dissolved oxygen (DO), colored dissolved organic matter (CDOM), and chlorophyll a (Chl a) water-column profiles before (red), during (gray), and after (blue) Event 1 (A–E) and Event 2 (F–J) at the central offshore mooring site. WOA18 November climatological average profiles of temperature, salinity, and oxygen are indicated by the dashed lines.
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FIGURE 7. Temperature and salinity of the water column before (red), during (gray), and after (blue) Event 1 at the (A) inshore, (B) upstream inshore, (C) central inshore, (D) central offshore, (E) central, (F) offshore, and (G) upstream offshore sites. Contours indicate potential density (kg m–3).


A constant layer of temperature, salinity, DO, CDOM and chlorophyll a, extending from the surface down to approximately 60m, was observed at the onset of Event 2 (Figures 6F–J), indicating intense turbulent mixing during the event. Much colder (<12°C), fresher (<33), and oxygenated (>250 μmol kg–1) waters with an increased concentration of CDOM were observed in the upper 25 to 60 m starting 30 November 2018, two days after Event 2 (Figures 6F–I). Meteorological and ocean surface current observations from the central surface mooring, in addition to satellite measurements, indicate the cooling was associated with southward advection of cooler Gulf of Maine waters across the array (Figures 3, 4B) rather than a widespread cooling as in Event 1 (Figures 3, 4A).



Spatial Variations in Event Impacts

The impact of Event 1 on temperature and salinity varied spatially both across and along the shelf slope (Figure 7), while a uniform cooling response was observed across the array during Event 2 (data not shown). Observations from all seven profiler moorings indicated that conditions prior to Event 1 were highly variable across the shelfbreak. Variability along the shelf (90 m depth) at both the inshore (Figure 7A) and upstream inshore (Figure 7B) was low, with temperatures at both sites before, during, and after Event 1 ranging from 12.8–13.8°C. Minimal cooling (-0.3 and -0.6°C) was observed following Event 1 at both the inshore and upstream inshore sites.

The temperature inversion between 40 and 60 m observed at the central offshore site (148 m depth; Figures 6A, 7D) during Event 1 was also observed at the central site (130 m depth; Figure 7E) on the upstream (eastern) side of the array. Maximum temperatures between 40 and 60 m prior to Event 1 were 17.0 and 15.9°C at the central offshore and central sites, respectively, 2.3 and 3.2°C warmer than the corresponding inshore and upstream inshore sites. Maximum inversion temperatures were reduced by ∼3°C during Event 1, at which point the temperatures at the central offshore and central sites were <0.5°C warmer than the corresponding inshore and upstream inshore sites. Following Event 1, the central offshore site remained cool with a maximum temperature of 14.4°C between 40 and 60 m where the warm thermal inversion had been present (Figures 6A, 7D). At the central site, the temperature inversion was once again present, with a maximum water temperature of 16.3°C (Figure 7E). We observed additional post-Event 1 warming on the upstream side of the array at the upstream offshore site (452 m depth); maximum water temperatures between 40 and 60 m increased from 14.8°C prior to Event 1 to 16.0°C after Event 1 (Figure 7G). Similarly, warm water remained present at the offshore site (450 m depth) where temperatures in the same depth range varied from 15.4 to 16.1°C during the same period (Figure 7F).

During and after Event 1, satellite-derived SST indicated an intrusion of warm surface water extending to 40° N (Figure 4A; Supplementary Figure S1). The SST and temperature/salinity properties within the warm inversion layer at the central and central offshore mooring sites, in addition to observed pre-event northwesterly surface current (Figure 3F), suggest mixing with slope/gulf stream water (e.g., Harden et al., 2020; Figures 6A,B). The temperature and salinity within the upper 80 m observed prior to and during Event 1 compare well with the slope eddy structure described in Gawarkiewicz et al. (2001). Both the offshore and upstream offshore sites remained influenced by slope water throughout the passing of Event 1 (Figures 7F,G). This water mass appeared to continue mixing onto the shelf slope at the central site following Event 1’s passing, as exhibited by the warm post-storm temperatures observed at the central site reminiscent of the conditions prior to Event 1 (Figure 7E). This reemergence of the slope water mass following Event 1 was not observed to the west at the central offshore site (Figure 7D), perhaps either as a result of storm-driven mixing on the shelf slope or a movement of the slope front.



Summary and Implications of Event Variability

Latent and sensible heat fluxes prior to Event 1, and satellite SSTs indicated the presence of warm surface water over the central and offshore mooring sites (Supplementary Figure S1). Observations from the array indicated that during Event 1, latent and sensible heat fluxes to the atmosphere led to the widespread sea surface cooling, observed not only over the mooring array but also across the shelf and Gulf of Maine (Figure 4A; Supplementary Figure S1). The impact of event-driven mixing in the surface layer is also apparent in the deepening of the oxycline (Figure 6C). However, the magnitude of the cooling across the array was variable, and subsurface observations suggested the intrusion of a slope/Gulf Stream water mass throughout the passing of Event 1 which likely resulted in different water column temperature responses (Figure 7).

During and after Event 2, latent and sensible fluxes did not appear to account for cooling sea surface temperatures (Figure 3E). Instead, most surface cooling appeared to be associated with the advection of colder water into the shelf-slope region (Figure 1, 3F, 4B). Profiler observations revealed that the advected waters were colder, fresher, more oxygenated, and contained more CDOM than waters prior to Event 2 (Figures 6F–I). These patterns are indicative of coastal water from the Gulf of Maine being transported offshore via the coastal current (Mountain, 1977; Figure 1). As Event 2 passed, and SST cooled, chlorophyll a increased and the system appeared to return to pre-event conditions.

Overall, the investigation of these two events demonstrates our capability to address the importance of a multitude of interdisciplinary oceanographic processes including cross-shelf/along-shelf dynamics, biochemical interactions, and air-sea interactions before, during, and after pressure anomalies. The case study presented validate the conceptual design for the Pioneer Array (Trowbridge et al., 2019; Gawarkiewicz and Plueddemann, 2020) by leveraging multiple collocated continuous time series over a large spatial area. We demonstrated the potential for predictive analysis with an anomaly detection algorithm. Then, based on the identification of those events, we interrogated a wide range of data products available from the OOI to resolve the variability in and drivers of ocean response. The long-standing time series also allows for hypothesis-driven research such as climatology of the shelfbreak region, seasonal variability regarding Gulf Stream meanders and warm-core rings (Chen et al., 2014; Zhang and Gawarkiewicz, 2015), the influence of extreme events on shelf biogeochemical response (as demonstrated within the present case study), or the influence of a warming climate on shelf exchange. Historically, the number of datasets with repeat annual observations necessary to explore these potential shifts in climatology are limited in either number of variables (Forsyth et al., 2015) or temporal/seasonal coverage (Harden et al., 2020). The combination of high-resolution observations and temporal coverage of the OOI array should allow a much more detailed analysis of specific oceanographic processes contributing to the trends in warming and future shifts in these exchange processes (Harden et al., 2020).

As demonstrated, this framework is especially valuable because it uses data that can be collected even when ship-based science cannot be conducted (global pandemics, harsh weather, storms, or minor events that may otherwise go unnoticed). The availability of telemetered observatory data means that ocean response can also be monitored in near real-time in support of forecasting, co-occurring ship-based efforts, or to mobilize additional resources in response to interesting phenomena. These continuous observing systems provide real-world, broad applications to benefit society, including early tsunami warnings, weather and flooding events, El Niño periods, hypoxic events, and harmful algal blooms. Moreover, ocean observatories provide unprecedented access to the ocean, regardless of proximity. Development of a remote team science framework establishes a pipeline for virtual mentorship and education tools that use observatory data to communicate oceanographic concepts while building data skills and understanding of integrated applications (Greengrove et al., 2020).

Through engagement of communities outside of oceanography and the geosciences, it is possible to further expand the research potential and constructive applications of observatory data. As an example, we chose to use simple metrics for event detection to demonstrate the potential of more developed and complex algorithms for identifying patterns of interest. Data mining is an essential method for identifying signals in large and sometimes noisy datasets (Liu et al., 2017). The goal of our case study was to identify acute atmospheric pressure events which made it possible to focus on a single variable. Accordingly, we chose the commonly utilized 3-sigma rule as our algorithm for anomaly detection due to its simplicity and demonstrate that it could be used by non-atmospheric scientists without a detailed understanding of the region-specific atmospheric processes. Future work could include more extensive collaboration with the data science community to develop a more complex multivariate approach synthesizing many data streams (Wu and Zhang, 2003), identifying patterns from noisy data (Leung et al., 2014), and/or reducing long time series to key and compact features (Lee and Staneva, 2020).



DISCUSSION

Using this case study focused on Gulf Stream dynamics, we showed the utility of multidisciplinary collaboration of ECS using open-source data from a range of locations and sensor networks. Further, this work was performed across institutional and geographic boundaries, within a resource-limited environment and much of it during a global pandemic. In addition to insights into physical and biogeochemical processes across time and spatial scales, we demonstrated how ECS can overcome challenges in accessing and analyzing OOI data through close collaboration and interdisciplinary skill sharing.

Data synthesis is necessary to address ocean science questions, but interpretation of interdisciplinary data requires a variety of expertise. For instance, knowledge of the geographic region or system, instruments and sensor capabilities, data access, analysis, and visualization can all be compiled within a diverse research team. Within this project, our team consisted of ECS whose areas of expertise include physical, chemical, and biological oceanography, data science, marine geophysics, and coastal geology (Table 2). The inclusion of varied mastery enables a more comprehensive understanding of a system. This integrated outcome has been shown across research fields (Hall et al., 2018).


TABLE 2. Author skill, knowledge, and toolset contributions needed to conduct remote collaborative research.

[image: Table 2]Open data has the potential to promote such integrative and collaborative interdisciplinary research, particularly among ECS (e.g., Carpenter et al., 2009). Although ocean science has been historically considered collaborative, ECS are particularly well-suited to move forward using team science. Formal team science (Bennett and Gadlin, 2012) allows for collaborative groups to form that span a wide range of skills and expertise. By engaging diverse scientists with differing skill sets from design to interpretation, we engendered a holistic approach to this study, which allowed scientists without an extensive background specifically in atmospheric or ocean science to explore air-sea interactions. This model also facilitated lateral mentorship and skill sharing, learning from the expertise of team members, regardless of professional standing. Through these research activities and mentorship, ECS gain skills that extend beyond the expertise of their own communities and the ability to produce more competitive proposals and future publications, potentially influencing the trajectory of their research agenda.

Despite the value of interdisciplinary collaborations, the benefits of participating in collaborative research are typically diminished for ECS. Traditional evaluation and reward systems built around specialization, funding limitations, and the importance placed on first authorship often disincentivize larger collaborative efforts, despite the potential scientific gains (Goring et al., 2014). As was true of the production of this work, ECS are typically not financially supported for research outside of their institute- or grant-directed programs. Thus, the work and time to establish these community-driven collaborations is largely uncompensated, and still requires outside support for expenses such as workshops and publication fees.

The remote nature of multidisciplinary and often cross-institutional collaborations also requires a set of tools for shared project management and execution. In addition to the scientific knowledge and data-specific skill set, we found skill sets such as communication, writing, and project management were imperative to maintaining progress, particularly as research was being done outside of typical institutional support (Table 2). Acknowledging these common constraints among ECS and developing guidelines for collaborations (e.g., OOI-ECS Code of Conduct4) alleviates many of these challenges by ensuring accountability and equity among collaborators. Additionally, the establishment of a community of practice, unified by a research agenda and shared toolkit (Wenger-Trayner and Wenger-Trayner, 2015), provides a platform for both research and networking that can be conducive to developing important team science skills among ECS. Our collaboration was facilitated by digital communication platforms (e.g., Slack, Zoom; Table 2), which allowed a range of interactions (e.g., file sharing/presentation, messaging, small/large meetings). For scientific analysis, a key component of our ability to collaborate remotely and across platforms and coding languages was the use of open-source data and development tools (e.g., Google Drive, GitHub5), which demonstrates the potential to implement similar techniques on publicly available computational platforms (e.g., OOICloud6, Google COLAB7, and National Research Cloud8). Although open access to data is not new, open access to cloud-based computational resources and technical support from a robust and accessible data science community is lowering the barriers to working with ocean observatories data. These resources also ensure reproducibility and allow researchers to directly engage with datasets and analyses utilized by others in the community. That so much could be accomplished during the COVID-19 pandemic, and with limited traditional resources, illustrates the usefulness of observatory data for those with restricted access to historical oceanographic tools and platforms. This work demonstrates that future research exploring important oceanographic questions can be conducted from anywhere in the world with community-driven resources and tools to support further discovery.

By engaging larger and more diverse communities, we incorporate many perspectives and increase the potential to accelerate data-driven analyses and discoveries from ocean observatory data. The goals and strategies of such a collaboration, in close alignment with the OceanObs’19 Outcomes and Living Action Plan9, relies on scientific engagement beyond oceanography. Incorporation of data mining expertise and techniques from the data science community would allow expansion of our framework to identify long-term trends in baseline data and provide a better understanding of anthropogenic impacts, such as ocean warming and acidification. The inclusion of biological data, such as species distributions, would further expand the application of observatory data to ocean management decisions (Cocquempot et al., 2019). Beyond marine science and technology, inclusion of law and policy researchers could lead to more effective integration of scientific findings into management, industry, and government actions. Ultimately, scientific endeavors are funded and undertaken in order to provide meaningful benefits to society – incorporating social science, indigenous, and community stakeholder perspectives in future endeavors would enable science that is truly translational, and both considers and highlights the human dimension.



CONCLUSION


1.Interdisciplinary research is most feasible when done as collaborative work among scientists with diverse specialties.

2.Collaborative research among ECS provides an opportunity to share and develop new skill sets while producing effective science that benefits from the inclusion of varied perspectives and skill sets. This range of insight increases the potential for scientific discovery and the application of findings.

3.Openly available ocean data provided by observatory systems improves the equity of access to scientific data for both research and education.

4.Open-access tools and software for data access, analysis, and peer-to-peer communication help facilitate collaborative research.

5.Institutional support and expanding the knowledge pool for such collaborative projects is needed to address global issues and maximize the potential of observatory systems.
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