

[image: image1]
Local Sea-Level Rise Caused by Climate Change in the Northwest Pacific Marginal Seas Using Dynamical Downscaling
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Global climate models (GCMs) have limited capacity in simulating spatially non-uniform sea-level rise owing to their coarse resolutions and absence of tides in the marginal seas. Here, regional ocean climate models (RCMs) that consider tides were used to address these limitations in the Northwest Pacific marginal seas through dynamical downscaling. Four GCMs that drive the RCMs were selected based on a performance evaluation along the RCM boundaries, and the latter were validated by comparing historical results with observations. High-resolution (1/20°) RCMs were used to project non-uniform changes in the sea-level under intermediate (RCP 4.5) and high-end emissions (RCP 8.5) scenarios from 2006 to 2100. The predicted local sea-level rise was higher in the East/Japan Sea (EJS), where the currents and eddy motions were active. The tidal amplitude changes in response to sea-level rise were significant in the shallow areas of the Yellow Sea (YS). Dynamically downscaled simulations enabled the determination of practical sea-level rise (PSLR), including changes in tidal amplitude and natural variability. Under RCP 8.5 scenario, the maximum PSLR was ∼85 cm in the YS and East China Sea (ECS), and ∼78 cm in the EJS. The contribution of natural sea-level variability changes in the EJS was greater than that in the YS and ECS, whereas changes in the tidal contribution were higher in the YS and ECS. Accordingly, high-resolution RCMs provided spatially different PSLR estimates, indicating the importance of improving model resolution for local sea-level projections in marginal seas.
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INTRODUCTION

Global mean sea-level has risen over past decades (WCRP Global Sea Level Budget Group, 2018), with a significant acceleration in sea-level rise [SLR; (Chen et al., 2017; Dangendorf et al., 2019)]. Satellite altimetry has revealed a ∼3.0 ± 0.4 mm⋅year–1 increase in global mean sea-level from 1993 to 2017 (Nerem et al., 2018). Accordingly, projected SLR and its effects on coastal zones have garnered the attention of the scientific community and public (Cazenave and Le Cozannet, 2014).

Sea-level rise, however, is not globally uniform, and local sea-level changes (SLCs) can substantially deviate from global averages due to different processes (Stammer et al., 2013). For example, dynamic SLCs driven by water density and currents are one primary cause of non-uniform SLR (Gregory et al., 2019). Changing ocean currents can result in the redistribution of mass, heat, and salt, resulting in substantial sea-level variability (Stammer et al., 2013). In particular, ocean temperatures are crucial for calculating thermosteric SLCs and dynamic sea-level distribution (Griffies et al., 2016).

Projections of SLCs by global climate models (GCMs) are available from the Coupled Model Intercomparison Project Phase 5 (CMIP5) database (Taylor et al., 2012). However, their coarse grid resolutions (∼100 km × 100 km) may not accurately predict eddy-scale variability in coastal regions (Jones et al., 1995; Grose et al., 2020). Furthermore, GCMs lack relevant local shelf processes controlling SLCs due to tides and buoyancy input from rivers. The water exchange between marginal seas and the open ocean is likely an essential factor for simulating accurate regional SLCs (Hermans et al., 2020); yet, the coarse resolution of GCMs confines this relationship to transport through straits (Seo et al., 2014a).

The Northwest Pacific (NWP) marginal seas have a complex topography and narrow straits (Figure 1). Accordingly, most coarse-resolution GCMs are incapable of resolving such complicated topographies, nor can they reproduce the currents of the NWP marginal seas. Previously, regional models with dynamical downscaling have been used to project local climate change in the NWP (Seo et al., 2014b; Liu et al., 2016; Sasaki et al., 2017; Jin et al., 2021; Nishikawa et al., 2021). For example, Seo et al. (2014b) assessed the predicted changes in ocean temperature, salinity, and circulation in the NWP marginal seas, whereas Liu et al. (2016) projected regional SLCs using dynamical downscaling with a regional model based on three GCMs. Sasaki et al. (2017) examined sea-level variability around Japan from 1906 to 2010 using a regional model with observational data and CMIP5 historical simulations. However, the local SLCs of the NWP marginal seas were beyond the scope of these previous studies. More recently, Jin et al. (2021) studied the SLC around China, but this study did not consider tidal influence.
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FIGURE 1. (A) Bottom topography (unit: m) of the NWP in the RCM. (B) Main currents present in the study area: Tsushima Current (TC) and the East Korean Warm Current (EKWC).


The ability of sea-level rise to alter tidal regimes has been well documented (Pickering et al., 2012; Pelling and Green, 2014; Passeri et al., 2015; Idier et al., 2017), potentially intensifying extreme sea levels (Smith et al., 2010; Warner and Tissot, 2012; Arns et al., 2015). The effect of SLR on tidal amplitudes has also been investigated for the NWP marginal seas (Gao et al., 2008; Yan et al., 2010; Pelling et al., 2013; Zhang and Ge, 2013; Kuang et al., 2017), with larger changes observed in shallow coastal regions rather than deeper regions.

We defined practical sea-level rise (PSLR) here as the sum of relative sea-level rise, the change in tidal amplitude and the change in natural variability, as the evaluation of this parameter may help identify localities with more severe SLCs. More detailed future SLC projections can also help with local risk assessments, mitigation, and adaptation planning. In this study, local SLR was simulated according to increasing spatiotemporal resolutions of the downscaled regional model, and with the inclusion of tidal influences for the NWP marginal seas. Downscaled SLCs were projected using regional ocean climate models (RCMs) driven by four different GCMs. The data and model configuration used are introduced in Section 2, comparisons between GCMs and RCMs using historical data are presented in Section 3, the projections of SLCs by GCMs and RCMs under two climate change scenarios are discussed in Section 4, and conclusions are provided in Section 5.



DATA AND METHODS


Global Climate Models

Global climate models driven by observed greenhouse gas concentrations until 2005, and subsequently by intermediate (RCP 4.5) or high-end emissions (RCP 8.5) scenarios from 2006 to 2100, were selected for analysis (Church et al., 2013). All GCM simulations were acquired from the CMIP5 database (Taylor et al., 2012), and 13 of the 48 models available provided all oceanic and atmospheric variables required for deriving boundary values of the RCM.

Following performance evaluations of sea-level and sea surface temperature (SST) predictions based on observations from the NWP, four CMIP5 GCMs were selected for regional downscaling. The spatial mean sea surface heights (SSHs) along the lateral boundaries of the RCM from 1976 to 2005 were compared with reconstructed sea-level data created using cyclostationary empirical orthogonal functions derived from satellite altimetry and sea-level measurements from tidal gauges (Hamlington et al., 2011). Spatial mean SST along the lateral boundary grid was compared with a combination of the climatological mean from the World Ocean Atlas 2009 (WOA09) (Levitus et al., 2010) and anomaly data (Levitus et al., 2012). The corrected SSH (zos_c) was calculated for direct comparison with the reconstructed sea-level data according to Equation (1):
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where the SSH above the geoid (zos) is the dynamic sea-level reflecting fluctuations from the geoid (Griffies et al., 2014). The global mean SSH (zos_m) was removed from zos to exclude spurious model drift in each GCM. Global mean SLCs due to thermosteric effects (zostoga), and the correlated change in ocean mass (i.e., mass effect; bary_sle) were then added. Different values for the thermosteric sea-level were used depending on the GCM, and the mass effect on sea-level was calculated as the sum of the contributions from glaciers, ice sheets, and land water storage (Church et al., 2013). For all GCMs, annual mass effects were linearly interpolated to monthly. GCM model performance was evaluated in two ways: The performance index (PI) to evaluate GCMs can be defined according to Equations (2, 3):
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where X is the root mean square error (RMSE) of the annual variables, and E is the absolute difference in trends between GCMs and observations. The overall RMSE and trends of SSH between GCMs and the observations were evaluated from the spatial mean along the lateral boundary (PISSH). The RMSE and trends of SSH and SST were also evaluated simultaneously (PISSH&SST). The numbers of selected grids for calculating spatial mean along the lateral boundary were approximately 200 and 800 for the observations and GCMs, respectively.

Performance evaluation results are shown in Table 1. To select the most reasonable number of GCMs for dynamical downscaling, the PIs for each multi-model ensemble (EPI) were ranked by increasing ensemble size. Both EPISSH and EPISSH&SST were best with two ensemble members, as these values increased when ensemble size ≥ 3. Four GCMs were selected for our experiment. The top 2 models, IPSL-CM5A-LR and IPSL-CM5A-MR, were selected based on minimum EPISSH. NorESM1-M and MPI-ESM-LR which showed minimum EPISSH&SST, were also selected. IPSL-CM5A-LR and IPSL-CM5A-MR have a coarser horizontal grid resolution (∼2.0°; Dufresne et al., 2013), whereas NorESM1-M and MPI-ESM-LR have resolutions of ∼1.1° and 1.5°, respectively. Figure 2 shows topography of selected GCMs in the NWP.


TABLE 1. GCMs results based on PISSH and PISSH&SST (see Equations 2, 3, respectively).
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FIGURE 2. Bottom topography (unit: m) of: (A) IPSL-CM5A-LR (GCM-IPSL-L), (B) IPSL-CM5A-MR (GCM-IPSL-M), (C) NorESM1-M (GCM-Nor), and (D) MPI-ESM-LR (GCM-MPI) with gray land mask.




Regional Ocean Climate Models

The Regional Ocean Modeling System (ROMS) was employed to downscale and project long-term SLCs in the NWP marginal seas (Shchepetkin and McWilliams, 2005). The ROMS has a free-surface and uses a Boussinesq approximation. This model uses the hydrostatic primitive equation, and is discretized based on the Arakawa-C staggered grid in the horizontal direction. The RCM domain (15°–52° N, 115°–164° E) covered the NWP and its marginal seas (Figure 1A), with a horizontal grid size of 1/20°. In the vertical direction, 40 layers were applied according to the scheme of Song and Haidvogel (1994), and resolution varied according to topography, increasing in shallower marginal seas. The employed scheme minimized the pressure gradient error at the slope. The RCM was initialized with temperature and salinity data from the World Ocean Atlas 1998 (WOA98) (Antonov et al., 1998; Boyer et al., 1998), and included a spin-up period of 10 years, beginning with the initial conditions in 1976. Subsequently, the RCMs were continuously simulated from 1976 to 2100.

Daily mean atmospheric surface variables of GCMs, such as mean sea-level pressure, 10-m wind, 2-m air temperature, specific humidity, and shortwave radiation were used for surface forcing. A bulk formula was employed to calculate surface heat flux (Fairall et al., 2003), and monthly GCM temperature, salinity, sea-level, and velocities were applied to the ocean lateral boundary in the RCMs. Chapman conditions were adopted for the sea-level (Chapman, 1985), Flather radiation conditions for barotropic velocities (Flather, 1976), and clamped (Dirichlet) conditions for baroclinic velocities, ocean temperature, and salinity. Chapman and Flather conditions allow surface gravity waves generated within the model domain to propagate out through the open boundary with minimal impedance or reflection, while simultaneously imposing tidal sea-levels and currents from the GCMs to the RCMs (Solano et al., 2020). Clamped conditions were applied for all other variables to directly reflect the oceanic forcing of GCMs. All monthly variables were linearly interpolated at every model time step, and applied to the lateral boundaries. RCM sea-levels increased over time to mimic the SLR at the lateral boundary by incorporating the corrected SSH (zos_c).

Tides were included at the oceanic lateral boundary using 10 tidal components (M2, S2, N2, K2, K1, O1, P1, Q1, Mf, Mm) provided by the TPXO7 ocean tide model (Egbert and Erofeeva, 2002). Tidal amplitudes and phases at the boundary were assumed to be constant for historical simulations and future projections, as changes in the tides caused by SLR are comparatively small along the boundary of the RCM in the open ocean (Pickering et al., 2017). Monthly freshwater discharge data from the Yangtze was used for historical simulations. The mean discharge across the historical period for each river was used for future projections. We used the climate monthly mean data from the Global River Discharge Database (Vörösmarty et al., 1996) for eleven other rivers around the Yellow Sea (YS) and Bohai Sea for both historical simulation and future projection. Topography data were obtained from the Earth Topography 1 arc minute (ETOPO1) dataset and interpolated into the RCM grid points (Amante and Eakins, 2009).

For clarity, the simulations of IPSL-CM5A-LR, IPSL-CM5A-MR, NorESM1-M, and MPI-ESM-LR are hereafter referred to as GCM-IPSL-L, GCM-IPSL-M, GCM-Nor, and GCM-MPI, respectively; whereas the respective downscaled simulations from the RCM are referred to as RCM-IPSL-L, RCM-IPSL-M, RCM-Nor, and RCM-MPI.




HISTORICAL SIMULATIONS


Surface Temperature

Sea surface temperature is a fundamental indicator of climate change and has a significant correlation with thermal expansion and steric SLC (Casey and Adamec, 2002). Accordingly, SST has increased in the NWP as well (Levitus et al., 2000). GCM and RCM SSTs were compared with averaged satellite observations averaged from 1982 to 2005 (Figure 3). The optimum interpolation sea surface temperature (OISST), which uses satellite SST data from the Advanced Very High-Resolution Radiometer (Reynolds et al., 2007), was employed to compare with model simulations. Figure 3A shows the satellite-based SST observations for the NWP marginal seas. The Kuroshio supplies warm water (>20°C) to the East China Sea (ECS). The Tsushima Current (TC), through the Korea Strait, separates into the nearshore branch along the Japanese coast and the East Korean Warm Current (EKWC) along the Korean coast. Surface temperatures > 15°C in the East/Japan Sea (EJS) were defined as the path of the TC and EKWC. The warm EKWC flows northward as a western boundary current along the Korean coast and separates from the coast at 37 ∼ 38° N. Surface temperatures in the EJS where the TC and EKWC supply heat is notably higher than the YS at the same latitude.
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FIGURE 3. Mean SSTs (units: °C) in the NWP marginal seas: (A) SST from OISST satellite observations, (B–E) GCMs, and (F–I) RCMs, 1982–2005.


Latitudes of the 15 °C isotherms showed a large difference among the GCMs, but were more similar among the RCMs. The SSTs of GCM-IPSL-L and GCM-IPSL-M were underestimated in the TC and EKWC paths. The absence of the EKWC decreases the SST. The latitudes of the 10 °C isotherm in the EJS showed a large difference between both the GCMs and RCMs. The GCMs expressed spatial SST patterns correlating to different surface atmospheric forcing, whereas the 10°C isotherm latitudes in the RCMs were similar despite employing the different surface atmospheric forcing variables. The RMSE was improved in RCM-Nor and RCM-MPI because of a considerable improvement in the warm bias of the northern EJS. The average RMSE of the RCM in the EJS was 0.26°C lower than that of the GCM (Table 2). Further, only RCM-IPSL-L and RCM-Nor showed improvements in modeling the YS and ECS (YS-ECS), where spatial SST differences were relatively small (Table 2).


TABLE 2. The root mean square error (RMSE; units: °C) between the satellite-derived SST and modeled SST in the shallow (YS-ECS) and deep seas (EJS).
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Surface Current

Dynamic sea-levels are closely related to oceanic currents (Couldrey et al., 2021); thus, the surface currents of GCMs and RCMs were compared with satellite-derived surface geostrophic currents averaged across 1993–2005 (Figure 4). The geostrophic currents calculated using altimeter data from the Copernicus Marine Environment Monitoring Service (CMEMS) were used for comparison. Figure 4A shows the satellite-derived currents in the NWP marginal seas, and pattern correlation coefficients (PCCs) were calculated for the geostrophic velocities in the YS and ECS (Supplementary Table 1). GCM-Nor (Figure 4D) most closely resembled the observed coastal currents, while GCM-IPSL-L (Figure 4B) and GCM-IPSL-M (Figure 4C) performed worse. All RCMs yielded improved PCCs, especially in RCM-IPSL-L and RCM-IPSL-M, where the mean value across all RCMs (0.49) was 0.30 greater than that of GCMs (0.19).
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FIGURE 4. Mean surface currents in the NWP marginal seas: (A) Satellite-derived geostrophic current from CMEMS, and mean surface currents of panels (B–E) GCMs and (F–I) RCMs, 1993–2005.


GCM-IPSL-L and GCM-IPSL-M, which have the coarser resolutions, did not effectively resolve the TC and EKWC (Hogan and Hurlburt, 2000) in the EJS, whereas the RCMs were able to simulate the paths of these currents distinctly. The PCCs in the EJS supported a distinct difference between the GCMs and RCMs (Supplementary Table 2). GCM-IPSL-L and GCM-IPSL-M showed negative PCCs of northward velocities, as they were unable to simulate the currents’ detailed structure (including the EKWC in the EJS). Conversely, the PCCs of RCM-IPSL-L and RCM-IPSL-M increased by 0.26 and 0.31, respectively. Specifically, the RCMs simulated the northeastward TC along the Japanese coast and the northward EKWC along the Korean coast (Figures 4F–I). However, the separation latitudes of the EKWC varied among the RCMs. RCM-Nor shows the northernmost separation latitude among the RCMs because of the overshooting EKWC (Figure 4H).



Sea Surface Height

The SSHs from each model simulation were compared with satellite-derived observations provided by the CMEMS (Figure 5). The observational SSH products computed using sea-level anomaly and mean dynamic topography data were averaged for 1993–2005, and the modeled SSH values were similarly averaged across the same period. Sea-level observations were higher in the southeastern area where the Kuroshio passes and lower in the YS (Figure 5A). All RCMs had high PCCs (0.97) with the CMEMS for horizontal sea-level distributions in the YS-ECS (Supplementary Table 3), whereas the mean PCC of the GCMs (0.88) was lower. The PCC of GCM-MPI was the lowest due to the high sea-level in the YS (Figure 5E). The oversimplified topography of the GCM-MPI (Figure 2D), which fails to resolve the Taiwan Strait and allocates a single cell to the Korea Strait, may be causing a weak circulation and high sea-level in the YS-ECS, as these estimates were improved with the more accurate topographic conditions of the RCMs.


[image: image]

FIGURE 5. Horizontal distribution of the mean sea-level (unit: m) in the NWP marginal seas: (A) Mean sea-level calculated from CMEMS absolute dynamic topography, and those of the (B–E) GCMs and (F–I) RCMs, 1993–2005.


Satellite-derived SSHs in the EJS were higher in the southern warm waters along the paths of the TC and EKWC, and lower in the northern cold-waters (Figure 5A). GCM-IPSL-L and GCM-IPSL-M showed similar SSH distributions, and could not resolve the higher SSHs in the EKWC path (Figures 5B,C), resulting in relatively low PCCs of 0.76 and 0.85 in the EJS, respectively (Supplementary Table 3). Conversely, all RCMs captured the high SSHs in the path of the EKWC (Figures 5F–I), yielding slightly improved PCCs over GCMs. RCM-Nor maintained the best performance in the EJS (0.93), whereas RCM-IPSL-M and RCM-MPI PCCs (0.82 and 0.80) were slightly lower than GCM-IPSL-M and GCM-MPI (0.85 and 0.92). The low PCCs of two RCMs occur in the northern EJS.

Comparisons of sea-level variability between the model and the observation highlighted the differences between the GCMs and RCMs (Figure 6). Interannual sea-level variability was defined here as the standard deviation after annual signals and linear trends from 1993 to 2005 had been removed. Satellite-derived SSHs showed large variations (>5 cm) in the warm water region of the EJS likely due to the strong currents and active eddy motions, whereas weak variations (<2 cm) were observed in the northern cold-water region. The calculated variabilities in the YS-ECS were between 1 and 5 cm. Further, only the RCMs were able to resolve the spatial differences in the variability of the EJS. The satellite-based sea-level variation in the EKWC (near 38° N, 131° E) was 5.47 cm, notably more similar to those recorded in the RCMs (5.78 cm) compared to the GCMs (2.00 cm).
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FIGURE 6. Horizontal distribution of the standard deviations (unit: cm) for mean annual sea-level anomalies after removing linear trends, from: (A) CMEMS, (B–E) GCMs, and (F–I) RCMs, 1993–2005.


To validate the tidal simulations, the sums of the modeled amplitudes for four major tidal components (M2, S2, O1, and K1) were compared between the RCMs and the observations at 14 selected points along the YS (Choi, 1980), in addition to 5 tidal stations operated by the Korea Hydrographic and Oceanographic Administration (KHOA) in the EJS. The observed sum of the tidal amplitudes was large (>3 m) along the Korean coast in the YS, but only < 0.5 m in the EJS (Figure 7A). The spatial distribution of the simulated tidal amplitudes in 2005 was comparable to the observations, yielding correlation coefficients of 0.97 for all RCMs (Figure 7B), with an average absolute error of 0.15 m.
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FIGURE 7. (A) Sum of the amplitudes (unit: cm) for four major tidal constituents (M2,S2,K1,andO1) at the observation station from Choi (1980). Point colors represent the tidal amplitude at the station. (B) Comparison of observed and 2005 RCM tidal amplitudes.





PROJECTIONS FOR THE 21ST CENTURY


Projection of Sea-Level Changes

Timeseries of the mean annual data showed the projected SLR according to the warming signal under future climate scenarios for both the GCMs and RCMs (Figure 8). The data represent the spatial means of the NWP marginal seas (Figure 1B). In addition to the gradual increase due to the warming signal, annual mean sea-level also showed the interannual variation due to the internal natural variability and external variation from the lateral boundary sea-level. The mean correlation coefficient values between the sea-levels of GCMs and RCMs in the NWP were both 0.99 under RCP 4.5 and 8.5 scenarios, respectively. The direct response of RCMs to the sea-level change of GCMs forced at the lateral boundary might result in this high correlation. The ensemble mean SLR estimates of the RCMs from 2081–2100 relative to that in 1976–2005 for RCP 4.5 and 8.5 scenarios in the NWP marginal seas were 46 and 65 cm, respectively. The ensemble spreads of annual sea-levels among the GCMs were 4.3 and 4.5 cm under RCP 4.5 and RCP 8.5 scenarios, respectively, whereas those of the RCMs were 2.6 under both scenarios.
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FIGURE 8. Timeseries of sea-level changes (unit: cm) from 2006 to 2100, for two representative concentration pathway (RCP) scenarios: (A) GCMs—RCP 4.5, (B) GCMs—RCP 8.5, (C) RCMs—RCP 4.5, and (D) RCMs—RCP 8.5.


Figure 9 shows the projected mean SLR between 1986–2005 and 2081–2100. The coarse resolution GCMs could not simulate SLR near the coastal area, and the mean SLR for the highest (GCM-Nor) and lowest models (RCM-IPSL-M) were 53.3 cm and 41.4 cm, respectively (Table 3). The RCMs showed relatively high SLR in the paths of the EKWC (near 38°N, 131°E) and TC (near 42°N, 138°E) where non-seasonal variations of the SSH are predominant (Choi et al., 2004). The maximum spatial differences in the SLR of the EJS were 5.5, 4.4, 2.0, and 9.6 cm for GCM-IPSL-L, GCM-IPSL-M, GCM-Nor, and GCM-MPI, respectively, whereas those for RCM-IPSL-LR, RCM-IPSL-MR, RCM-Nor, and RCM-MPI were 29.1, 17.8, 39.6, and 31.4 cm, respectively. Further, these spatial differences in SLR were three times higher than the maximum natural variability observed throughout the historical period (Figure 6). High SLR in the EJS is related to sea-level variations caused by the north-south migration of the polar front, meandering of the EKWC and TC, and active motions of the semi-permanent Ulleung Warm Eddy (Choi et al., 2004; Hogan and Hurlburt, 2006), none of which could be resolved in the coarse resolution GCMs.
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FIGURE 9. Sea-level rise (unit: cm) between 1986–2005 and 2081–2100 in the NWP marginal seas under RCP 4.5 scenario according to panels (A–D) GCMs, and (F–I) RCMs. (E) and (J) represent the ensemble means of the GCMs and RCMs, respectively. Differences between the two modeling methods (RCM-GCM) are shown in panels (K–O).



TABLE 3. Sea-level rise (SLR; unit: cm) of GCMs and RCMs between 1986–2005 and 2081–2100 (Figures 9, 10) in the shallow (YS-ECS) and deep seas (EJS), under RCP 4.5 and RCP 8.5 scenarios.

[image: Table 3]
We calculated the local steric SLC (Supplementary Figure 1) following Griffies et al. (2016), and subsequently the manometric SLCs (Supplementary Figure 2) by subtracting steric SLC from SLR. The steric SLCs were high in the deep regions, and lower in the shallow locations. However, the inverse patterns were observed for manometric SLC. These dependences of the local steric and manometric SLC patterns on water depth are consistent with those reported in the Northwestern European shelf seas (Hermans et al., 2020). The mean steric SLC differences between GCMs and RCMs were 4.19 and 15.00 cm in the YS-ECS and EJS, respectively.

The projected SLRs under RCP 8.5 were predictably higher than those under RCP 4.5 (Figure 10), reaching its maximum in GCM-Nor (71.6 cm), and minimum in GCM-IPSL-L (63.3 cm) for the YS-ECS (Table 3). Higher levels of SLR appeared along the EKWC and TC paths as in RCP 4.5 scenario models. The spatial differences in SLR for the EJS ranged from 5.9 to 13.9 cm (GCM-Nor–GCM-MPI). The differences between RCMs were larger than that of GCMs (39.3, 24.1, 34.4, and 38.4 cm for RCM-IPSL-LR, RCM-IPSL-MR, RCM-Nor, and RCM-MPI, respectively).
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FIGURE 10. Sea-level rise (unit: cm) between 1986–2005 and 2081–2100 in the NWP marginal seas under RCP 8.5 scenario according to panels (A–D) GCMs, and (F–I) RCMs. (E) and (J) represent the ensemble means of the GCMs and RCMs, respectively. Differences between the two modeling methods (RCM-GCM) are shown in panels (K–O).


Under RCP 8.5, steric (Supplementary Figure 3) and manometric SLC (Supplementary Figure 4) followed water depth (like RCP 4.5). The mean steric SLC difference between the GCMs and RCMs was 4.48 and 16.26 cm in the YS-ECS and EJS, respectively. RCM-Nor showed a slightly higher steric sea-level among the RCMs because of the smaller predicted temperature changes than other models in either RCP scenario.



Changes in Tidal Amplitude

The changes in the sum of the tidal amplitudes between 2006 and 2100 under RCP 4.5 and RCP 8.5 scenarios are shown in Figure 11. Four major constituents (M2, S2, K1, and O1) were selected for summation, revealing that the tidal amplitude increase in the shallow region was > 5 cm under RCP 4.5, and > 10 cm under RCP 8.5, comparable to the findings of Kuang et al. (2017) in the YS. Although the changes for all RCMs (Supplementary Figure 5) were calculated, only the ensemble mean in Figure 11 is presented here, due to the overall similarity between the models. The horizontal mean standard deviations among the RCMs were 0.21 and 0.14 cm under RCP 4.5 and RCP 8.5 scenarios, respectively. The different tidal amplitude changes within the same scenario may result from the differences in SLR among the RCMs, as the increase of tidal amplitude was roughly proportional to the SLR. SLR increases tidal wave speed, leading to the movement of amphidromic points. However, the shift of these points is not a simple function of SLR, as its movement is two-dimensional, and the curvature of corange lines creates a complex response (Pickering et al., 2017). Thus, changes in tidal amplitude were not simply proportional to the SLR in the YS (Feng et al., 2015).


[image: image]

FIGURE 11. Changes in the sum of the mean ensemble tidal amplitudes (unit: cm) for four major tidal constituents (M2,S2,K1,andO1) of the RCMs between 2006 and 2100, for: (A) RCP 4.5, and (B) RCP 8.5 scenarios.


As tides are shallow-water ocean waves, tidal wave speed (c) can be approximated by Equation (4) if bottom friction is neglected:

[image: image]

where g is gravitational acceleration, and H is water depth. As tidal wave speed is positively correlated with depth, increasing sea-levels will cause tidal waves to propagate more quickly. At that time, wavelength (λ=c×T) also increases with SLR, and displacement of the amphidromic point due to the increase in wavelength significantly affects tidal amplitude (Kuang et al., 2017), and thus the redistribution of tidal energy (Song et al., 2013; Feng et al., 2019).

The tidal amplitude changes for each major constituent (M2, S2, K1, or O1) are presented in Supplementary Figures 6–9. Amplitude changes were more remarkable in shallower waters under both RCP 4.5 and RCP 8.5 scenarios. Tidal amplitude changes in this study showed different patterns between diurnal and semidiurnal tidal constituents, expressing large differences in period and wavelength consistent with previous study in the YS (Feng et al., 2019).



Practical Sea-Level Rise

The projections indicated SLR under future climate scenarios. However, the PSLR may differ due to spatially non-uniform changes in natural variability and tidal amplitude. Accordingly, the estimation of PSLR may be beneficial and help inform local risk assessments of climate change.

Practical sea-level rise is defined as according to Equation (5):

[image: image]

where atide is the tidal amplitude change (Supplementary Figure 5), and δ(σSSH) is the difference in natural sea-level variability between the future and the past [2081–2100 (minus) 1986–2005] after removing trends which are linear in the historical period and exponential in RCP scenarios (Supplementary Figure 10). The natural variability is represented by the standard deviation of annual mean sea-level anomalies during each period, and shows large changes (>5 cm) in the EKWC path. Mean spatial natural variability under RCP 8.5 was 1.14 cm greater than that during the historical period.

Although all calculated changes in the PSLR for all RCMs can be seen in Supplementary Figure 11, the ensemble mean is presented in Figure 12. Under RCP 8.5 (RCP 4.5), the PSLR was 66 (47) cm for the YS-ECS. Notably, PSLR reached its maximum in the Jiangsu coastal area [82 (58)] cm and the Gyeonggi Bays [83 (58)] cm near 32.8° N, 121.2° E and 37.3°N, 126.5°E, respectively, due to the increase in tidal amplitude. Furthermore, the PSLR was approximately 21 (13) cm higher than SLR in both regions. Other shallow regions with substantial tidal amplitude changes also displayed higher PSLR values than the surrounding areas.


[image: image]

FIGURE 12. Horizontal distributions of the practical sea-level rise (PSLR; unit: cm) for the RCMs between 1986–2005 and 2081–2100, under: (A) RCP 4.5 and (B) RCP 8.5 scenarios.


The PSLR of the EJS was 67 (47) cm under RCP 8.5 (RCP 4.5) scenario, and the contributions of the natural sea-level variability changes in the EJS were higher than that in the YS-ECS, whereas tidal contributions were higher in the latter seas. The PSLR was 73 (46) cm near the EKWC path (near 39°N, 130°E), ∼5 (2) cm higher than SLR in the same region.




CONCLUSION AND DISCUSSION

In this study, we projected the SLR including barystatic and sterodynamic components considered in lateral boundary sea-level. The projected SLR and local PSLR in the NWP marginal seas were evaluated under intermediate and high-end climate change scenarios using dynamically downscaled RCMs. Climate change signals of the GCMs were directly applied at the lateral model boundaries, and the results showed significant predictive improvements in SST, currents, and SSH compared with coarser resolution GCMs. The high-resolution RCMs used in this study were able to resolve detailed currents and simulated PSLR, having considered changes in sea-level variability and tidal amplitude under two RCP scenarios.

The higher-resolution RCMs could resolve SLCs driven by eddy motions, capturing greater SLR in the EKWC and TC paths of the EJS resulting from strong currents and active eddy motions, whereas the GCMs maintained a limited ability to simulate spatially non-uniform SLR due to their coarse resolution. The RCMs also showed higher steric SLR in the deeper regions of the EJS, supporting the importance of resolving topographic features in SLR projections, as in other downscaled SLR projections (Hermans et al., 2020).

Tidal changes resulting from climate change were also examined using the RCMs, showing an increase in the tidal amplitude by > 15 cm in the shallow region of the YS, consistent with the results of Kuang et al. (2017). Moreover, tidal amplitude changes caused by different SLR values were simulated depending on the RCMs, where previous studies had assumed arbitrary SLR at the open boundary (Kuang et al., 2017; Feng et al., 2019; Jiang et al., 2021). The results suggested that the climate-induced changes in tidal amplitude conventionally missed by GCMs should be considered when estimating extreme sea levels for future coastal flood risk assessments in the marginal seas which is dominated by tides. Flood risks may increase due to the mean SLR, in addition to changes in the magnitude of extreme events, such as tides. Extreme sea level is also affected by storm surges, waves, and a combination of these processes (van de Wal et al., 2019). Besides that, the vertical ground motion may affect the local relative sea-level rise (Raucoules et al., 2013; Palanisamy Vadivel et al., 2021).

Practical sea-level rise, which is defined by the sum of the SLR, tidal amplitude changes, and natural variability changes, was proposed here to estimate the effective SLR. The PSLR suggested that the coastal areas where the tidal amplitude changes were largest in the YS-ECS were likely to be more vulnerable to the effects of SLR due to climate change under RCP scenarios. Dynamical downscaling was important for PSLR simulation in the NWP marginal seas containing a narrow strait, complex coastlines, and are affected primarily by tidal forcing. Most GCMs were unable to consider tidal forcing, and simulated low sea-level variability due to the limitations of capturing active eddy motions. Thus, GCM accuracy was limited when calculating PSLR in the NWP marginal seas. The RCMs resolved eddies, but may be limited in simulating the exact paths of the EKWC. Hogan and Hurlburt (2000) suggested a 1/16° resolution for the improved simulation of the EKWC path, and a 1/32° resolution for an accurate simulation of baroclinic instability along the EKWC. Accordingly, a higher-resolution model grid may further improve the results of RCMs in future studies. Higher-resolution topography provided recently by the General Bathymetric Chart of the Oceans (10.5285/c6612cbe-50b3-0cff-e053-6c86abc09f8f) may improve the model performance in the future simulation.

The downscaled RCMs more accurately simulated PSLR by resolving changes in local variability, and incorporating tidal changes not previously considered in GCMs. Thus, the PSLR may help decision-makers in planning for SLR and coastal flood management. The results also indicated the importance of improving model resolution for local sea-level projections in marginal seas, and providing PSLR for determining SLR vulnerability in coastal regions.

Only four GCMs were selected here based on a comparison of historical GCM results with the observations due to the limitations of computational resources and time. However, historical performance may not ensure future performance. Accordingly, more ensembles for downscaling may be desirable for improving local projections in future studies.
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