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Indonesian throughflow
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The southeastern Indian Ocean (SEIO) exhibits prominent decadal variability in

sea surface salinity (SSS), showing salinity decreases during 1995-2000 and

2005-2011 and increases during 2000-2005 and after 2011. These salinity

changes are linked to the Indo-Pacific climate and have impacts on the

regional marine environment. Yet, the underlying mechanism has not been

firmly established. In this study, decadal SSS variability of the SEIO is

successfully simulated by a high-resolution regional ocean model, and the

mechanism is explored through a series of sensitivity experiments. The results

suggest that freshwater transport of the Indonesian throughflow (ITF) and local

precipitation are twomajor drivers for the SSS decadal variability. They mutually

cause most of the variability, with a generally larger contribution of

precipitation. Other processes, such as evaporation and advection driven by

local winds, play a minor role. Further analysis shows that the decadal

precipitation in the SEIO is mainly associated with the decadal variability of

Ningaloo Niño. Ocean dynamic processes significantly modify the relationship

between SSS and precipitation, greatly shortening their lag time. The changes

in both volume transport and salinity of the ITF water can cause large salinity

changes in the SEIO region. Although local wind forcing gives rise to

considerable changes in evaporation rate and ocean current advection, its

overall contribution to decadal SSS variability is small compared to local

precipitation and the ITF.
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1 Introduction
Changes in ocean salinity are an essential aspect of climate

change and effective indicators for measuring alterations in the

global water cycle (e.g., Yu, 2011; Durack et al., 2012; Yu et al.,

2020). Evaporation and precipitation over the oceans are major

components of the global water cycle (Durack, 2015) and

constitute the bulk of surface freshwater fluxes. The surface

freshwater flux, e.g., evaporation minus precipitation (E - P),

plays a fundamental role in shaping the large-scale distribution

of sea surface salinity (SSS) in climatology. Existing studies

attempted to explore changes in the global water cycle by

analyzing changes in ocean salinity (e.g., Delcroix et al., 2007;

Schmitt, 2008; Hosoda et al., 2009; Helm et al., 2010; Yu, 2011;

Durack et al., 2012; Terray et al., 2012; Skliris et al., 2016; Zika

et al., 2018). The global water cycle has been suggested to

strengthen owing to anthropogenic greenhouse warming (e.g.,

Helm et al., 2010; Durack et al., 2012). Correspondingly, SSS

shows a trend pattern of ‘salty gets saltier; fresh gets fresher’ (e.g.,

Yu, 2011; Durack et al., 2012; Cheng et al., 2020). While these

long-term trends of broad-scale salinities have been

predominantly attributed to freshwater fluxes associated with

anthropogenic climate change, the short-term (interannual and

decadal) variabilities of regional salinities are subjected to

complexity and diversity in characteristics and mechanisms.

Multiple physical processes of comparable importance may

operate in these regional variabilities.

The Southeast Indian Ocean (SEIO) possesses active ocean-

atmosphere interactions (e.g., Saji and Yamagata, 2003; Tozuka

et al., 2013; Li et al., 2019) and receives strong influences of the

Indonesian Throughflow (ITF) (e.g., Wijffels and Meyers, 2004;

Qu and Meyers, 2005a). Salinity variability in the SEIO region

exerts notable impacts on ocean stratification, sea level, ITF

transport, and local circulation (e.g., Masson et al., 2002; Qu and

Meyers, 2005; Llovel and Lee, 2015; Zhang et al., 2016a; Zhang

et al., 2017; Hu and Sprintall, 2016; Li et al., 2020; Lu et al., 2022).

In the sea-level rise of SEIO since the 1960s, the contribution of

salinity change through the halosteric effect reached ~40% (Lu

et al., 2022). The salinity decline in the upper SEIO since 2005

greatly enhanced the recent sea-level rise (Llovel and Lee, 2015;

Li et al., 2017; Huang et al., 2020). Menezes et al. (2013) pointed

out that the meridional salinity gradient in the SEIO is essential

for the formation of the Eastern Gyral Current. Hu and Sprintall

(2016; 2017) pointed out that salinity changes in the SEIO affect

the interannual variability and long-term trends of the ITF

transport. These significant aspects highlight the necessity of

investigating the prominent salinity variability of the SEIO.

Research efforts have been devoted to understanding the

multi-timescale variabilities of the SEIO salinity. Regarding the

seasonality, the tropical SEIO surface salinity decreases in austral

winter (“austral” omitted hereafter) and increases in summer, as

dictated by surface freshwater flux (Qu and Meyers, 2005; Zhang
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et al., 2016a). On interannual timescales, El Niño (La Niña)

events tend to cause SSS increases (decreases) in the SEIO,

respectively, through the teleconnection signatures on rainfall

and ocean circulation of the SEIO (e.g., Zhang et al., 2016a; Hu

et al., 2019; Guo et al., 2021). The SEIO is also a region with

pronounced decadal variability (e.g., Feng et al., 2010; Du et al.,

2015; Feng et al., 2015; Li et al., 2017; Hu et al., 2019; Li et al.,

2019; Li et al., 2022). The SEIO region showed a persistent SSS

decrease during 2005-2013 (e.g., Du et al., 2015; Nie et al., 2020).

Du et al. (2015) linked this decadal freshening to the slowdown

of global surface warming (also dubbed the “hiatus”; e.g., Meehl

et al., 2011) and the enhancement of the Pacific Walker

Circulation (e.g., England et al., 2014). Other studies pointed

out that the upper-ocean salinity of SEIO does not

monotonically decrease but shows decadal fluctuations, with

salinity increases occurring both before and after the 2005-2013

period (e.g., Hu et al., 2019; Guo et al., 2021; Wu et al., 2021).

Various datasets and approaches have been utilized to

explore the mechanisms of the decadal salinity variability in

the SEIO (e.g., Du et al., 2015; Zhang et al., 2017; Hu et al., 2019;

Huang et al., 2020; Wu et al., 2021). By analyzing Argo data, Du

et al. (2015) showed that changes in precipitation and advection

of ocean circulation were responsible for the SSS decline during

2005-2013. Zhang et al. (2016b) revealed a salinity dipole mode

of the Indian Ocean, with the SEIO region acting as the eastern

pole. This dipole mode also shows decadal variability, in which

fresh-water transport from lower latitudes and thermocline

variability imported by the ITF control SSS changes in the

SEIO (Zhang et al., 2017). Hu et al. (2019) performed a salt

budget analysis using an ocean reanalysis product. They showed

that horizontal advection by the ITF and the South Equatorial

Current (SEC) are the main drivers of interannual and decadal

changes in the SEIO salinity, while surface freshwater fluxes play

a secondary role. The salt budget analysis of Huang et al. (2020)

suggested that the salinity gradient between tropical low-salinity

water and subtropical high-salinity water is favorable for strong

meridional salinity advection anomalies, which is conducive for

decadal salinity variability. Wu et al. (2021) also suggested the

essence of meridional salinity advection and attributed it to local

wind forcing. Thereby, they emphasized the importance of local

oceanic and atmospheric processes rather than the remote

forcing by the Pacific. One can see that previous studies have

identified multiple processes regulating the decadal SSS

variability of the SEIO. Yet, a consensus on their relative

importance is still lacking.

In this study, the eddy-resolving hindcast of a regional ocean

model successfully simulated the SSS variability in the SEIO, and

a series of sensitivity experiments were used to assess the

contribution of different processes. Different from existing

studies that widely adopt the salt budget, the sensitivity

experiments allow us to isolate the effect of each process (e.g.,

precipitation, winds, ITF, etc.) in a clean manner and clarify the

sources of changes. This provides unambiguous insights into the
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mechanisms governing the SSS variability. Our efforts contribute

to the understanding and prediction of the salinity dynamics and

related changes in sea level, stratification, and circulation of the

SEIO. The rest of this article is organized as follows. Section 2

presents the datasets and methods used in this study. Section 3

describes the spatial and temporal characteristics of the observed

SSS variability and model simulations. Section 4 explores the key

processes underlying the decadal SSS variability, focusing on the

effects of local rainfall and the ITF. Conclusions and discussion

are provided in Section 5.
2 Data and model

2.1 Observation data

Observational ocean datasets utilized in this study include

the 1o×1o monthly salinity data of the International Pacific

Research Center (IPRC) gridded Argo product (Lebedev et al.,

2007) for 2005-2016, and the 1o×1o monthly Institute of

Atmospheric Physics (IAP) ocean salinity product of 1993-

2016. The IAP salinity product was constructed using a

mapping technology of Ensemble Optimal Interpolation

(EnOI) (Cheng et al., 2017) and incorporating dynamic

training with simulations by phase 5 of the Coupled Model

Intercomparison Project (CMIP5; Taylor et al., 2012). Cheng

et al. (2020) showed that the IAP salinity data product can

overcome the shortcomings of earlier reconstructions such as

‘no-data, no-signal’ and has uncertainties better constrained. To

explore the atmospheric forcing effects, we also analyzed the

0.75o×0.75o monthly precipitation rate and 10-m wind data

from the interim European Centre for Medium-Range

Weather Forecasts (ECMWF) Re-Analysis (ERA-Interim) for

1993-2016 (Dee et al., 2011). For all datasets, the anomaly of a

variable is obtained by removing the monthly climatology.

Among them, the monthly climatology of 2005-2016 is

removed from the Argo data, while that of 1993-2016 is

removed from the IAP and ERA-Interim data. To represent

decadal variability of the Pacific climate, we compute the

Interdecadal Pacific Oscillation (IPO) index using the monthly

Met Office's Hadley Centre Sea Ice and Sea Surface Temperature

(HadISST; Rayner, 2003). Following Henley et al. (2015), the

IPO index is computed as the sea surface temperature (SST)

anomaly difference between the equatorial Pacific (170°E-90°W,

10°S-10°N) and the northwest plus the southwest Pacific Ocean

(140°E-145°W, 25°-45°N plus 150°E-160°W, 50°-15°S).
2.2 ROMS

We adopt the regional oceanic modeling system (ROMS) to

carry out hindcasts for the SEIO salinity. ROMS is a hydrostatic,
Frontiers in Marine Science 03
primitive equation model that implements a free surface,

horizontal curvilinear coordinate, and a terrain-following

(sigma-type) vertical coordinate system (e.g., Haidvogel et al.,

2000). The model domain covers a sector-shaped region between

80°-122°E, 42°S-5°N, bordered by the Western Australian coast

to the east and Sumatra-Java islands to the north (Guo et al.,

2021; Li et al., 2022). The horizontal resolution is ~3 km near the

Western Australian coast and degrades to ~12 km near the

western boundary at 80°. As such, the enhanced mesoscale eddy

variability in the Leeuwin Current system (e.g., Feng et al., 2005;

Feng et al., 2007; Jia et al., 2011; Guo et al., 2020b) and complex

coastal dynamics in the SEIO can be better resolved. There are

600 × 560 horizontal grid points and 30 sigma-type vertical

layers over the entire model domain.

The 3-hourly ERA-Interim fields, including 10-m winds,

precipitation, radiations, and 2-m air temperature and humidity,

are used as surface atmospheric forcing, while the 1/12° Hybrid

Coordinate Ocean Model (HYCOM) plus Navy Coupled Ocean

Assimilation global reanalysis (Cummings, 2006) are adopted to

provide the lateral boundary conditions. A strong relaxation

toward climatology is exerted on lateral boundaries to damp

artificial boundary waves. Readers are referred to Guo et al.

(2021) for more detailed configurations. The spin-up of ROMS is

20 years, under monthly climatological surface atmospheric

forcing and lateral boundary conditions. Then, the model was

integrated forward under 3-hourly atmospheric fields and daily

lateral boundary conditions from January 1993 to December

2016. This experiment includes the complete forced and internal

processes affecting salinity, which is addressed as the control

run (Ctr).

In addition to Ctr, sensitivity experiments were performed

from January 1993 through December 2016 [see Table 1 of Guo

et al. (2021) for the list]. The Exp-B adopts monthly climatology

in all atmospheric forcing fields but realistic lateral boundary

conditions as in Ctr. As such, Exp-B retains only the forcing

effect from the lateral boundaries, as indicated by the “B” (for

boundary) in its naming. As has been validated by previous

studies (Guo et al., 2021; Li et al., 2022), variability in Exp-B

mainly originates from the ITF. In other experiments,

atmospheric forcing is exerted in addition to the ITF effect.

For example, Exp-BW adopts realistic 3-hourly winds as in Ctr

but fixes other forcing fields to monthly climatology. As such,

Exp-BW measures the combined effect of both the ITF and local

wind forcing (“W”). The difference between Exp-BW and Exp-B,

e.g., Exp-BW minus Exp-B, roughly represents the local wind

forcing effect. The Exp-BP experiment includes the effect of local

precipitation ("P") and measures the joint effect of the ITF and

precipitation. Exp-BP minus Exp-B isolates the effect of local

precipitation (mainly rainfall in the SEIO). The Exp-BWTQ

experiment adopts the realistic fields in winds (“W”),

atmospheric temperature (“T”), and humidity (“Q”). As such,

it contains all the atmospheric variability influential

for evaporation.
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The ITF’s effect on the SEIO salinity depends on not only the

amount (volume transport) but also the salinity of its water. To

distinguish these two effects, the Exp-Bv experiment is devised.

Exp-Bv is the same as Exp-B except using the monthly

climatological salinity in lateral boundary conditions so that it

isolates the effect of the ITF’s velocity change (or volume

transport change). Meanwhile, Exp-B minus Exp-Bv represents

the salinity change of the ITF water.
3 Decadal SSS variability and
ROMS simulation

We first compare the monthly SSS anomaly (SSSA) time

series of the SEIO region (14o-28oS, 95o-115oE) from

observational data (Argo and IAP) and ROMS Ctr

(Figure 1A). The SSSA simulated by ROMS Ctr exhibits quite

the same temporal evolution as those in observations. During the

Argo era of 2005-2016, Ctr shows a correlation coefficient of 0.90

with Argo and a correlation of 0.92 with IAP, significant at the

95% confidence level. The standard deviation of SSSA is 0.12 psu

for Ctr, quite close to those in IAP and Argo (0.12 and 0.13 psu,

respectively), indicating similar variability amplitudes. It is

worth noting that the three sets of data IAP and Ctr are highly

consistent after 2005 but show evident discrepancies in many

years before. Over the 1993-2004 period, the correlation between

Ctr and IAP is 0.56. They are generally in phase, but the

correlation is evidently lower than that after 2005. This is

probably due to the insufficient data sampling to constrain the

salinity estimate of IAP prior to the Argo era.

Both the observed and simulated SSSA show prominent

decadal variations, including a salinity decrease from 1995 to

2000, an increase from 2000 to 2005, a decrease from 2005 to
Frontiers in Marine Science 04
2011, and a salinity increase after 2011. To highlight these

decadal changes, we smoothed the SSSA using a 6-year low-

pass Lanczos digital filter (Figure 1B). The above-mentioned

decadal changes are clearly discernible in all the three datasets.

Choosing a wider window for the filter (e.g., 7 or 8 years) yields

roughly the same results. Decadal SSS variability in Figures 1A,

1B generally shows two cycles during 1995-2020, indicating a

typical period of ~13 years. To better quantify the decadal

variability, we calculated linear trends of the four periods

(Figure 1C). The trends derived from the three datasets are

also close; for example, during 2005-2011, the downward trends

of SSS were -0.057, -0.058, -0.059 psu yr-1 in of Ctr, IAP and

Argo, respectively. During 2000-2005, the SSS increase in Ctr is

weaker than that in IAP data (0.048 versus 0.063 psu yr-1,

respectively). These comparisons overall suggest the fidelity of

ROMS in simulating of the decadal salinity variability.

We then examine the SSS climatology of 1995-2016, which is

the background for the generation of salinity variability. Figure 2

suggests that ROMS can realistically simulate the SSS

distribution, with the low-salinity water in the tropical sector

and the high-salinity water in the subtropical sector (e.g., Huang

et al., 2020; Wu et al., 2021). There is a zonal SSS front formed

approximately between 15o-25oS, and the cross-front salinity

difference exceeds 1.6 psu (from 34.2 psu in the north to 35.8 psu

in the south). This front is stronger in fall (April) and weaker in

spring (October) in Ctr, which is however less obvious in IAP.

The center of the subtropical salty salinity (Wang et al., 2020)

locates at ~30oS, showing an SSS maximum~36.0 psu in ROMS

simulation. The low-salinity tropical water is confined north of

15oS, with an SSS minimum of ~34.0 psu.

The spatial patterns of SSS trends over the four periods are

shown in Figure 3. Salinity changes are strongest along the

Western Australian coast and extend westward with decreasing

amplitudes. Significant changes can extend to the western
B

C

A

FIGURE 1

(A) Time series of monthly sea surface salinity anomaly (SSSA; in psu) averaged over the SEIO region (14o-28oS, 95o-115oE) from ROMS Ctr
(black), IAP (red), and gridded Argo data (green). The standard deviation is also shown in the legend box. (B) As in (A), but for 6-yr low-pass-
filtered SSSA. (C) Linear trends of SSS in the SEIO for the periods of 1995-2000, 2000-2005, 2005-2011, and 2011-2016 derived from Ctr
(black), IAP (red) and Argo (green). Error-bars denote the 90% confidence interval based on an F test.
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boundary of the model domain between 20o-24oS. Meanwhile,

the Sumatra-Java coasts and the subtropical area south of 30oS

tend to show opposite salinity changes, except for the 2000-2005

period. These spatial patterns are faithfully captured by ROMS

(Figures 3E–H). The trend maps for a larger area derived from

IAP data (Figures 3A–D) indicate that SSS changes in the SEIO

are connected to those in Indonesian Seas and are out-of-phase

to those in the western tropical Pacific. Therefore, changes in the

SEIO are likely linked to the tropical Pacific climate (e.g., Du

et al., 2015; Hu et al., 2019).
4 The underlying mechanism

4.1 Key processes

The mechanism governing SSS variability in the SEIO is

complex and likely regulated by multiple processes (e.g., Du

et al., 2015; Hu et al., 2019; Huang et al., 2020; Guo et al., 2021;

Wu et al., 2021). In this section, we attempt to quantitatively

evaluate the effects of different processes. Validations provided

in Chapter 3 and previous studies (e.g., Guo et al., 2020a; Guo

et al., 2020b; Guo et al., 2021) demonstrate that ROMS can

realistically simulate the SEIO salinity variability, placing

confidence for the usage of ROMS experiments to explore

the mechanism.

The Exp-BP experiment contains the combined effect of the

ITF and local precipitation. Its result is highly consistent with

Ctr in SSS, with a correlation coefficient of 0.96 (Figure 4A). Its

standard deviation is 0.13 psu, even exceeding that of Ctr (0.12
Frontiers in Marine Science 05
psu). This indicates that the two processes, the ITF and

precipitation, drive the majority of the SSS variability, and the

overall effect of other processes (such as evaporation and local

winds). The Exp-B experiment only retains the variability arising

from the ITF. Its result is basically in phase with Ctr, with a

correlation of 0.77, and its standard deviation is 0.07 psu,

accounting for half of that of Ctr. This confirms that changes

in freshwater inflow from the Indonesian Seas contribute

significantly to the SSS variability in SEIO. The difference

between the two experiments, Exp-BP minus Exp-B,

represents the effect of local precipitation. Compared to the

ITF, the precipitation effect can better explain the total SSSA in

Ctr, with a standard deviation of 0.09 psu and a correlation of

0.83 with Ctr (Figure 4B). Therefore, local precipitation is the

leading driver of the large-scale SSS variability in the SEIO, and

the role of ITF is overall secondary. Note that the SSS in Figure 4

contains both interannual and decadal variations. The important

role of local precipitation in interannual variability is in line with

the results of Zhang et al. (2016b).

We also explored other processes. Exp-BW minus Exp-B

represents the forcing effect of local winds. Winds affect ocean

salinity through ocean current advection and evaporation.

However, our results show that the local wind forced SSSA is

relatively weak (Figure 4C). Its standard deviation is 0.03 psu,

and its correlation with Ctr is merely 0.18 (insignificant at the

95% confidence level). Evaporation is affected by atmospheric

temperature and humidity, and their effects are also contained in

Exp-BWTQ. In addition, previous studies (e.g., Zhang et al.,

2018; Li et al., 2019; Guo et al., 2020a) have shown that latent

heat flux is the leading driver of sea surface temperature (SST)
B C D

E F G H

A

FIGURE 2

Monthly climatology of SSS (psu) in January, April, July, and October of 1995-2016 derived from IAP (A-D) and ROMS Ctr (E-H).
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variability in this region, while the contribution of ITF to the

interannual and decadal SST variability is <20%. By synthesizing

the effects of winds, air temperature, humidity, and the majority

of SST variability, Exp-BWTQ minus Exp-B contains most of

the change in evaporation. However, its result is quite close to

Exp-BW minus Exp-B (standard deviation ~0.03 psu,

correlation of 0.26 with Ctr). These results suggest that in

comparison with local precipitation and the ITF, the

contribution of local winds and evaporation is quite limited.
Frontiers in Marine Science 06
This differs from the conclusions of existing studies based on

salinity budget analysis (e.g., Huang et al., 2020; Wu et al., 2021).

For better quantification, we calculated the salinity trends

induced by ITF (Exp-B), precipitation (Exp-BP minus Exp-B),

and local winds (Exp-BW minus Exp-B) over four periods

(Figure 5). The ITF and precipitation are of comparable

importance, while the role of local winds is minor. For

example, during 1995-2000, the contributions of the ITF and

precipitation to the salinity decline are both ~50%, while winds
B

C

D

E

F

G

H

A

FIGURE 3

Linear trend maps of SSS for the periods of (A) 1995-2000, (B) 2000-2005, (C) 2005-2011, and (D) 2011-2016 derived from IAP. (E–H) As in (A–
D), but for derived from Ctr, respectively. Stippling indicates significant trends at 90% confidence level based on a Mann-Kendall test. Black lines
denote the model domain (sector shape) and the SEIO region (rectangle).
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act to slightly damp the salinity decline; for the salinity increase

during 2000-2005, the contributions of ITF, precipitation, and

winds are 24%, 68%, and 10%, respectively. Although the relative

importance of ITF and precipitation varies with time, both are

essential and jointly control the decadal trends of SSS. It is also

noted that the sum of the contributions of ITF and precipitation

significantly exceeds the total change in Ctr during the 2011-

2016 period, which is also discernible in Figure 4A. This is

largely due to the attenuation effect of other processes, such as

evaporation. The result of Exp-BWTQ minus Exp-B indicates

that the evaporation change, induced by local winds, air

temperature, and humidity, exerts a damping effect on the

total SSS increase during 2011-2016 (Figure 5).

We also examined the distributions of SSS changes driven by

the ITF and local precipitation (Figure 6). The signatures of the

ITF are prominent in its exit area, along the Western Australian

coast, and in the 20o-28oS band (Figures 6A–D). In contrast,
Frontiers in Marine Science 07
changes forced by precipitation are more widespread, with

significant trends extending from the Western Australia coast

to the western boundary of the model domain within the entire

10o-30oS band (Figures 6E–H). The maximum salinity decrease

and increase are about -0.06 psu yr-1 and +0.05 psu yr-1,

respectively, both greater than those caused by ITF. The result

of Exp-BP confirmed that the combined effect of ITF and

precipitation explains most of the salinity changes in Ctr,

showing the amplitude even stronger than that of Ctr

(Figures 6I–L).
4.2 The role of local precipitation

Next, we attempt to understand how local precipitation

drives SSS changes in the SEIO. During these four periods,

there are large-scale changes of precipitation in the tropical
B

C

A

FIGURE 4

(A) Time series of monthly SSSA (in psu) averaged over the SEIO from Ctr (black), Exp-B (blue), and Exp-BP (brown). (B, C) As in (A), but for Ctr
(black), Exp-BP minus Exp-B (green), Exp-BW minus Exp-B (purple), and Exp-BWTQ minus Exp-B (orange). The standard deviation is also shown
in the legend box.
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sector of SEIO (north of about 20oS), showing mainly rainfall

increases during 1995-2000 and 2005-2011 and rainfall

decreases during 2000-2005 and 2011-2016 (Figure 7). These

trends in precipitation are favorable for SSS trends, with

enhancing (weakening) precipitation corresponding to the

decline (rise) of SSS. However, the center of precipitation

changes locates to the north of SSS changes. This can be

explained by the transport of ocean surface circulation; the

rainfall-driven salinity changes are advected southward by the
Frontiers in Marine Science 08
prevailing southward surface Ekman currents (induced by the

southeast trade winds in climatology) in the region (e.g., Wang

et al., 2020; Li et al., 2022) and spread to the entire SEIO region.

Figure 8A compares the precipitation rate anomaly and the

SSSA of Exp-BP minus Exp-B. The two show clear out-of-phase

variations, with positive (negative) SSSAs coinciding with

negative (positive) precipitation anomalies. Previous studies

have demonstrated that precipitation changes on interannual

and decadal timescales in the SEIO region are largely the
B C D

E F G H

I J K L

A

FIGURE 6

Linear trends maps of SSS derived from Exp-B (A–D), Exp-BP minus Exp-B (E–H), and Exp-BP (I–L) for the periods of 1995-2000, 2000-2005,
2005-2011, and 2011-2016. Stippling indicates significant trends at 90% confidence level based on a Mann-Kendall test. Black lines denote the
SEIO region.
FIGURE 5

Linear trends of SSS in the SEIO for the periods of 1995-2000, 2000-2005, 2005-2011, and 2011-2016 derived from Ctr (black), Exp-B (blue),
Exp-BP minus Exp-B (green) and Exp-BW minus Exp-B (purple), and Exp-BWTQ minus Exp-B (orange). Error-bars denote the 90% confidence
interval based on an F test.
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response to SST variability in the SEIO (e.g., Tozuka et al., 2013;

Doi et al., 2015; Li et al., 2019). We further compare the

precipitation with the Ningaloo Niño index (NNI) and found

a close relationship between the two (correlation coefficient 0.45;

Figure 8B). Most of the large precipitation anomalies occur

during Ningaloo Niño/Niña events. Therefore, local

precipitation changes, which are crucial for SSS changes in this

region, are largely generated by local air-sea interaction, with

Ningaloo Niño/Niña being the leading mode (e.g., Kataoka et al.,

2013; Tozuka et al., 2013; Doi et al., 2015). Note that this

relationship also contains influence of interannual variability.

The difference between interannual and decadal components

will be discussed in the following analysis. The impact of

Ningaloo Niño/Niña is further verified by the regression of

precipitation anomalies onto NNI (Figure 9). The regression

map greatly resembles the observed decadal trends (Figure 7) in

spatial pattern, with enhanced rainfall in the tropical sector of

the SEIO corresponding to the Ningaloo Niño condition. The

regression performed on decadal timescale achieves even larger

amplitude in precipitation change (Figure 9B).

Two questions arise from these results. First, the phase lag

between precipitation and SSS is not obvious. Their maximum

lead-lag correlation is -0.54, when precipitation leads SSS by 1

month. Theoretically, as the forcing and response, precipitation

anomaly is supposed to lead the resultant SSSA by about 1/4 of

the typical period, which is much longer than 1 month. Second,

Ningaloo Niño/Niña is primarily an interannual variability

mode, with much stronger interannual components than

decadal components (Figure 8B). Then, why is the rainfall-

forced decadal SSS variability so strong?

To answer the two questions, we devise a simple local

rainfall-forced salinity model (LRSM), in which salinity change

is governed solely by precipitation anomaly P,
Frontiers in Marine Science 09
∂ SP
∂ t

= −
S0P
H

− eSP; (1)

where SP is SSSA, t is time, S0 = 35.2 psu and H = 30 m are

the reference salinity and mixed layer depth, respectively, both

obtained from the climatology of ROMS simulation, and e is the
dissipation coefficient. The second term on the right-hand-side,

eSP, represents the damping of Sp by oceanic dynamic processes

(e.g., circulation, eddy, and mixing). When only local

precipitation produces SSSA, the role of these oceanic dynamic

processes is to spread the anomalies elsewhere or to the

subsurface ocean, so they generally play a damping role. By

assuming the initial SP on January 1st 1993 to be zero, Sp is

predicted by integrating Equation (1) over time, with P obtained

from ERA-Interim data. By changing the value of e, LRSM
achieves good agreement with Exp-BP minus Exp-B at e = 2.75 x

10-3 s-1 (Figures 8C, 10).

We find that the lag time between precipitation and SSS

depends on e in LRSM.Without the damping effect, that is, e = 0,

SP is much stronger than ROMS simulation (Exp-BP minus Exp-

B), with a standard deviation of 0.19 psu, and the correlation

with ROMS simulation is merely r = 0.04 (Figures 10A, B). This

inconsistency indicates that even in the rainfall-dominant

simulation, ocean dynamics is still essential. At e = 0, the lag

time between SP and P is 46 months (Figure 10C). As e increases,
SP gradually decreases in amplitude, and its correlation with

ROMS simulation increases. Meanwhile, the lag time between SP
and P is shortened by the increased e. This is because an

anomaly generated early is subjected to a longer dissipation

time, and therefore its signature retained in the present SP (t) is

small. As such, the increased dissipation tends to raise the

proportion of the newly generated Sp in the present SP (t) and

thereby shortens the lag time between SP and P. This indicates

that the damping effect by ocean dynamics modifies the
B

C D

A

FIGURE 7

Linear trends of surface precipitation (mm day-1 year-1) for the periods of (A) 1995-2000, (B) 2000-2005, (C) 2005-2011, and (D) 2011-2016
derived from ERA-Interim. Stippling indicates significant trends at 90% confidence level based on a Mann-Kendall test. Black lines denote the
SEIO.
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relationship between precipitation and SSS so that there is no

evident phase lag between them.

It should be noted here that even if e is increased to 0.01 s-1,

the correlation between LRSM and ROMS remains <0.82, and

the lag time between SP and P on decadal time scale is ~4

months, longer than ~1 month lag in the ROMS result. This lag

time is still much shorter than the typical lead/lag time of

decadal variability, given the ~13-year period of the variability

discussed here. Meanwhile, the standard deviation of SP has been

reduced to<0.04 psu. This reflects the limitation of the LRSM
Frontiers in Marine Science 10
model, particularly the simplified representation ocean

dynamics. Nevertheless, these LRSM experiments are helpful

i n u n d e r s t a n d i n g h ow S S S r e s p o n d s t o l o c a l

precipitation change.

We fix e = 2.75 x 10-3 s-1 to examine responses of salinity to

precipitation variations on interannual and decadal timescales,

respectively. Specifically, we use interannual and decadal

components of precipitation, represented by the 6-year high-

passed and low-passed for integration precipitation anomalies

(Figures 11A, B), in two LRSM integrations, respectively. It is
B

C

A

FIGURE 8

(A) Time series of averaged SSSA (psu) from Exp-BP minus Exp-B and surface precipitation anomalies (mm day-1) from ERA-Interim for the SEIO
region. (B) compares the precipitation anomaly with the Ningaloo Niño index (NNI; in K). NNI is computed as the averaged SST anomaly of the
28o-22oS, 108oE to the coast region (Kataoka et al., 2013). (C) shows the SSSA from Exp-BP minus Exp-B and that simulated by the local
rainfall-forced salinity model (LRSM) experiments SP using e = 2.75 × 10-3 s-1.
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obvious that the interannual precipitation is larger in amplitude

than the decadal precipitation. As expected, the SP produced by

interannual precipitation shows mainly interannual variability

with very limited decadal variations (Figure 11C), while the SP
produced by decadal precipitation shows strong decadal

variations and a correlation of -0.78 with the low-passed NNI

(Figure 11D). This confirms that decadal variations in

precipitation, which are associated with decadal modulations
Frontiers in Marine Science 11
of Ningaloo Niño/Niña (Feng et al., 2015; Li et al., 2019), give

rise to decadal SSS variability in the SEIO. The Ningaloo Niño-

like condition of the SEIO enhances local precipitation and cause

a decrease in SSS.

Note that the amplitude of SP produced by decadal

precipitation (Figure 11D) is no weaker than that produced by

interannual precipitation (Figure 11C). This suggests that ocean

salinity responds more efficiently to decadal precipitation than to
B

C D

A

FIGURE 10

Results of LRSM simulations as functions of e varying from 0 to 0.01 s-1. (A) The correlation coefficient between the SSSA from Exp-BP minus
Exp-B and those from by LRSM. (B) The standard deviation of Sp. (C) The time lag (in month) of decadal (6-year low-passed Sp) to decadal
precipitation as the function of e, obtained through a lead-lag correlation analysis. (D) The response efficiency of salinity to precipitation (psu
day mm-1), calculated as the ratio of standard deviation of Sp to that of P. Blue and green lines show the results for interannual variability (6-year
high-passed) and decadal variability, respectively. In all panels, e = 2.75 × 10-3 s-1 and corresponding results are marked with dashed lines.
BA

FIGURE 9

(A) Regression of monthly precipitation anomaly onto NNI. (B) Same as (A) but using 6-year low-passed precipitation and NNI.
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interannual precipitation. We can measure this response

efficiency with the ratio of the SP standard deviation to the P

standard deviation, that is, s.d. (SP)/s.d. (P). At e = 2.75 x 10-3 s-1,

the response efficiency on decadal timescale is four-fold larger

than that on interannual timescale (Figure 10D). This can be

understood as follows. The typical period of precipitation

variability is T, and we assume the sine function form,

P   tð Þ = P0sin
2p
T

t

� �
, (2)

where P0 is the amplitude of the precipitation. In the case of

e = 0, the salinity anomaly SP driven by precipitation change can

be obtained by integrating Eq. (1),

SP   tð Þ =
S0P0T
2pH

cos
2p
T

t

� �
: (3)

In the above, the amplitude S0P0T
2pH is proportional to the

period T. This explains why the weak decadal precipitation drive

strong SSS variability (Figures 11). In our LRSM, the response

efficiency also depends on e. As e increases, the response

efficiency decreases (Figures 10D). Decadal variability is more

sensitive to e than interannual variability. Enhanced damping

tends to reduce the dependence of response efficiency on

the timescale.
4.3 The role of ITF

In this subsection, we attempt to understand the effect of

ITF. The salinity advection by the ITF is determined by two

factors, the intensity of the ITF velocities (or volume transport)

and the salinity of the ITF water. In our ROMS simulation, both
Frontiers in Marine Science 12
the volume transport and the surface salinity of the ITF show

interannual and decadal variations at northeastern boundary of

the model domain (Figure 12). The decadal changes of the ITF

transport are complicated by strong interannual and shorter-

timescale fluctuations, and its relationship with the SEIO salinity

is generally not obvious (Figure 12A). One discernible feature is

the weakening of the ITF since 2011, which contributes to the

SSS salinity increase. By contrast, the ITF’s surface salinity shows

clear decadal variations, in agreement with those in the SEIO SSS

(Figure 12B). Decadal variability of the ITF and its salinity have

been primarily attributed to the tropical Pacific climate (e.g., Du

et al., 2015; Feng et al., 2015; Li et al., 2017; Li et al., 2018), as

represented by the IPO index (Figure 12C). Processes underlying

this linkage are beyond the scope of the present study.

To determine the relative importance of the two, we

compared the results of Exp-B (including the effect of both

factors) and Exp-Bv (including only the effect of ITF intensity).

In Exp-Bv, the salinities of the lateral boundary conditions are

fixed to climatology, and therefore the ITF affects the SEIO

salinity only through its velocities (“v”), while Exp-B minus Exp-

Bv represents the influence of the ITF water salinity change.

Both can produce strong salinity changes in SEIO (Figure 13). In

the two periods of 1995-2000 and 2011-2016, the contributions

of the two were approximately equal, while during 2000-2011,

the trend in Exp-Bv was larger than that in Exp-B minus Exp-Bv.

Overall, both the ITF’s intensity and water salinity are important

in causing SSS changes in the SEIO. Under the La Niña-like

condition of the tropical Pacific and Ningaloo Niño-like

condition of the SEIO (the two often co-occur; Feng et al.,

2015; Zhang and Han, 2018; Li et al., 2019), the ITF is enhanced

in volume transport and its surface water is freshened by

enhanced rainfall over the Indonesian Seas (Du et al., 2015;

see also Figure 7). As such, the ITF leads to surface freshening of
B

C D

A

FIGURE 11

(A) interannual and (B) decadal precipitation variations (mm day-1) from ERA-Interim over the SEIO region, represented by the 6-year high-pass
filtered (blue) and 6-year low-pass filtered (green) precipitation anomalies, respectively. (C, D) show Sp from LRSM experiments forced by
interannual and decadal precipitation anomalies, respectively. The thick curve in (C) denotes the 6-year low-passed Sp. The red curve in (D)
denotes the NNI (in K).
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the SEIO through enhanced transport of fresher than

normal water.

We further present a composite of the SSS-increasing period

(averaged from 2000-2005 and 2011-2016) minus the SSS-

decreasing period (average of 1995-2000 and 2005-2011)

(Figure 14). The weakened ITF intensity mainly caused SSS

rise between 15o-30oS (Figure 14A). Meanwhile, the increase in

the ITF salinity mainly affects its exit area, that is, near the

northeast boundary of the model domain. This largely reflects
Frontiers in Marine Science 13
the spreading of salinity changes from the ITF through the mean

circulation. By contrast, the salinity increase caused by local

winds (Exp-BW minus Exp-B) is quite weak (Figure 14C).

Sea surface height (SSH) provide useful hints for

understanding of the role of these processes. Weakening of

ITF transport leads to SSH falling over the SEIO (Feng et al.,

2010; Feng et al., 2015; Li et al., 2017), especially at the salinity

front between 15o-30oS (Figure 14D). The SEIO is governed by

the southeasterly trade winds in climatology, and the southward
B

C

A

FIGURE 12

(A) The volume transport of the upper 700 m and (B) the 0-100 m average salinity of the ITF at the northeast boundary of the model domain,
derived from Ctr. (C) The IPO index. The 6-year low-passed time series (red) are also shown in (B, C).
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Ekman transport carries low-latitude low-salt water to the south,

forming a convergence in the subtropical sector (Wang et al.,

2020; Li et al., 2022). This process acts to reduce the SEIO SSS,

while the excessive evaporation in the region acts to raise SSS.
Frontiers in Marine Science 14
The decline of SSH represents a divergence in the upper ocean,

hindering the southward intrusion of fresh water, thereby

causing the SSS rise. The SSH change in Exp-B minus Exp-Bv

is quite small (figure not shown).
B C

D E F

A

FIGURE 14

(A) Linear trends maps of SSS derived from Exp-Bv for the composite of 2000-2005 and 2011-2016 minus that of 1995-2000 and 2005-2011.
(B, C) As in (A), but for Exp-B minus Exp-Bv and Exp-BW minus Exp-B, respectively. (D) Linear trends maps of SSH derived from Exp-B for the
composite of 2000-2005 and 2011-2016 minus that of 1995-2000 and 2005-2011. (E) As in (D), but for Exp-BW minus Exp-B. (D, E) The
contour lines represent the climatic salinity of the Ctr data from 1995 to 2016. (F) Linear trends maps of wind stress curl anomaly (shaded) and
wind anomaly (vector) derived from ERA-Interim for the composite of 2000-2005 and 2011-2016 minus that of 1995-2000 and 2005-2011.
Stippling indicates significant at 90% confidence level based on a Mann-Kendall test. Black lines denote the SEIO.
FIGURE 13

Linear trends of SSS in the SEIO for the periods of 1995-2000, 2000-2005, 2005-2011, and 2011-2016 derived from Exp-B (blue), Exp-Bv
(purple) and Exp-B minus Exp-Bv (orange). Error-bars denote the 90% confidence interval based on an F test.
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Local winds cause a weak SSH falling between 20o-28oS

(Figure 14E), and the corresponding SSS rise there is also limited

(Figure 14C). Yet, local winds lead to strong SSH rising between

10o-20oS in the SEC region, particularly west of 100oE. This

convergence enhances the southward intrusion of low-latitude

fresh water into the region, leading to a decline in SSS. The SSH

rise in this region is mainly caused by upwelling Rossby waves

excited by the anomalous anticyclonic winds (Figure 14F) via

Ekman pumping (Li et al., 2022).

To further illustrate the roles of ITF and local winds, we

examined sea surface freshwater flux (E - P) in each experiment

(figure not shown). The change in freshwater flux in Exp-B is at

least one order of magnitude smaller than that in Exp-BP minus

Exp-B and therefore has a very weak effect on salinity. This

further confirms that the ITF affects the SEIO salinity mainly

through ocean dynamics (such as advection). The change in

freshwater flux in Exp-BWminus Exp-B is sizable in magnitude,

and it mainly represents wind-controlled evaporation rate.

However, this effect is overall out-of-phase with precipitation-

dominated freshwater flux, although the correlation is

insignificant (-0.09). As such, local winds cannot contribute

positively to SSS change through evaporation.

To confirm the roles of ITF and winds through ocean

advection, we calculated the advection term for each experiment,

ADV = −u
∂ SSS
∂ x

− v
∂ SSS
∂ y

; (4)

where u and v are zonal and meridional surface currents,

respectively. In both Exp-B and Exp-Bv experiments, the

correlation between ADV and SSS tendency reaches 0.66

(Figures 15A, B), and the amplitude of ADV is larger than SSS
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tendency. Most of the large SSS tendency anomalies correspond

to ADV anomalies. This confirms that changes in the ITF

transport can alter the local ocean circulation of SEIO, which

in turn induces SSS changes through advection. The ITF water

salinity can also cause strong ADV anomalies (Figure 15C),

which mainly reflects the spreading of the salinity anomaly at the

ITF boundary to the SEIO, but its correlation with SSS tendency

is reduced to 0.37. In Exp-BW minus Exp-B, the correlation

between SSS tendency and ADV is only 0.07 (Figure 15D).

Although local winds can cause strong salinity advection (Huang

et al., 2020; Wu et al., 2021), ADV has a weak control effect on

SSS. It is possible that the evaporation change and advection

driven by winds do not form a synergistic effect or even cancel

each other, reducing the overall contribution of local winds to

salinity change.
5 Summary and discussion

The SEIO exhibits prominent decadal variability in SSS, with

notable impacts on ocean stratification, sea level, and regional

circulation. There still lacks a consensus among existing studies

on the underlying mechanism. In this study, the ROMS high-

resolution model is used to simulate the SSS variability of the SEIO,

and a series of sensitivity experiments are used to evaluate

contributions of different processes. The findings are summarized

as follows.

1) Analysis of observational data suggests that the SEIO

showed SSS decreases during 1995-2000 and 2005-2011 and SSS

increases during 2000-2005 and post-2011 periods. These

decadal changes are faithfully reproduced by ROMS simulation.
B

C D

A

FIGURE 15

Time series of monthly SSS tendency (black; in psu/s) and ADV (red; in psu/s) averaged over the SEIO derived from (A) Exp-B, (B) Exp-Bv, (C)
Exp-B minus Exp-Bv and (D) Exp-BW minus Exp-B.
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2) Through a series of sensitivity experiments, we find that

the ITF and local precipitation are major drivers of decadal SSS

variability, and the overall contribution of local precipitation is

larger. In comparison, local winds and evaporation play

minor roles.

3) Further analysis suggests that the phase lag between

precipitation anomaly and its resultant SSSA is merely ~1

month, much shorter than expected. Through experiments of

the LRSM, we find that oceanic dynamics modify the

relationship between precipitation and SSS, greatly shortening

their phase lag time. Precipitation change in the SEIO is mainly

associated to the decadal variations of Ningaloo Niño/Niña. The

response efficiency of salinity to decadal precipitation is

significantly higher than that to interannual precipitation.

4) Both the intensity and water salinity of the ITF can drive

SSS changes in the SEIO through advection, and their

contributions are approximately equal. The ITF intensity

change causes large-scale SSS anomalies between 15o-30oS,

while the ITF salinity change mainly affects its exit area.

Although local winds can also cause strong advection, its effect

on SSS is small.

The conclusions drawn from our results over the mechanism

likely differs from those of existing studies. Salinity budget analysis

for the SEIO region indicates that the ocean advection term likely

plays a more important role than the surface freshwater forcing

term in causing decadal SSS changes (Huang et al., 2020; Wu et al.,

2021), while our ROMS experiments suggest the leading role of

precipitation. This can be largely reconciled by considering the

differences in methodology. In fact, the ocean advection term in

the salt budget of a specific box region (such as the SEIO box) has

already contained the contribution of precipitation. For example,

the SSS anomalies generated north of the SEIO box by

precipitation changes (Figure 7) can access the SEIO box via the

southward Ekman flows. This part of precipitation-driven change

is attributed to advection rather than surface freshwater forcing in

budget analysis. With this regard, results based on model

sensitivity experiments can better clarify the source of

SSS variability.

Simulations in this study were performed using a forced ocean

model, which cannot provide insights into the ocean-atmosphere

interactions. Nevertheless, the Ctr of ROMS has well reproduced

the observed of SSSA in both amplitude and spatial-temporal

characteristics, placing confidence for our conclusions. Another

issue worthy of discussion is the nonlinearity. Our model

experiment design overall adopts the linear assumption,

potentially leading to underestimate or overestimate the

contribution of a nonlinear process, such as evaporation. Our

results indicate that this effect is generally small, given that the sum

of individual processes close to the total change. Our simulation

stops in December 2016, while Argo data suggest a continued SSS

increase till 2020. Whether this trend has reversed during the

“multi-year” La Niña condition of 2020-2022 is unknown. This

issue will be explored with extended observational data and model
Frontiers in Marine Science 16
simulation, which may provide further insights into the SEIO

salinity variability on decadal timescales.
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