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The dispersion of subsurface Lagrangian floats by eddies was observed directly in DeSoto Canyon, located in the northeastern Gulf of Mexico. Key elements of dispersion include the capture and release of floats by variations in eddy structure and intensity. Two separate eddy events were revealed through 60-day trajectories from five subsurface drifters deployed at 400 m depth in DeSoto Canyon. A changing background flow in DeSoto Canyon allowed for the contraction and expansion of the eddy’s “trap zone,” resulting in the capture and release of several drifters deployed in the area. To investigate the variability of dispersion due to this capture-and-release effect, virtual particle tracks from a 5-year numerical model simulation of the Gulf of Mexico were used. Large interannual variability was observed in eddy activity over the 5-year simulation. When coupled with a variable background flow, this greatly affected Lagrangian particle transport within the entire eastern Gulf of Mexico. During years of increased eddy activity, more virtual particles were “captured” from the along-slope flow and “released” offshore, increasing dispersion and residence time within the eastern Gulf of Mexico. The opposite was observed during minimal eddy activity, where more virtual particles remained within the along-slope flow and thus were funneled toward two main exit points out of the eastern Gulf of Mexico. Regions such as DeSoto Canyon with strong topographic constraints, a highly variable background flow, and considerable eddy activity are likely to spread tracers such as nutrients and contaminants over a substantial area due to this capture-and-release effect.
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1 Introduction

Transport pathways in the Gulf of Mexico (GoM) are controlled by large-scale circulation associated with the unstable Loop Current, eddies, bathymetric effects, wind forcing, and boundary-trapped waves. The dominant current in the GoM is the Loop Current, formed from the intrusion of warm Caribbean water into the Gulf across the sill between the Yucatan peninsula and Cuba. From this Loop Current, large eddies are produced, which may detach and dominate the circulation over most of the interior of the Gulf. Frontal instability of the Loop Current is thought to be partly responsible for a complex field of eddies in the northern GoM (Huh et al., 1981; Vukovich and Maul, 1985; Maslo et al., 2020). Most of the time, the Loop Current is south of about 26.5°N (Dukhovskoy et al., 2015). Thus, the Loop Current itself does not impinge on the northern slope region but generates a cascade of smaller-scale motions that subsequently intrude upon the northern Gulf slope and are partly responsible for the eddy activity there (Hamilton et al., 2000; Ohlmann et al., 2001; Ohlmann and Niiler, 2005; Hamilton and Lee, 2005; Hamilton, 2007). In addition, flow along the northern Gulf slope can be forced remotely by Loop Current interaction with the slope further south and east along the Florida escarpment (Oey and Lee, 2002; Hamilton and Lee, 2005; Nguyen et al., 2015; Jouanno et al., 2016; Liu et al., 2018).

In the northeast GoM, wind-driven currents dominate transport on the wide and shallow continental shelf but become only one of several factors controlling transport farther offshore (Weisberg et al., 2005), where mesoscale eddies with scales of 10–100 km are of equal or greater importance (Hamilton and Lee, 2005). Even smaller, submesoscale flow structures are gaining recognition as important components of both upper and deep ocean dispersion (Zhong and Bracco, 2013; Poje et al., 2014; Bracco et al., 2016; Liu et al., 2018).

Cyclonic (anticlockwise) and anticyclonic (clockwise) eddies have frequently been observed in DeSoto Canyon (DSC), located in the northeastern GoM (Hamilton et al., 2000; Wang et al., 2003; Hamilton, 2007; Hamilton et al., 2015). These eddies, along with wind forcing, have been associated with lower frequency ocean currents energetic at periods of weeks to months (Wang et al., 2003; Hamilton and Lee, 2005; Teague et al., 2006; Carnes et al., 2007; Hallock et al., 2009). Though most of the eddies are formed remotely and intrude upon the northeastern GoM, it has been proposed that some eddies might be locally generated in DSC (Weisberg et al., 2005), due to strong along-slope flow interacting with sharp bends in the bathymetry. In addition to eddy activity, coastally trapped shelf waves have been inferred from mooring data west of DSC (Carnes et al., 2007; Hallock et al., 2009). Potential driving forces are winds along the West Florida Shelf (Carnes et al, 2007) and eddies impacting DSC along the Mississippi–Alabama slope (Hallock et al., 2009).

Numerous observational studies (Hamilton et al., 2000; Wang et al., 2003; Leben, 2005; Liu and Weisberg, 2005; Ohlmann and Niiler, 2005; Hamilton, 2007; Hamilton et al., 2011; Liu et al., 2016; Furey et al., 2018; Perez-Brunius et al., 2018, to name a few) and numerical simulations (Morey et al., 2005; Nguyen et al., 2015; Bracco et al., 2016) have shown that the flow in the northeastern GoM is complex. This flow is often characterized by high temporal and spatial variability, which allows variable shear flows, as well as high and low vorticity environments, to exist on a range of scales. Eddies in such an environment will experience varying trap zone sizes (Shapiro et al., 1997), leading to the capture and/or release of particles as the eddies propagate through this fluctuating background flow. In this manner, eddies can transport particles away from preferred flow pathways, which are often constrained by ocean bathymetry at depth (Weisberg et al., 2011), and into the interior of the basin.

We postulate that the capture-and-release effect of eddies in a variable background flow affects particle dispersion by transporting particles away from depth-constrained along-slope pathways. This allows particles to spread more uniformly throughout the northeastern GoM and increases their residence time within the eastern GoM. To explore this hypothesis, we will use subsurface RAFOS drifter data from the eastern GoM, as well as output from a 5-year Regional Ocean Modeling System (ROMS) simulation over the entire GoM.

The paper is organized as follows. RAFOS drifter data and an overview of the ROMS model simulation are described in Materials and methods. respectively. A brief outline of self-organizing maps (SOM) is located at the end of Materials and methods, followed by results and a discussion.



2 Materials and methods

Lagrangian surface and subsurface drifter track data are usually employed in a statistical fashion to observe ocean currents and estimate turbulence and diffusivity within specific flow regions (LaCasce, 2008; Salle et al., 2008; Balwada et al., 2016; Balwada et al., 2021). In this paper, we consider the tracks of five subsurface RAFOS drifters, deployed in DSC over approximately 60 days (15 June 2012–05 August 2012). These drifters were part of the Deep-C Dispersion Experiment in the Eastern Gulf of Mexico to investigate the dispersion in DSC and the northeastern GoM (Hancock and Speer, 2013). To expand upon the results from this novel RAFOS drifter experiment, we use the output from a 5-year free-running version of the ROMS data assimilative counterpart over the entire GoM (Maslo et al., 2020).


2.1 RAFOS float data

Thirty-six autonomous drifters, called RAFOS drifters, were deployed at 11 locations in DSC in May of 2012 (Figure 1), as part of the Deep-C Dispersion Experiment in the Eastern Gulf of Mexico (Hancock and Speer, 2013). The RAFOS float is an acoustically tracked subsurface drifter (Rossby et al., 1986) programmed to listen for coded acoustic signals from distant moored sound sources. Using the measured arrival times of the sound signal and the speed of sound in water, the positions of the drifters are determined by triangulation. The drifters are ballasted to drift at a fixed pressure, hence depth, for a year. Their 400-m-drift depth is deep enough to be below direct surface layer effects yet shallow enough to be deployed well within the canyon. This was the first experiment of its kind focused on the continental slope region in the northern GoM. Temperature and pressure records are obtained along with position, as actual depths can differ from the ballasted depth due to errors and changes in weight over the course of the mission. The median depth of the drifters over the experiment was 419 m, with a range from 343 to 486 m.




Figure 1 | Map of the northeastern GoM with a map of the entire GoM in the top left-hand corner. The red rectangle on the full GoM map indicates the extent of the northeastern GoM (28°N–30°N, 85°W–90°W) as used during the SOM analysis. Red, yellow, and blue lines indicate the border between the eastern GoM and western GoM, Caribbean, and Atlantic, respectively, for the particle ending location calculation in Section 3.4 and Figure 12. Isobaths are shown in black at 200, 500, 1,000, and 2,000 m. Yellow and red circles indicate RAFOS drifter and ROMS virtual particle deployment locations, respectively.



Position fixes were obtained three times per day in order to resolve higher frequency motion. Apparent in some tracks is small-scale motion that are resolved inertial oscillations. In general, the accuracy of the position is expected to be about 1–2 km, although it can be worse at times when the float has a poor position relative to the sound sources or when it lies in a sound shadow. Sources were deployed to ensure tracking within DSC itself, which means other distant locations were less well covered with acoustic RAFOS signals.

Float deployments close to the seafloor, here the continental slope, are particularly risky since small ballasting errors of a few grams can translate into many meters of depth change, and touching a muddy bottom can change the weight and lead to failure. Due partly to this effect, of the 36 drifters deployed, 20 returned usable data, producing a total of 3,663 float-days of data. See Hancock and Speer (2013) for the full float report and Speer (2013) for the data.

All RAFOS floats are used when calculating the pseudo-Eulerian flow field in DSC. As most of the floats had left DSC after 100 days, we used only the first 100 days of RAFOS float data. For the capture and release of RAFOS floats by eddies, however, we focus on the trajectories of five specific RAFOS floats, which were captured by two eddies in DSC.



2.2 ROMS model output

Initially, this ROMS simulation was developed to provide the background solution for a 4DVAR data assimilative run to generate a GoM ocean reanalysis product. For this study, we employ 4 years of daily mean output from the free-running version, which is used to investigate the effect of eddies on virtual particle spreading and pathways within the eastern GoM.

ROMS is a 3D primitive equation ocean model employing hydrostatic and Boussinesq approximation (see Shchepetkin and McWilliams (2005); Shchepetkin and McWilliams (2009) and www.myroms.org for a full description of the model). The model is applied to the GoM and part of the Caribbean Sea using a grid with ~5 km horizontal resolution. It contains 327 × 375 computational cells and 36 vertical levels, extending from 97.7°W to 79°W and from 15.6°N to 30.54°N (Maslo et al., 2020; Morey et al., 2020). A nonlinear, free running (i.e., no data assimilation) simulation was integrated with forcing from 2010 to 2014 (Maslo, 2020). The bathymetry combines information from the “General Bathymetric Chart of the Oceans” (GEBCO), data from NOAA, proprietary data from PEMEX, and other observations collected during several cruises performed by the Ensenada Center for Scientific Research and Higher Education (CICESE). The need to smooth the bathymetry to avoid pressure-gradient–associated errors is a well-known problem of sigma coordinate models and can have an impact on the simulated deep and near-bottom circulations. To minimize this problem, an interactive method was used (Sikiric et al., 2009), where smoothing is only applied to the locations where spurious bottom currents generated by pressure gradient errors are observed. This method preserves a good representation of bathymetric features important to this study, such as the shelf break and DSC.

Hourly atmospheric forcing is provided by the Climate Forecast System Reanalysis (CFSR) (Dee et al., 2014). A bulk formulation scheme was used to calculate the heat, water, and energy fluxes at the surface (Fairall et al., 1996). The contribution from 21 rivers was included as point sources in the model domain. Daily measured water flux values provided by the U.S. Geological Survey (USGS) are used for the Mississippi and the Atchafalaya rivers, while climatological values reproducing the annual cycle are used for the Mexican rivers. In addition, 11 tidal constituents obtained from the Oregon State University TOPEX/Poseidon Global Inverse Solution (TPXO) (Egbert and Erofeeva, 2002) were introduced as a separate spectral forcing at the boundaries to the free surface and barotropic velocity, and as tidal potential at every grid point.

Initial and daily open boundary conditions are obtained from the “Global Eddy Permitting Ocean Reanalysis” 2 version 3 by Mercator Ocean—GLORYS2v3. Clamped conditions are applied at the southern and eastern boundaries, while a combination of radiative boundary conditions with nudging towards the GLORYS results is used at the northern boundary. Though the model is forced by prescribed surface and boundary conditions for the years 2010–2014, the fact that this simulation is not constrained by data assimilation means that the interior circulation features (e.g., the Loop Current and eddy field) behave stochastically and are not expected to replicate actual conditions from 2010 to 2014 (in the remaining text, reference to the simulation time periods will indicate the time periods of model forcing).

The ROMS hydrodynamics for this simulation was validated by Estrada-Allis et al. (2020) and Maslo et al. (2020), using velocity measurements from moorings and Lagrangian observations. This simulation was also compared to output from two additional numerical simulations, the Massachusetts Institute of Technology general circulation model (MITgcm) and the Hybrid Coordinate Ocean Model (HYCOM), over the same time period (Morey et al., 2020). Results demonstrated that ROMS was able to produce realistic surface and deep circulation in the GoM.

Virtual particle tracking in the ROMS simulation was done offline using the Dormand–Prince method (Dormand and Prince, 1980; Kimura, 2009). Since our primary interest is to supplement our sparse RAFOS results, all virtual particles are forced to stay at 400 m similar to our RAFOS deployment. Virtual particles were seeded daily at eight of the 11 RAFOS deployment locations (Figure 1) and advected horizontally for a year, using daily mean horizontal velocities from the ROMS simulation result. Due to RAFOS deployments occurring close to the slope and the horizontal ROMS model grid spacing employed, three of the RAFOS deployment locations were in water shallower than 400m and could not be used. Output was in the format of daily latitude and longitude positions for each virtual particle (see Maslo, 2020, for data). To validate the accuracy of virtual particle tracking, we subsampled ROMS virtual particles released in May 2012 and compared them to the RAFOS floats deployed in the same timeframe. Of the 248 virtual particles deployed, 20 were chosen at random, for 1,000 realizations. Both RAFOS floats and ROMS virtual particles were binned into a geographical grid of 0.25° longitude by 0.125° latitude and subsequently counted. Despite ROMS being a free-running model, and therefore not replicating actual conditions from 2012, we have good agreement between the float data and the mean virtual particle output (Supplementary Figure S1). Based on this result, and previous validations of ROMS model circulation, we presume the model output to be acceptable for further analysis.



2.3 Self-organizing maps

The goal of our research is to extract particle dispersion patterns and analyze their temporal variations. To this end, we use SOM, developed by Kohonen (1982), Kohonen (1998); Kohonen (2001); Kohonen (2013) and Vesanto et al. (2000). The SOM method is an artificial neural network based on unsupervised learning that performs nonlinear cluster analysis by mapping high-dimensional data onto a two-dimensional output space. Unlike variance-preserving EOFs, SOM preserves topology and naturally orders patterns most closely matching the original dataset (Liu and Weisberg, 2005). In other words, the SOM network architecture can be stretched and twisted but not cut or folded, and nodes will preserve connections to neighboring nodes, though distances between them can change (Supplementary Figure S2). However, SOM requires a predefined network architecture, which leads to user subjectivity when defining map size and shape. Results from SOM can therefore be strongly dependent on the initial architecture and parameter choices. Despite this, SOM has found widespread use across various disciplines as a pattern recognition and classification tool (Kaski et al., 1998; Oja et al., 2003; Liu et al., 2006; Liu and Weisberg, 2011; Vilibic et al., 2015; Liu et al., 2016; Meza-Padilla et al., 2019). For an in-depth explanation of the SOM technique, including the training process and parameter choices for oceanography, we refer the reader to Liu et al. (2006); Liu et al. (2016).

In our study, the spatial and temporal analysis was based on 36-time steps (i.e., monthly composites of virtual particle distribution in the northeastern GoM from 3 years of ROMS model output, see Supplementary Figure S2) and 4,100 grid points (i.e., a geographical grid of 0.05° latitude by 0.05° longitude over the northeastern GoM, see Figure 1), respectively. In the first step of the SOM training process, nodes are distributed randomly on a two-dimensional space, based on the multidimensional input data (Supplementary Figure S2). Successive steps then proceed iteratively between input data and SOM, until the nodes approach the best representation of the input data. This is achieved by finding the best matching unit (BMU), defined as the minimum Euclidian distance between the node weights and original input data, after each iteration. The BMU and neighboring nodes are modified towards the input data, allowing similar patterns to be mapped closer together and dissimilar patterns farther apart. Supplementary Figure S2 illustrates the SOM process visually, where the input is a 2D array of monthly composites of virtual particle distribution and the output is N maps of virtual particle distributions.

Several SOM parameters controlling the initialization, iteration, and final output are tunable. Liu et al. (2006) suggested a set of SOM parameters for practical application based on their evaluation of the tool. We follow their suggestions on the parameter choice for initialization, learning rate, and neighborhood function. In addition, the user must specify the SOM map size, which is an empirical process determining how much detail is available for the analysis. This means a trade-off exists between compressing information into a manageable size and accuracy (Liu et al., 2006). We chose a rectangular grid with approximately 30 nodes, calculated using the following formula:   [Vesanto et al. (2000)], and a hexagonal lattice to avoid directional preference (Kohonen, 2001). To determine the map grid arrangement, we used the ratio of the two largest eigenvalues of the input data to set the ratio of grid side lengths ([9 × 3]). The actual side lengths were then set such that their product approximated the number of nodes calculated above (i.e., 27). Sensitivity tests were performed with varying map grid arrangements, the number of nodes, and training length, where each scenario was run multiple times to ensure stability and consistency of the results. To further quantify the quality of our final maps, we used two error estimates provided by the SOM toolbox: average quantization error (QE) and topographic error (TE). The QE quantifies how much detail is being learned by the SOM, and TE measures the projection quality. For our analysis, QE and TE were 0.014 and 0.02, respectively, which indicate reliable maps. The SOM MATLAB Toolbox 2.0 by Vesanto et al. (2000) was used, which we downloaded from the Laboratory of Information and Computer Science at the Helsinki University of Technology (http://www.cis.hut.fi/somtoolbox).




3 Results


3.1 Eddies in DSC and the northeastern GoM

Five RAFOS drifters are captured by eddies in DSC, one transient cyclone moving with the background flow (Figure 2A) and another stationary anticyclone just south of the 1000-m-depth contour (Figure 2B). Drifter tracks are overlayed pseudo-Eulerian velocities (shown in dark pastel green), which were calculated on a geographical grid of 0.25° longitude by 0.125° latitude, using all RAFOS drifter tracks over their first 100 days. The transient cyclone captures one drifter (purple track in Figure 2A) within the upper part of DSC, close to the drifter deployment location, and travels southward with the background flow. As the cyclone enters an area with reduced background flow, it briefly captures two more drifters (red and black tracks in Figure 2A), before moving westward. Evident in the streamlines is the stationary anticyclone, which captures four of the drifters (red, black, green, and blue tracks in Figure 2B). Upon the drifters’ release from the stationary anticyclone, three continue westward (red, green, and black tracks), whereas one travels south (blue track).




Figure 2 | Tracks of RAFOS drifters captured by the (A) transient cyclonic eddy and (B) stationary anticyclonic eddy. A circle indicates the start of each track. Mean speed, calculated using all 20 RAFOS tracks over their first 100 days, is colored, with streamlines given in light green. Isobaths are shown in red. RAFOS drifters captured by the transient eddy are 1189 (red), 1194 (purple) and 1195 (black), and the stationary eddy are 1177 (green), 1189 (red), 1195 (black), and 1196 (blue).



Based on RAFOS trajectories, we estimated the transient cyclone to be O(10 km) in diameter and therefore too small to be detected by satellite remote sensing measurements, such as sea surface height and temperature anomalies. Although the stationary anticyclone is at the detection limit with a diameter of ~40 km, it is not distinguishable by satellite altimetry either. This could be because it is a subsurface eddy with weak surface expression. No other supplementary data, such as mooring arrays and/or hydrographic profiles, are available for this time period.

ROMS virtual particle tracks show similar structures throughout all five model years, with eddies ranging in size from O(10 km) to O(100 km) within the northeastern GoM. In fact, a stationary eddy is often seen at the base of DSC, in a similar location as that identified by the RAFOS floats data. Calculating velocities from the year-long virtual particle trajectories and binning these into a geographical grid (0.05° longitude by 0.05° latitude), we constructed monthly pseudo-Eulerian velocity fields for 2011–2013. These illustrate the presence of semistationary eddies in the northeastern GoM (Figures 3A, B). For transient eddies, single virtual particle trajectories show their presence in DSC (Figure 3C).




Figure 3 | Pseudo-Eulerian velocity fields for (A) September 2012 and (B) October 2012, calculated from virtual particle velocities binned in a 0.05° × 0.05° geographical grid. Mean speed is colored, and streamlines are given in black. Isobaths are shown in dark grey. (C) The first 100-day tracks of three virtual particles deployed in September 2012 were superimposed onto streamlines from (A), where the red box in (A) indicates the area of (C). Circles indicate deployment locations.





3.2 Circulation in the northeastern GoM

The Loop Current System (LCS) wields a significant influence on subsurface circulation in the northeastern GoM and DSC. Monthly pseudo-Eulerian velocity fields, calculated from year-long virtual particle trajectories and binned into a geographical grid of 0.05° ×0.05°, show strong eastward along-slope flow in 2010 and 2011 (Figure 4), corresponding to years dominated by a LCS that extends northwestward toward the Mississippi Canyon (Liu et al., 2016). Hamilton and Lee (2005) observed a similar correlation between LSC location and along-slope flow direction, attributing it to potential vorticity conservation. During late spring and early summer of 2011, the LCS extends northeastward toward DSC, which is clearly seen in the monthly pseudo-Eulerian velocity field (Figure 4). Again, Hamilton and Lee (2005) found evidence of a Loop Current Frontal Eddy intruding over the slope, affecting upper-layer along-slope flow patterns. In contrast, 2012’s flow field is much weaker, with an along-slope flow predominantly directed westward (Figures 3A, B). Multiple eddies were also present throughout the northeastern GoM. Although 2012 saw the shedding of two Loop Current Eddies (LCE), these moved quickly westward, and the Loop Current (LC) was retracted for large portions of the year (Liu et al., 2016). The flow in 2013 was a mixture between 2010–2011 and 2012, with the mean along-slope flow equally directed eastward and westward (not shown).




Figure 4 | Pseudo-Eulerian velocity fields for (top) January 2011 and (bottom) June 2011, calculated from virtual particle velocities binned in a 0.05° × 0.05° geographical grid. Mean speed is colored, and streamlines are given in black. Isobaths are shown in dark grey.



Eddy activity in the northeastern GoM is evident through the monthly pseudo-Eulerian velocity fields (Figures 3, 4). However, to better quantify the interannual variability in eddy activity, we calculated the yearly mean and eddy kinetic energy (MKE and EKE, respectively) for 2011–2013, using the following formula:





Here, the bar denotes the time mean, and N is the number of months. The calculation was performed for each 0.05° ×0.05° grid box within the northeastern GoM over 12 months. To identify the persistence of eddy activity, Figure 5 shows the ratio of EKE to the total kinetic energy (EKE+MKE) as a percentage for each year. Elevated levels of EKE along the West Florida Shelf (WFS) and Mississippi–Alabama slopes in 2011 are most likely due to variability in the along-slope flow. Previous work has suggested several causes for this variability, such as wind forcing, the LCS, and eddy activity (Wang et al., 2003; Hamilton and Lee, 2005; Teague et al., 2006; Carnes et al., 2007; Hallock et al., 2009). The year 2011 also exhibits high EKE along 87°W and 88°W, which is probably due to the northward extension of the LCS in late spring and early summer of that year. In comparison, 2012 has elevated EKE levels throughout most of the northeastern GoM, with noticeably lower values on the WFS and Mississippi–Alabama slopes. This correlates to monthly pseudo-Eulerian velocity maps, which display abundant eddy activity within the whole northeastern GoM during most months. Similar to the monthly pseudo-Eulerian velocity fields, 2013 exhibits high EKE both along the slopes and within the interior, indicating a mixture of high eddy activity and variable along-slope flows.




Figure 5 | Ratio of EKE to total kinetic energy (EKE+MKE) in each grid cell, represented as a percentage for 2011 (top), 2012 (middle), and 2013 (bottom) in the northeastern GoM. EKE and MKE are calculated from virtual particle velocities binned in a 0.05° × 0.05° geographical grid, for each year separately. Isobath is shown in black.





3.3 Virtual particle dispersion in the northeastern GoM

To investigate pathways out of DSC and the northeastern GoM, we again use the year-long virtual particle trajectories and 0.05° ×0.05° geographical grid, counting the number of virtual particles in each grid cell for each month, normalized by the total number of virtual particles in the basin. Figure 6 shows results from 2 months with abundant (Figure 6A) and marginal (Figure 6B) eddy activity, respectively. When there is considerable eddy activity in the northeastern GoM (defined here as north of 28°N), virtual particles are dispersed within the entire northeastern basin, such as in October 2013 (Figure 6A). However, whenever eddy activity is at a minimum, virtual particles are more confined to the slopes bordering either the WFS (Figure 6B) or the Mississippi–Alabama Shelf, dependent on the predominant direction of the along-slope flow.




Figure 6 | Density of virtual particles in each grid cell normalized by the total number of virtual particles in the domain, represented on a log scale for (A) October 2013 and (B) December 2010. Isobaths are shown with black and gray lines. The red line indicates 28°N, and the black outlined section indicates water depths greater than 1,500 m along 28°N.



To further illustrate these pathways out of the northeastern GoM and how they fluctuate in time, we explore the longitude at which virtual particles move south across 28°N (red line in Figure 6) as a function of time (Figure 7). There are significant differences both within and between years. During the latter part of 2010, most virtual particles exited east of 87°W, whereas 2012 reveals the opposite flow pattern, with most virtual particles exiting west of 87°W. If we define 86.5°W–89°W as the interior basin with a water depth greater than 1,500 m (the black outlined portion of the red line in Figure 6) and consider the total number of virtual particles crossing 28°N at that location, we can examine the cumulative effect of variable eddy activity (Figure 7A). Although we see singular months with a sizable particle density crossing 28°N in the interior basin during 2010–2011, half of the months exhibit particle densities less than the lowest values found in 2012–2013. On a yearly timescale, 2010–2011 had a third less virtual particles crossing 28°N in locations where the water depth is greater than 1,500 m, compared to 2012–2013 (Figure 7A). In other words, more virtual particles were confined to slope regions during 2010–2011 than in 2012–2013.




Figure 7 | (A) Virtual particle density, normalized by the total number of virtual particles in the domain, moving south across 28°N in water depths greater than 1,500 m (defined as 86.5°W–89°W, the section of the red line at 28°N outlined in black in Figure 6), as a function of months from deployment. The inset box gives the mean for each year. (B) Virtual particle density, normalized by the total number of virtual particles in the domain, moving south across 28°N as a function of longitude and time, is represented on a log scale.



How are these particle pathways connected to the dynamics occurring in the northeastern GoM? To answer this question, we use the SOM method to extract particle dispersion patterns over the model years 2011–2013 in the area 28°N–30°N, 85°W–90°W (red box in Figure 1). In order to reduce errors associated with the SOM technique, we settled on a [9 × 3] hexagonal grid of nodes. SOM maps (i.e., nodes) and BMUs (i.e., the SOM map that best describes the dataset at each time step) associated with each of the model years 2011, 2012, and 2013 are grouped in separate figures (Figures 8–10), whereas the full map of nodes in the hexagonal grid can be found in the Supplementary Material (Supplementary Figures S3 and S4). Six of the SOM maps never occurred during model years 2011–2013 (maps 8, 11–14, and 17). Of the remaining SOM maps, we notice differences between 2011 and 2012–2013. During 2011, we predominantly observed variations of eastward flow along the WFS and reduced eddy activity occurring in maps 1, 18, 19, 20, and 21 (Figure 8). A composite of these SOM maps illustrates this exiting flow pattern (Figure 11A), which occurs 58% of the time in 2011. This agrees with the EKE (Figure 5) and monthly pseudo-Eulerian velocity fields (Figure 4) for 2011, which show reduced eddy activity and increased along-slope variability. In contrast, westward flow along the Mississippi–Alabama shelf dominates in 2012 (maps 4, 6, 16, 25, and 26), with an increased eddy activity in the northeastern GoM (Figure 9). The year 2013 shows similar increased eddy activity as 2012, though with a mixture of eastward and westward along-shelf flow patterns (Figure 10). Again, we created a composite of the SOM maps where mixing occurs in 2012–2013 (this will be termed “eddy mixing”), shown in (Figure 11B). Eddy mixing occurs 75% of the time during 2012–2013, which is corroborated by the EKE (Figure 5) and monthly pseudo-Eulerian velocity fields (Figure 3) for 2012–2013. We observe a similar pattern in particle recirculation, with increased virtual particles within 3 km of their initial deployment location during 2012–2013, compared to 2010–2011 (Table 1).




Figure 8 | (A) SOM maps presenting virtual particle density in each grid cell, normalized by the total number of virtual particles in the domain, for 2011, represented on a log scale. Isobaths are shown in black. (B) The user specified spatial arrangement of SOM maps for the analysis, where the white, red, and gray numbers represent SOM maps that never occur, occur in 2011, and do not occur in 2011, respectively. (C) The BMU for each month, where the white area signifies 2011.






Figure 9 | Same as Figure 8, but for 2012.






Figure 10 | Same as Figure 8, but for 2013.






Figure 11 | Composite of SOM maps to show typical exiting (A) and eddy mixing (B) flow patterns. Exiting and eddy mixing flow patterns are calculated as a mean of SOM maps [1, 18–21] and [4–7, 23–24, 26–27] (see Figures 5–7), respectively. The exiting flow pattern occurred 58% of the time in 2011, whereas the eddy mixing flow pattern occurred 75% of the time in 2012–2013. Isobaths are shown in black.




Table 1 | Number of ROMS virtual particles within 3 km of their deployment sites.





3.4 Virtual particle residence time in the eastern GoM

Given the above variations in virtual particle pathways exiting DSC, how do these control (1) the Lagrangian dispersion of virtual particles out of the eastern GoM and (2) virtual particle residence times in the eastern GoM? To answer both questions, we expand our view and investigate virtual particles that leave the eastern GoM. For this analysis, we divide our area into four sections: (1) the Atlantic (east of 82°W), (2) the western GoM (west of 92°W), (3) the Caribbean (south of 22°N), and (4) the eastern GoM (see Figure 1). Once a virtual particle leaves the eastern GoM, it is considered to be at its final destination. At the end of a virtual particle’s 1-year drift, if it has not exited the eastern GoM, this is considered its final destination. Approximately 3% of virtual particles re-entered the eastern GoM, almost exclusively from the western GoM, over the entire 4 years. Since we are primarily concerned with virtual particle pathways within and out of the eastern GoM, excluding the re-entry of virtual particles should not affect our analysis. We also want to note that, though the natural divide between the eastern and western sections of the GoM is located around 90°W, several virtual particles entering the region between 90°W and 92°W reversed direction before crossing 92°W and traveled back into the eastern GoM. To ensure these virtual particles were not identified as entering the western GoM, we set the divide at 92°W. Figure 12 shows virtual particles exiting the eastern GoM as a function of deployment month, throughout the model years 2010–2013. An increase in Lagrangian dispersion into the Atlantic (blue line) occurs during model years 2010–2011, whereas the reverse happens in model years 2012–2013 (purple line). Regarding the western GoM, 2012 sees a modest increase in Lagrangian particle dispersion into the western GoM (red line). We observe a similar distinction between 2010–2011 and 2012–2013 in virtual particle residence times (Figure 13), with an average 50-day shorter mean residence time in 2010–2011 compared to 2012–2013.




Figure 12 | ROMS virtual particles’ final destination as a function of deployment month, divided into the Atlantic (blue line), western GoM (red line), Caribbean (yellow line), and eastern GoM (purple line). Regions are defined as follows: Atlantic is east of 82°W, western GoM is west of 92°W, the Caribbean is south of 22°N, and eastern GoM is within the bounds of 22°N–30°N and 82°W–92°W (see Figure 1). Once a virtual particle exits the eastern GoM into one of the three locations, that location is considered its final destination. If after a virtual particle’s 1-year drift it has not exited into one of the three locations, the eastern GoM is considered its final destination.






Figure 13 | Residence time (days) of virtual particles in the eastern GoM as a function of deployment month. The solid red line shows the 4-year mean, whereas the light red lines show yearly means with arrows indicating offset from the 4-year mean.






4 Discussion

As shown analytically by Flierl (1981) and numerically by Shapiro et al. (1997), a variable background flow will change an eddy’s trap zone, allowing it to capture and release particles throughout the eddy’s lifetime. This means that the time a particle travels within an eddy is based on how close that particle is to the eddy’s core compared to the strength of the background flow. For a highly variable background flow, individual particles can be mixed along an eddy’s path through the capture-and-release principle, instead of being transported with the eddy until it decays. Although it is hard to quantify this type of mixing on a large scale, it can become important in areas where flow is highly constrained, such as DSC and the northeastern GoM. Mean flow at 400 m in DSC and the northeastern GoM is often confined to the continental slope, flowing either eastwards or westward along isobaths (Teague et al., 2006; Carnes et al., 2007; Hamilton et al., 2000; Hamilton and Lee, 2005). The along-isobath flows parallel to the West Florida and Mississippi–Alabama shelves transport particles to exit pathways into the Atlantic and western GoM, respectively. These exit pathways are located (a) at the western edge of the Florida Straits and (b) southwest of the Mississippi Canyon (Figure 14). RAFOS drifter tracks (Figure 2) illustrated how eddies can capture drifters and transport them across isobaths into the basin interior. Based on novel Lagrangian observations we postulate that eddies transport particles away from depth-constrained along-slope pathways, affecting their dispersion and residence times in the eastern GoM.




Figure 14 | Example virtual particle tracks for times with reduced (blue) and increased (red) eddy activity in the northeastern GoM. Gray-shaded areas located at the western edge of the Florida Straits and southwest of Mississippi Canyon denote particle exit points into the Atlantic and western GoM, respectively. Isobaths and coastlines are shown in black.



To draw together the larger-scale consequences of the eddy ejection effect, let us assume minimal eddy activity in the northeastern GoM, which means that flow at 400 m depth in DSC will primarily occur along isobaths. If this along-slope flow is directed eastward, it will transport virtual particles to the western edge of the Florida Straits where a majority of floats will exit into the Atlantic (Figures 11A, 12). Years with reduced eddy activity would see an increase in virtual particles exiting the eastern GoM, as well as a reduction in their residence times within the eastern GoM. This is consistent with model output from the years 2010–2011 (Figures 4, 5), which shows (a) an increase in the number of virtual particles exiting the northeastern GoM confined to the continental slope (Figures 7, 8), (b) an increase in the number of virtual particles exiting the eastern GoM into the Atlantic (Figure 12), and (c) a decrease in virtual particle residence time in the eastern GoM (Figure 13). However, if eddies populate the northeastern GoM, some virtual particles will be captured and transported away from the along-slope flows and into the basin interior (Figures 11B, 12). This will increase virtual particle residence times in the eastern GoM as well as reduce the number of virtual particles exiting the eastern GoM within their 1-year drift. Again, this is consistent with model output from the years 2012 to 2013 (Figures 3, 5), with (a) a spread in longitudes where virtual particles exit the northeastern GoM (Figures 7, 9, 10), (b) a decrease in the number of virtual particles exiting the eastern GoM (Figure 12), and (c) an increase in virtual particle residence time in the eastern GoM (Figure 13). Examples of virtual particle tracks for times with reduced and increased eddy activity in the northeastern GoM are shown in Figure 14.

Given the above modeling results, the LCS and eddies seem to dominate subsurface circulation in the northeastern GoM. It is therefore not surprising that neither virtual particle pathways nor virtual particle residence times show any significant seasonal signal throughout the model years 2010–2014, as both are dependent on the total flow at any one point. There is, however, significant interannual variability, which better reflects the temporal behavior of the LCS. In fact, Wang et al. (2003) established a connection between the location of the northern LC front and near-surface flows over the lower Alabama slope. It is thought that part of the eddy activity in the northeastern GoM is generated by the LCS and advected into the region (Hamilton et al., 2000; Ohlmann et al., 2001; Ohlmann and Niiler, 2005; Hamilton and Lee, 2005; Hamilton, 2007). There does, however, seem to be a preference for eddies along the Mississippi slope, which could be a reflection of bathymetric structures, such as canyons and headlands, in this region. Such structures could force the along-slope current to meander, setting the stage for eddy generation through potential vorticity conservation. Since the LCS seems to affect the along-slope current’s strength and direction, this could directly affect eddy generation in this area. DSC has also been suggested as a site for local eddy generation due to sharp bends in the bathymetry (Weisberg et al., 2005).

Although subsurface flow in the northeastern GoM is typically found to be constrained by bathymetry at depth, five RAFOS drifters showed across-isobath movement. If eddies can pull particles from preferred along-slope pathways and into the interior, this will modulate particle dispersion (Figure 14). Thus, the magnitude of eddy activity in the northeastern GoM not only affects particle dispersion in the northeastern GoM but residence times in the eastern GoM as well.

Similar to subsurface drifter data, surface float data in the northeastern GoM, notably from the Surface Current and Lagrangian Drift Program (SCULP II) and the Grand Lagrangian Deployment (GLAD), shows mesoscale eddies as an important dynamical feature affecting cross-slope flow (Ohlmann and Niiler, 2005; Poje et al., 2014; Hamilton et al., 2015; Mariano et al., 2016) and dispersion (LaCasce and Ohlmann, 2003; Poje et al., 2014). LaCasce and Ohlmann (2003) found evidence for super diffusive dispersion in surface waters using the SCULP II floats, with exponential growth over length scales of 50 km. Their results suggested a spectral continuum of eddies affecting relative dispersion, where eddies of a given scale affected dispersion of the same scale. Both LaCasce and Ohlmann (2003) and Ledwell et al. (2016) found evidence of exponential stretching of tracers into long filaments, despite the study sites being located at the surface and 1,100 m depth, respectively. Near DSC, surface velocity seems to be set by a combination of wind forcing, the energetic eddy field, and the northern LC front (Wang et al., 2003; Hamilton and Lee, 2005; Mariano et al., 2016). Given this complex flow pattern, float tracks are heavily dependent on the dynamical features present and, consequently, their deployment conditions. In fact, Poje et al. (2014) found residence times in DSC could vary from a week to a month, due to this. Both surface floats and subsurface floats observe transient and stationary eddy features in DSC during their deployment (Hamilton and Lee, 2005; Ohlmann and Niiler, 2005; Hancock and Speer, 2013). The eddy activity in DSC seems to homogenize the upper-layer potential vorticity, removing dynamical barriers for cross-slope flow (Hamilton and Lee, 2005). However, whereas surface floats move offshore and into the Atlantic within 90 days, subsurface virtual particles take an average of 230 days to reach the Atlantic (Figure 13). This difference is possibly due to the lack of direct wind forcing on the subsurface virtual particles.

The northeastern GoM, which includes the Mississippi–Alabama and WFS shelves and slopes as well as DSC, exhibits complex ecosystems defined by high biodiversity and substantial biomass. An important aspect of this is the plume of nutrient-rich low-salinity water from the Mississippi River outflow. Morey et al. (2003a), Morey et al. (2003b) and Schiller et al. (2011) showed using numerical simulations that this low salinity water can be transported off the shelf through a combination of wind forcing and mesoscale eddies in DSC. DSC is a natural pathway for particle transport across the slope, connecting deeper waters with shelf waters along the northeastern GoM. Hamilton and Lee (2005) found evidence of smaller-scale eddies near DSC, which could cause strong cross-slope velocities. These cross-slope velocities thus control the transport of contaminants, such as subsurface oil from the Deepwater Horizon accident, onto the slope and shelf, as well as nutrient-rich Mississippi plume waters off the shelf.

Regions such as DSC, with a highly variable background flow and considerable eddy activity, are likely to spread particles over a substantial area due to the capture-and-release effect of eddies. Eddies can draw tracers into long filaments, which preserves maximum concentrations and gradients better than simple lateral diffusion. Realizing this can aid in containment strategies for future anthropogenic contamination spills.

Although our research has shown the importance of eddy activity in the northeastern GoM, specifically with regard to particle dispersion and residence times, it suffers from several limitations. The main shortcomings are as follows: (a) the length of the numerical simulation, (b) virtual particle deployment confined to a singular location, and (c) a virtual particle’s inability to move vertically in the water column. The length of our simulation was 5 years, with 4 years of virtual particle tracking. With longer simulation times, for example, 20 years, more robust statistics would be available for the analysis. In particular, the SOM method would greatly benefit from an order of magnitude increase in timesteps. As the model output was intended to expand upon the float data, the virtual particle deployment and tracking were configured with the RAFOS experiment in mind. For more comprehensive statistics, particularly relating to the movement of particles into and through DSC, deployment locations should have included sites exterior to DSC, such as its western and eastern flanks. In addition, virtual particles were unable to move vertically in the water column, again to replicate the RAFOS experiment. Understanding the three-dimensional movement of particles in DSC, in particular the connection between the shelf, slope, and deep waters, is beneficial to ecosystem research on the northeastern continental shelf and slope. Future research in the northeastern GoM could start by remedying these noted shortcomings and thus forming a more coherent picture of the dynamics controlling subsurface flow, its variability, and its connectivity to the slope and shelf.
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Supplementary Figure 1 | Dominant pathways represented by number of floats/virtual particles in each grid cell (0.25o longitude x 0.125o) on a log10 scale for (top) RAFOS floats and (bottom) ROMS virtual particles deployed during May 2012. For this calculation, floats/virtual particles were not permitted to re-enter the northeastern box once they have exited it. Isobaths are shown in black. 

Supplementary Figure 2 | A schematic illustrating the SOM process. For our analysis, monthly virtual particle distribution maps (I) were reshaped into a 2D array for all time steps (II) and used as input for the SOM. The user creates the initial SOM map configuration (III) by selecting the network architecture (i.e., number of maps, lattice shape, initialization parameters etc.). At each timestep, the input data is used to modify the SOM maps (IV), by incrementally moving similar maps closer to the input data. Once the final modifications have been completed, the output data is converted from a 2D array into N maps of virtual particle distributions (V). Along with the N maps, SOM produces a timeseries indicating which SOM map best matches the data (best matching unit, BMU) at each timestep (not shown).

Supplementary Figure 3 | SOM maps presenting virtual particle density in each grid cell, normalized by total number of virtual particles in the domain, for 2011-2013, represented on a log scale. Map number and percentage of occurrence is given in the top left of each map and isobaths are shown in gray.

Supplementary Figure 4 | The BMU for each month, from 2011-2013, associated with the SOM maps in Figure S3.
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