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Forecasting Prorocentrum
minimum blooms in the
Chesapeake Bay using empirical
habitat models

Dante M. L. Horemans1*, Marjorie A. M. Friedrichs1,
Pierre St-Laurent1, Raleigh R. Hood2 and Christopher W. Brown3

1Virginia Institute of Marine Science, William & Mary, Gloucester Point, VA, United States, 2Horn Point
Laboratory, University of Maryland Center for Environmental Science, Cambridge, MD, United States,
3Center for Satellite Applications and Research, National Oceanic and Atmospheric Administration,
College Park, MD, United States
Aquaculturists, local beach managers, and other stakeholders require forecasts

of harmful biotic events, so they can assess and respond to health threats when

harmful algal blooms (HABs) are present. Based on this need, we are developing

empirical habitat suitability models for a variety of Chesapeake Bay HABs to

forecast their occurrence based on a set of physical-biogeochemical

environmental conditions, and start with the dinoflagellate Prorocentrum

minimum (also known as P. cordatum).To identify an optimal set of

environmental variables to forecast P. minimum blooms, we first assumed a

linear relationship between the environmental variables and the inverse of the

logistic function used to forecast the likelihood of bloom presence, and repeated

the method using more than 16,000 combinations of variables. By comparing

goodness-of-fit, we found water temperature, salinity, pH, solar irradiance, and

total organic nitrogen represented the most suitable set of variables. The

resulting algorithm forecasted P. minimum blooms with an overall accuracy of

78%, though with a significant variability ~ 30-90% depending on region and

season. To understand this variability and improve model performance, we

incorporated nonlinear effects into the model by implementing a generalized

additive model. Even without considering interactions between the five variables

used to train themodel, this yielded an increase in overall model accuracy (~ 81%)

due to the model’s ability to refine the regions in which P. minimum blooms

occurred. Including nonlinear interactions increased the overall model accuracy

even further (~ 85%) by accounting for seasonality in the interaction between

solar irradiance and water temperature. Our findings suggest that the influence

of predictors of these blooms change in time and space, and that model

complexity impacts the model performance and our interpretation of the

driving factors causing P. minimum blooms. Apart from their forecasting

potential, our results may be particularly useful when constructing explicit

relationships between environmental conditions and P. minimum presence in

mechanistic models.

KEYWORDS

harmful algal bloom, Prorocentrum minimum, forecasting, Chesapeake Bay, logistic
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1 Introduction

Harmful algal blooms (HABs) manifest themselves when

aquatic algal species grow to such levels that they negatively affect

humans, fish, or other aquatic organisms. Examples of such harmful

effects are a critical reduction of the oxygen concentration (Glibert

et al., 2018) or the production of toxins that may have a significant

effect on human and ecosystem health (Marques et al., 2010). It is

therefore important to forecast such blooms so aquaculturists and

coastal managers can assess risks to health and take appropriate

action, such as delaying shellfish harvest and closing beaches when

and where HABs are forecasted.

Various modeling techniques have been proposed to forecast

and model HABs [see Anderson et al. (2015) and Franks (2018) for

a recent review]. Overall, two main classes of models can be

distinguished: mechanistic and statistical models (Flynn and

McGillicuddy, 2018; Ralston and Moore, 2020). Mechanistic

models for these events are typically constructed using

fundamental laws of physics and analytical relationships of

physiology, and involve solving a set of (differential) equations

that allow the forecast of HABs in time and space (e.g., Wong et al.,

2007; Qin and Shen, 2019; Hofmann et al., 2021; Zhang et al., 2021;

Li et al., 2022). Conversely, statistical models forecast HABs by

constructing empirical relationships based on historical data and

linking various environmental conditions to the abundance or

probability of occurrence of HABs. A disadvantage of statistical

models is that they require large data sets, while a disadvantage of

mechanistic models is that they include many model assumptions

and thus require a priori insight into the functioning of HABs

including specific rate parameters needed to develop the

mechanistic model formulations (Kendall et al., 1999). Given the

complexity of HABs, statistical models have been preferentially

used to forecast HABs to date (Ralston and Moore, 2020). A wide

range of statistical models have been proposed, ranging from

generalized linear models (GLM) (e.g., Anderson et al., 2010;

Singh et al., 2014), generalized additive models (GAM) that allow

inclusion of nonlinear (interacting) effects (e.g., Carstensen et al.,

2015; Dıáz et al., 2016), to more advanced machine learning

techniques such as decision trees and support vector machines

(Recknagel et al., 1997; Brown et al., 2013; Cruz et al., 2021).

Numerous metrics can be used to assess the performance or

goodness-of-fit of such statistical models (Johnson and Omland,

2004; Ding et al., 2018). This is not only crucial to optimize and

compare model forecasting skill, but also to ascertain which

combination of environmental variables should be included in a

given model. The Akaike Information Criterion (AIC) (Akaike,

1998), which combines the maximum likelihood principle and

Kullback-Leibler information theory (Kullback and Leibler, 1951;

Stoica and Selén, 2004), is a commonly employed technique. The

advantage of this method is that it optimizes the likelihood function

of the model based on the observations while keeping the model as

simple as possible to avoid overfitting and assure the model’s

generality. Another less-complicated and broadly utilized metric

to quantify the goodness-of-fit when focusing on forecasting models

is the model accuracy, which compares the model projections and
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observations by dividing the number of correct forecasts by the total

number of forecasts (Stow et al., 2009). Although AIC and model

accuracy have been broadly applied using multiple statistical

modeling techniques to calculate goodness-of-fit, the effect of

model type on AIC, model accuracy, and the variability of model

accuracy through space and time is, as far as the authors are aware,

largely unknown.

In this contribution, we apply various statistical models to

forecast the likelihood of occurrence of high concentrations or

‘blooms’ of the dinoflagellate Prorocentrum minimum (also known

as Prorocentrum cordatum) in the Chesapeake Bay. P. minimum is

responsible for massive mahogany tides in the Chesapeake Bay,

which typically occur in spring. Shellfish culture failures have been

reported at sites where large blooms occurred in several Chesapeake

Bay tributaries, and at least one large fish kill and toxicity to scallop

larvae has been demonstrated for strains of P. minimum (Hégaret

and Wikfors, 2005; Wikfors, 2005). Their blooms also significantly

attenuate light and negatively affect the growth conditions of

submerged aquatic vegetation (Gallegos and Jordan, 2002;

Gallegos and Bergstrom, 2005). We consider two model types: a

GLM and GAM. An important motivation of choosing a GLM and

GAM analysis is that it allow us to study relationships between

environmental variables and the probability of P minimum blooms.

We determine the effect of model choice on the AIC and model

accuracy, and analyze how the model accuracy changes in time and

space. Ultimately, these insights will be used to add P. minimum

into our suite of forecasts available on the Chesapeake Bay

Environmental Forecasting System website (www.vims.edu/cbefs;

Bever et al., 2021).
2 Methodology

Approximately 3,600 in situ observations acquired between

1984-2020 from the Chesapeake Bay are used to construct the

statistical models for forecasting the likelihood of P. minimum

blooms in the Chesapeake Bay. A bloom is defined here as

concentrations greater than 1,000 cells mL−1 (Telesh et al., 2016;

Pease et al., 2021). We extract observations of P. minimum cell

counts and nineteen corresponding physical biogeochemical

parameters that were systematically collected over this period

from a large data set. We assume a two-class problem (cf.,

binomial distribution): we either detect a bloom or no bloom, and

apply logistic regression. Because we do not know the optimal

combination of environmental variables to forecast P. minimum

blooms, we assess more than 16,000 variable combinations and

identify the best combination based on the AIC and model

accuracy. We start with evaluating the accuracy of a relatively

simple GLM (Section 3). In a second step we replace the GLM by

a GAM to include nonlinear effects and interactions and analyze the

spatial and temporal variability of the model accuracy. Finally, we

explain the difference found in AIC and model accuracy when

adding nonlinearities, and the insights we gain into how

environmental variables affect the probability of P. minimum

blooms (Section 4).
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2.1 The Chesapeake Bay and
in situ observations

The Chesapeake Bay is more than 300 km long, approximately 50

km at its widest point, and has an average water depth of

approximately 7 m, ranging from 0-40 m (Figure 1). It is the largest

continental estuary in the U.S.A. It has multiple tributaries, of which

the Susquehanna River, located at the northern boundary, is

responsible for nearly 50% of the total freshwater input. The

Potomac and James rivers have the second highest freshwater

discharge (St-Laurent et al., 2020). The salinity ranges from 0 in the

upper tributaries to more than 30 near the mouth. The estuary’s

watershed is densely populated and is thus severely anthropologically-

impacted (Kemp et al., 2005), resulting in high nutrients loads of, for

example, nitrogen (Shenk and Linker, 2013). This stimulates

phytoplankton growth, which may increase hypoxic (O2< 2 mg L−1)

volumes from zero in winter to volumes of the order of 100 − 101 km3

in summer (Hagy et al., 2004; Bever et al., 2013; Frankel et al., 2022).

The Chesapeake Bay has been systematically sampled within the

Chesapeake Bay Program, resulting in long-term, biweekly or monthly,

in situ collection of a variety of physical and biogeochemical variables
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(Table 1). For a detailed description of the methodology, we refer the

reader to Chesapeake Bay Program (2022). We start from P. minimum

cell counts at 37 stations in the Chesapeake Bay (Figure 2) and extract

the corresponding nineteen physical and biogeochemical variables

based on station and date. This activity results in a data set

consisting of 3609 observations of P. minimum cell counts and

corresponding variables of interest. The number of blooms is 256.

Most observations were collected in the main channel and the majority

of blooms occurred in the upper region of the Chesapeake Bay

(Figure 2A) in April-May (Figure 2B).

We only use observations in the surface waters (i.e., < 1 m water

depth), with the exception of the vertical gradient of salinity and water

temperature. The reason is that P. minimum cell counts at deeper water

depth are unavailable. Solar irradiance, wind, and rain are from the

ERA5 reanalysis (Hersbach et al., 2020), which provides hourly

estimates on a 1/4 deg. grid. Long-term daily-averaged values of

solar irradiance are computed so they solely depends on Julian day

(cf., no spatial variability and a reduction of temporal variability caused

by, for example, clouds). Water depth is estimated using long-term

time-averages of observations collected between 1984-2020, resulting in

a fixed water depth at each station (cf., no temporal variability). Because

we are interested in biological activity (cf., blooms), we estimate the

dissolved oxygen saturation from salinity, temperature, atmospheric

pressure, and dissolved oxygen observations (Dataset U.S. Geological

Survey, 2011). The vertical gradients in salinity and temperature are

calculated from the slope of a linear fit that we apply to the salinity and

temperature observations over depth, requiring that at least 50% of the

total water depth was sampled.

2.2 Statistical models

In this section, we briefly introduce the binomial distribution,

and the two statistical models that we apply: GLMs and GAMs.

2.2.1 The binomial distribution
Before presenting the GLM and GAM, we introduce some

concepts of the binomial distribution that are required to

understand the core assumptions made to construct these models:

probability p, the expected value µ, and link or logit function g.

Our bloom data are binary: a bloom occurs or it does not.

Therefore, we assume that the bloom data follows a Bernoulli

distribution or, because multiple Bernoulli trials are considered, a

binomial distribution. The probability mass function of the latter

distribution in 1D reads as

f (y;  n,  p)  =  
n

y

 !
 py  (1  −  p)n−y  , (1)

in which n is the total number of trials, p is the probability of a

bloom, y ∈ {0, 1, ..., n} is the number of successes (i.e., blooms), and

(ny ) = n!/[k!(n − k)!] is the binomial coefficient. We can write Eq. (1) in

its exponential form by applying the identity operator exp[ln()]:

f y;  n,  pð Þ  =  
n

y

 !
exp ½hy  −  n  ln (1  +  eh  Þ�;|fflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflffl}

j! A(h; n)

(2)
FIGURE 1

The Chesapeake Bay and its bathymetry and main tributaries,
located on the East Coast of the U.S.A.
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with

h = ln  
p

1 − p
: (3)

The expected value E[y;h,p] is defined as

m = E½y; n, p� = o
n

y=0
yf (y; n, p) (4)

Summation of Eq. (2) from y = 0 to h, taking the derivative of

both side to h, and using the normalization property o
n

y=0
f (y; n, p) =

1, it can be shown that

m = ∂h A(h; n) = g−1(h) = n
eh

1 + eh
, (5)

where g is the link function, that is, linking µ to h, which reads

as

g = ln  
m

n − m
: (6)

The latter function is also known as the logit or log-

odds function.
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2.2.2 Generalized linear models
AGLM assumes that h can be expressed as a linear combination

of the environmental variable xi (e.g., salinity, temperature).

Following the same reasoning, if we have k independent

environmental variables, a GLM assumes

h = b0 +o
k

i=1
bixi (7)

The variables x1,…xk are normalized to balance the order of

magnitude of the various terms in Eq. (7):

xi =
exi −mean(xi)

std(xi)
, (8)

in which exi is the dimensional observation of xi, and mean(xi)

and std(xi) are the arithmetic mean and standard deviation of all

considered (dimensional) observations of xi, respectively. The

normalization enables a fair comparison of the response of

varying various environmental variables [cf., terms in Eq. (7)] and

the probability of a bloom. By maximizing the likelihood function L
(p;n,y), that is, given n and y, what is the most realistic estimate of p
TABLE 1 The nineteen environmental variables used to train the P. minimum models and their mean and standard deviation observed at the surface (<
1 m) in the Chesapeake Bay between 1984-2020.

Variable Definition Arithmetic mean Standard deviation Units

S Salinity 14.2 6.7 /

T Water temperature 17.6 8.0 °C

pH Water acidity 8.10 0.37 NBS scale

Si Silica concentration 7.5×10-1 7.1×10-1 mg L-1

swrad Solar irradiance at the water surface 192 54 W m-2

TON Total organic nitrogen concentration 5.1×10-1 2.4×10-1 mg L-1

TDP Total dissolved phosphorus concentration 1.6×10-2 1.4×10-2 mg L-1

O2 Dissolved oxygen saturation 104 16 %

TDN Total dissolved nitrogen concentration 4.8×10-1 3.2×10-1 mg L-1

TN Total nitrogen concentration 7.0×10-1 3.9×10-1 mg L-1

gradS Vertical gradient of the salinity 3.3×10-1 2.6×10-1 m-1

TDN : TDP Molar ratio of the total nitrogen to phosphorus concentration 106 117 /

TP Total phosphorus concentration 3.9×10-2 3.0×10-2 mg L-1

gradT Vertical gradient of the water temperature -1.1×10-1 1.8×10-1 °C m-1

NH4 Ammonium concentration 2.8×10-2 4.2×10-2 mg L-1

depth Total water depth 16.4 6.8 m

wind Magnitude of the wind velocity 3.3 1.6 m s-1

rain precipitation 2.0×10-5 4.6×10-5 kg m-2 s-1

TSS Total suspended solids concentration 9.5 7.0 mg L-1
/, dimensionless.
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[cf., swap the conditional of f(y;n,p)], we determine the fitting

parameters b0,…bk. The transformation between p, h (and thus

b0,…bk) follows from Eq. (3):

p =
1

1 + e−h
: (9)

Once we estimated b0,…bk, we can thus compute a probability

of a bloom p using this equation given x1,…xk.

2.2.3 Generalized additive models
GAMs are an extension of GLMs in which we allow for

nonlinear (interaction) terms:

h = b0 +o
k

i=1
si(xi) + o

k−1

i=1
o
k

j=i+1
Sij(xixj)|fflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflffl}

interaction terms

, (10)

where the coefficients bi are replaced by nonlinear functions si and

sij. In addition to its nonlinear characteristics, this approach allows us to

consider the effect of interactions. For example, what is the effect of the

interaction of salinity and temperature on the probability of a bloom to

occur. To fit the functions si and sij to the in situ data, we again

maximize the likelihood functionsL. To avoid overfitting, which results
in a less generic model, we add a penalty term that quantifies the degree

of ‘quivering’ of the fitted curve by taking the square of the second

derivative (the second derivative quantifies how fast the gradient

changes and is thus a measure for its short-term change). We use the

thin plate spline approach, which constructs sij (xi,xj) [or si(xi)] using
Frontiers in Marine Science 05
radial basis functions [i.e., f(r) = r2 ln (r)] and has a penalty term:

−lij
Z ​ Z ​

½∂xixi sij(xi, xj)�2 + 2½∂xixj sij(xi, xj)�2 + ½∂xjxj sij(xi, xj)�2
n o

dxidxj,

(11)

in which lij is a scaling factor to control the weight of the

penalty term. For the technical details and implementation, we refer

the reader to Dobson and Barnett (2018), Wood (2006), and the

functions glm() and gam() of the stats and mgcv packages provided

by the open-source R statistical software.
2.2.4 Imbalanced data
The P. minimum bloom data are heavily skewed, that is, the

number of observed blooms is significantly fewer than the number

of no-bloom occurrences (ratio<10%). This imbalance hinders the

construction of a useful model (Chawla et al., 2004; Kim et al.,

2021). A model constructed with such a distribution would

generally forecast a no-bloom event with an overall high accuracy

>90%, simply due to the low percentage of observed blooms. To

avoid this outcome, we apply the Synthetic Minority Over-sampling

Technique e (SMOTE) (Chawla et al., 2011). This method increases

the number of bloom data points by generating synthetic data of a

suite of physical-biogeochemical predictors associated with

observed blooms. A synthetic bloom data point (which is

represented by a value 1) is created by (1) randomly selecting one

out of five nearest neighboring bloom data points of a real bloom

data point in the multidimensional (cf., number of variables under
FIGURE 2

(A) Natural logarithmic number of P. minimum observations (left) and number of P. minimum blooms (right), and (B) temporal distribution of the P.
minimum observations at 37 stations in surface waters (i.e.,<1 m water depth).
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consideration) variable-vector space, (2) subtracting the selected

nearest neighbor and the bloom data vector of focus, (3) multiplying

this difference by a random number between 0.25 and 0.75, and (4)

adding this scaled difference to the bloom data point under

consideration. Synthetic data points are only used to train the

model. To estimate model accuracy, only real observations are

used as test data.

2.2.5 Goodness-of-fit and optimal
variable combination

We computed the goodness-of-fit of the statistical models using

three quantities: the AIC, the accuracy of forecasting a bloom a1,

and the accuracy of a no-bloom occurrence a0:

AIC = 2k0 − 2 ln  (L), (12)

a1 =
Npred
1

Nobs
1

, (13)

a0 =
Npred
0

Npred
0

, (14)

in which k’ is the number of model parameters, L is the likelihood

function of the model, Nobs
1 and Nobs

0 are the observed, and Npred
1 and

Npred
0 are the correctly forecasted number of bloom and no-bloom

events, respectively. From Eq. (12), we see that a lower AIC value

corresponds to a better goodness-of-fit; the number of model

parameters increases the AIC, whereas a higher likelihood decreases

this quantity. From Eqs. (13)-(14), the total model accuracy a is

a =
Nobs
1 a1 + Nobs

0 a0

Nobs
1 + Nobs

0

(15)

To avoid overfitting the GLM, an optimal combination of up to

five environmental variables were identified based on the AIC

(Figure S1, Supplementary Material). This can also be derived by

the following simple reasoning: if we require a minimum of five

observations for each dimension (cf., environmental variable), the

number of variables D is limited by the total number of data points

to train the model ~ 3000, that is, 5D ~ 3000, or D ~ 5. Using up to

five variables, the total number of variable combinations C is

C = o
5

D=1

Nvar !
D ! (Nvar − D) !

= 16663 (16)

in which Nvar = 19 is the total number of variables to choose from.

For each variable combination, we train 50 GLMs to incorporate the

variability that is related to the random subdivision of the data into a

training and test data set required to construct a GLM.We thus train a

total of 50×16663>800,000 GLMs.We compute the averaged (of the 50

GLMs) AIC and accuracy a1 and a2, and estimate the uncertainty by

computing the standard deviation. The optimal variable combinations

are determined by requiring that the corresponding AIC is <7.5

percentile, and model accuracy a>92.5 percentile, that is, selecting

the ~ 7.5% best results. To quantify the potential of applying individual

variables to forecast P. minimum blooms, we compute the probability
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that a variable is present in this set of optimal variable combinations

(‘Probability selected’) and its ‘Correlation to a bloom’, which varies

between -1 (variable is always negatively associated with the probability

of a bloom) and 1 (variable is always positively associated with the

probability of a bloom).
3 Results

3.1 Generalized linear models

Of the nineteen variables examined, S, T, and pH were found to

be the optimal predictors in forecasting a P. minimum bloom

(Table 2; Probability selected >50%). S and T are always

negatively associated with a bloom, whereas pH is linked to an

increase of the probability of a bloom to occur (Table 2). The second

most important predictors (Probability selected >20%) are nutrients

Si, TON, and TDP, and swrad. Si and TDP are linked to a decrease

of the probability of a bloom to occur, whereas swrad and TON are

linked to an increase. All other variables have a probability less than

20%. The goodness-of-fit of all 16,663 variable combinations and

the corresponding set of optimal combinations that was used to

determine the Probability selected and Correlation to a bloom can

be found in the Supplementary Material (Figure S1).

Based on the AIC, the optimal five-variable combination is {T, S,

pH, swrad, TON} (Table 3). If we only include three and four

variables to train the GLM, the optimal sets are {T, S, pH} and {T, S,

pH, swrad}, respectively. Including four or five variables results in a

significantly better model based on the AIC compared to using only

three variables (Welch two-tailed t-test, both p-values<2.2×10-16).

Considering five instead of four variables also results in a significantly

better AIC (Welch two-tailed t-test, p-value =1.8×10-12). Because

pH, O2, and nutrients may be linked to a consequence of a bloom

rather than a cause, we also determine the optimal set when we

exclude these variables. This results in optimal variable combinations

{T, S, swrad}, {T, S, swrad, depth}, and {T, S, swrad, depth, wind}

when restricting the number of variables to three, four, and five,

respectively. Based on the AIC, the model is significantly better when

using all five variables instead of only three (Welch two-tailed t-test,

p-value =1.9×10-6) or four (Welch two-tailed t-test, p-value = 2.6×10-

2). The model also significantly improves when including four

instead of three variables (Welch two-tailed t-test, p-value

=8.5×10-3).

Model accuracy of forecasting a bloom and no-bloom

occurrence varies in both space and time for the optimal

variable combination {T, S, pH, swrad, TON} (Figure 3). The

GLM forecasts blooms more accurately in the upper Bay region

and tends to not forecast them well in its lower reaches

(Figure 3A). Conversely, in the lower portion of the Bay, the

model more accurately forecasts no-bloom events. From a

seasonal perspective, the GLM forecasts P. minimum blooms

relatively accurately in spring (March-June), yet is less accurate

in forecasting no-bloom events during this time period

(Figure 3B). The opposite is true in all other seasons.
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3.2 Generalized additive models

To better understand the temporal and spatial variability in the

accuracy of forecasting P. minimum blooms and increase overall

model performance, we also applied GAMs to account for nonlinear

effects (Table 4). We only consider the two extremes: the optimal

variable combination {T, S, pH, swrad, TON}, and the three-variable
Frontiers in Marine Science 07
optimal model in which we only include physical variables {T, S,

swrad}. The optimal five-variable combination yields a significantly

greater model performance based on the AIC (Welch two-tailed t-

test, p-value =6.8×10-6) than the three-variable optimal model

(Table 4). In addition, GAMs that consider interactive terms are

significantly better compared to GAMs that do not include these

terms (Welch two-tailed t-test, p-value =8.6×10-11 and =5.3×10-12,
TABLE 3 Optimal variable combination with and without consideration of biogeochemical environmental variables to train the generalized linear
model and the corresponding goodness-of-fit.

Variable combination Goodness-of-fit

AIC† a‡
1 (in %) a‡ †

0 (in %)

Considering all variables

T, S, pH, swrad, TON 2848 ± 46 78.7 ± 2.4 77.8 ± 0.9

T, S, pH, swrad 2922 ± 40 76.0 ± 2.6 77.7 ± 1.0

T, S, pH 3025 ± 45 77.7 ± 3.0 76.4 ± 1.0

Considering physical variables only

T, S, swrad, depth, wind 3148 ± 38 79.7 ± 3.1 73.5 ± 1.1

T, S, swrad, depth 3179 ± 43 79.6 ± 2.2 73.2 ± 1.1

T, S, swrad 3214 ± 45 80.8 ± 2.9 73.2 ± 1.2
† Akaike Information Criterion.
‡ Accuracy of forecasting a bloom.
‡† Accuracy of forecasting a no-bloom occurrence.
TABLE 2 Ranking the nineteen variables based on their effectiveness in forecasting P. minimum blooms (cf., Probability selected) and the
corresponding effect on these blooms (cf., Correlation to bloom) using a generalized linear model.

Variable Definition Probability selected Correlation to bloom

S Salinity 0.93 -1.00

T Water temperature 0.58 -1.00

pH Water acidity 0.57 1.00

Si Silica concentration 0.38 -0.96

swrad Solar irradiance at the water surface 0.30 0.82

TON Total organic nitrogen concentration 0.26 0.98

TDP Total dissolved phosphorus concentration 0.21 -0.99

TDN : TDP Ratio of the total dissolved nitrogen to phosphorus concentration 0.19 0.90

O2 Dissolved oxygen saturation 0.18 0.23

TDN Total dissolved nitrogen concentration 0.17 -0.21

TN Total nitrogen concentration 0.16 0.75

gradS Vertical gradient of the salinity 0.14 -0.92

gradT Vertical gradient of the water temperature 0.14 -0.53

TP Total phosphorus concentration 0.13 0.52

NH4 Ammonium concentration 0.12 0.44

depth Total water depth 0.13 0.80

wind Magnitude of the wind velocity 0.12 0.81

TSS Total suspended solids concentration 0.10 0.61

rain Precipitation 0.09 0.40
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respectively). Interestingly, the model constructed using T, S, and

swrad that includes interactions improves model performance more

than the model using all five variables {T, S, pH, swrad, TON}

without interactions (Welch two-tailed t-test, p-value =3.8×10-9).

Inclusion of the interaction terms clearly improves model

performance when we analyze the temporal and spatial variability of

the model accuracy. For example, when we compare the accuracy with

and without interactions (Figures 4A, B), we see more points with

model accuracy > 0.6 (green and yellow) in the case with interactions,

and more points with lower accuracy (dark blue) in the case without

interactions. A similar pattern is seen for the temporal variability of the

accuracy (Figures 4C, D); inclusion of interaction terms uniformizes
Frontiers in Marine Science 08
the accuracy of forecasting a bloom in time (less variability in the size of

the blue bars). To summarize, the model continues to better forecast

the blooms located in the upper region of the Bay and no-bloom events

in its southern portion, yet model accuracy is more uniform in both

space and time when interaction terms are included in the model.
3.3 The effect of nonlinearities on
bloom probability

Including nonlinear effects in the GAM allows the model to

have a range of environmental conditions in which the
TABLE 4 Goodness-of-fit corresponding to the generalized additive model with and without consideration of interaction terms.

Variable combination Goodness-of-fit

AIC† a‡
1 (in %) a‡ †

0 (in %)

Without considering interaction terms

T, S, pH, swrad, TON 2287 ± 38 79.1 ± 2.4 81.9 ± 0.9

T, S, swrad 2428 ± 56 77.9 ± 3.9 79.6 ± 1.6

Including interaction terms

T, S, pH, swrad, TON 1697 ± 74 82.7 ± 2.5 86.1 ± 1.2

T, S, swrad 1986 ± 66 84.2 ± 2.6 82.9 ± 1.0
† Akaike Information Criterion.
‡ Accuracy of forecasting a bloom.
‡† Accuracy of forecasting a no-bloom occurrence.
FIGURE 3

(A) Accuracy of forecasting a P. minimum bloom and no-bloom occurrence, and (B) the corresponding temporal distribution of the accuracy when
using the optimal variable combination {T, S, pH, swrad, TON} and applying a generalized linear model.
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probability of a P. minimum bloom is optimized. This

corresponds to a (nonlinear) local maximum in h -xi space,

which is not possible in a GLM. The nonlinear response of the

probability of a bloom to S (ss) and T (sT) indeed shows such a

local maximum at a specific range of S and T [(Figures 5A, B);

horizontal red arrows] centered at ~ 8 and ~ 15°C, respectively.

The dots and shaded area depict the partial residuals and two

standard error bounds, respectively.
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The nonlinear interaction of terms captures the seasonal pattern

of the probability of bloom occurrence, and result in an increase of

goodness-of-fit and more consistent model accuracy over time.

Specifically, the swrad-T interaction term partly captures the

seasonality of bloom occurrence, that is, only a few blooms were

observed in fall and most blooms occur in spring (Figure 5C).

Indeed, the model forecasts a decrease in the probability of a bloom

(blue/green region, contour <-6) corresponding to the fall
FIGURE 4

Accuracy of forecasting a P. minimum bloom and no-bloom (A) without and (B) with consideration of interactions, and the corresponding temporal
distribution of the accuracy (C) without and (D) with consideration of interactions, using the optimal variable combination {T, S, pH, swrad, TON} and
applying a generalized additive model.
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observations and an increase (yellow region, contour > 2)

corresponding to spring observations. For completeness, we

added the GAM response to all other (interacting) variables to

the Supplementary Material (Figures S2–S4).
4 Discussion

4.1 Importance of biogeochemistry
and hydrodynamics

By training statistical models using more than 16,000 variable

combinations of nineteen physical and biogeochemical variables, we
Frontiers in Marine Science 10
showed that salinity, water temperature, pH, total organic nitrogen

(TON), and solar irradiance is the optimal variable combination to

forecast P. minimum blooms in the Chesapeake Bay. Our analysis also

allowed us to determine the effectiveness of individual environmental

variables in forecasting P. minimum blooms (Table 2) and the

corresponding effect on these bloom forecasts. Salinity, temperature,

and to a lesser extent, solar irradiance are the most important variables

that affect the probability of a bloom. In addition to these physical

factors, pH, silica, organic nitrogen, and dissolved phosphorus play a

role in forecasting these blooms. Organic nitrogen and pH show a

strong positive correlation to the presence of P. minimum blooms,

whereas silica and dissolved phosphorus are negatively correlated to

these blooms. These findings are consistent with various studies
(B)

(C)

(A)

FIGURE 5

(A–C) Nonlinear response of (the logit of) the probability of a P. minimum bloom to (normalized) (A) salinity (S), (B) water temperature (T), and (C)
interacting (normalized) T and solar irradiance (swrad), and the corresponding observations assuming a generalized additive model with interaction
terms [Eq. (10)] and the optimal variable combination {T, S, pH, swrad, TON}.
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presented in the literature. Hansen (2002) showed that P. minimum

tolerates relatively high pH values (> 9) compared to two other

dinoflagellate taxa (i.e., Ceratium lineatum and Heterocapsa

triquetra) in laboratory experiments, and that growth rate reaches a

maximum at a pH of ∼ 8. Olenina et al. (2010) found a correlation

between P. minimum abundance and pH in the coastal region of

Lithuania. The negative relationship of bloom probability with silica

may be due to competition with diatom taxa, which require silica, while

P. minimum does not. For example, the diatom Skeletonema costatum

is often dominant in the Chesapeake Bay (Marshall et al., 2006). The

positive response of a bloom to organic nitrogen agrees with Glibert

et al. (2001) who found that P. minimum blooms in spring in 1998

typically occurred after a peak of urea. Finally, the negative relationship

with dissolved phosphorus complies with Li et al. (2015) who showed

that P. minimum blooms are associated with low phosphate

concentrations in the Chesapeake Bay. Bi et al. (2021) also found a

negative relationship between the ratio of particulate organic nitrogen

to particulate organic phosphorus and diatom to P. minimum ratio.
4.2 Nonlinear dependence

Adding nonlinear (interacting) dependencies between predictor

variables results in valuable insights into the impact of these

dependencies on the probability of a P. minimum bloom occurring,

and may explain the improvement in the model’s ability to forecast

blooms. The nonlinear local maximum of the model response of the

probability of a bloom to salinity and temperature, centered at ~ 8 and

~ 15°C, respectively (Figures 5A, B), suggests that a high probability of

a bloom is constrained to specific regions of the Chesapeake Bay. This

restriction reduces error attributable to spatial variability (Figure 3A

versus Figure 4A). In addition, the model stresses the importance of the

nonlinear seasonal interaction between solar irradiance and

temperature, which is likely caused by the delayed effect of water

cooling and warming due to thermal inertia (Figure 5C). This seasonal

interaction between solar irradiance and water temperature partly

captures the seasonal hysteresis pattern observed in this interaction,

which may explain the further increase of the goodness-of-fit (i.e.,

decrease in AIC) and uniformity of the model accuracy in time

(Figures 4C, D). These results highlighting the need for nonlinearities

comply with previous studies. Tango et al. (2005) found that P.

minimum mainly blooms in April-May in the upstream region of

the Bay and showed that the blooms were restricted to salinities of 4.5-

12.8 and water temperatures of 12-28°C. This was confirmed by Li et al.

(2015) who demonstrated that the optimal temperature and salinity

ranges are 5-10 and 15-20°C. respectively. Fan and Glibert (2005)

indicated that urea uptake, which is most closely related to TON in our

set of five optimal variables, increased with increasing solar irradiance

during a bloom in the Choptank River, thus showing the importance of

the TON-solar irradiance interaction.
4.3 Model limitations and assumptions

Several assumptions and limitations are imposed to construct

our habitat suitability models, which may impact model
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performance and its application. Though we compared P.

minimum cell counts and environmental factors measured on the

same date near the water surface, we assume that the response of a

bloom and a set of environmental conditions is instantaneous (i.e.,

within one day) and vertical processes are of little importance.

However, we know that P. minimum needs time to grow and has

various life cycle stages (cf., cyst stage), with typical time scales on

the order of multiple days (Heil et al., 2005). In addition, P.

minimum may show a vertical gradient caused by both active

(i.e., vertical migration; Olsson and Granéli, 1991) and passive

(i.e., water flow; Li et al., 2021) processes.

The relatively small number of coincident observations of P.

minimum cell counts and environmental variables, as well as the

limited number of P. minimum blooms compared to the number of

total observations in the data set used in training, testing, and validating

the models, imposes limitations that must, if possible, be remedied. In

regards to the skewed number of blooms in the data set, we applied the

SMOTE method to generate synthetic bloom data points to balance the

bloom/no-bloom observations. To employ the largest data set possible,

we used a data set covering ∼ 35 years and thus assume that the

response of a bloom to environmental conditions and the sampling

methodology are fixed over these years. However, we know that, for

example, detection limits for various variables have been lowered over

these years [for changes in methodology, see Chesapeake Bay Program

(2022)]. Based on an analysis of the frequency distribution of the in situ

observations, we do not expect a major impact of changes in the

detection limits on our model application (for more details, we refer the

reader to the Supplementary Material; Figures S5–S8). Furthermore, we

assume a stationary response of P. minimum to the environment. These

assumptions may all affect the model performance. We therefore stress

the importance of additional observations and continued monitoring

campaigns to augment the essential data sets used in this analysis. Future

observations of P. minimum blooms and corresponding environmental

variables that are known to affect these blooms are required to further

improve our results and test their sensitivity to our assumptions.
5 Summary and conclusions

Forecasts of harmful algal blooms (HABs) are highly desired by

stakeholders, such as coastal managers and aquaculturists, so they are

able to assess risks associated with the presence of HABs and respond

accordingly. With this in mind, our objective is to add HABs into our

suite of forecasts available through the Chesapeake Bay Environmental

Forecasting System (CBEFS) (www.vims.edu/cbefs; Bever et al., 2021).

Here, we constructed empirical habitat suitability models with and

without consideration of nonlinearities to forecast the P. minimum

blooms in the Chesapeake Bay using a set of environmental factors for

which decades of in situ observations exist. By training statistical

models using more than 16,000 combinations of nineteen

environmental variables and comparing goodness-of-fit, we showed

that using a small subset of these variables provides optimal results.

Specifically, salinity, water temperature, pH, total organic nitrogen, and

solar irradiance form the optimal set of variables required to forecast a

P. minimum bloom. Including nonlinear interactions between these

variables improves the model’s ability to forecast the blooms (increase
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in accuracy of ~ 10%) and provides valuable insights into the variability

of the model’s ability to spatially and temporally forecast these blooms.

For example, a nonlinear response between the probability of a bloom

and (interacting) environmental conditions showed high probability of

blooms in specific regions (cf., range of salinity) and seasons (cf., range

of temperature and interaction between solar irradiance and

temperature). Given the dynamical complexities of P. minimum

blooms, we found surprisingly high overall model accuracy (up to ∼
85%). Our study highlights that additional observations of P. minimum

blooms and corresponding environmental variables that are known to

affect these blooms would be required to diminish model limitations

and increase model accuracy (at all times). One of the key findings of

our study is that this accuracy may vary based on the region and season

of interest. To our knowledge, this is the first instance in which a study

has provided seasonally and spatially dependent model accuracies for

HAB occurrence. Before our work, neither a qualitative nor quantitative

picture of this variability was available. Insight into the variability in

model accuracy in time and space is crucial for users of forecasts derived

from this model. Knowing the regions and season that come with lower

model forecasting accuracy can guide monitoring program managers

when and where to collect in situ observations so they can optimize

limited available funding and partly resolve these knowledge gaps. This

will likely increase model accuracy (at all times). Even with these

existing accuracy levels, we have found that coastal resource managers

are already using our forecasts to visit locations where the likelihood of

finding a bloom is highest. Stakeholders focus group meetings with

anglers have also revealed that anglers and charter boat captains will use

these forecasts to help them decide when and where to fish, so they have

the greatest chance of avoiding direct contact with HABs. Finally, apart

from their forecasting potential, our findings may be particularly useful

to construct explicit relationships between environmental variables and

P. minimum presence in mechanistic models. Ultimately, these insights

will be used to extend CBEFS with forecasts of P. minimum blooms by

forcing our empirical habitat suitability model using modeled forecasts

of salinity, water temperature, pH, total organic nitrogen, and solar

irradiance instead of in situ observations.
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