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The satellite lidar-derived ocean particulate backscattering coefficient (bbp) has

rarely been validated globally with in situ observations, and we need to

understand how well the satellite CALIPSO lidar bbp approach performs.

Whether lidar bbp performs better in terms of observation accuracy compared

to passive ocean color remote sensing has yet to be evaluated for detailed

validation. With the continued deployment of the BGC-Argo float array in the

global open ocean in recent years, data have accumulated with a total of 42,932

particulate backscattering coefficients (bbp) from 2010 to 2017, allowing for a

finer spatial and temporal scale evaluation of the performance of the CALIPSO

lidar-observed bbp. We evaluated the performance of CALIPSO-retrieved bbp
products using the data detected by the BGC-Argo floats at 12 spatiotemporal

matchup scales and discussed the differences in product performance at various

interannual, seasonal, and spatial scales. We compare lidar, float, and ocean color

bbp at the same locations and times and find that lidar bbp outperforms ocean

color data. We also analyzed the key conversion factor b(p)/bbp at different spatial
and temporal scales and found that there was a seasonal difference in the optimal

conversion factor.

KEYWORDS

evaluation, lidar, CALIPSO, BGC-Argo, MODIS, particulate backscattering coefficient,
global ocean, spatiotemporal correlation scales
1 Introduction

As a new type of active optical satellite sensor with vertical resolution capability,

satellite-based lidar can acquire all-day profile information of global ocean optical

parameters, which compensates for the lack of observation capability of passive

observation systems at night and at high latitudes and has outstanding advantages in the
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observation of vertical stratification of the ocean (Hostetler et al.,

2018), which has been achieved for global ocean surface roughness

and wind speed (Hu et al., 2009), ocean subsurface backscatter

profiles (Behrenfeld et al., 2017; Churnside et al., 2018), chlorophyll

a (Chl-a) concentration (Lu et al., 2014), phytoplankton biomass

(Behrenfeld et al., 2017), particulate organic carbon stocks

(Behrenfeld et al., 2013; Lu et al., 2014), and other ocean

parameters. At this stage, understanding the global carbon cycle

as well as the upper ocean dynamics processes and fine-grained

assessment of global primary productivity require higher accuracy

and precision of ocean information.

The particulate backscattering coefficient (bbp) is a core

parameter in ocean optics that is applied to marine ecology and

biogeochemistry studies (Churnside et al., 2013), which is

important for estimating ocean properties, such as particulate

organic carbon content, phytoplankton primary productivity,

chlorophyll concentration, particle size and zooplankton

migration (Churnside et al., 2013; Sauzède et al., 2016; Behrenfeld

et al., 2017). Therefore, the accurate observation of bbp is crucial for

marine scientific research. bbp, which represents the inherent optical

properties of water, is typically conducted using in situ methods or

passive water-color satellite remote sensing. However, the former

method requires deploying instruments on ships or buoys for in situ

observations, which involves significant human and financial costs.

Moreover, conducting large-scale bbp measurements within a short

period of time poses challenges and limitations for global marine

environmental observation(Churnside et al., 1998; Xue et al., 2021).

Passive ocean color satellite remote sensing has provided a

continuous record of global ocean surface information for more

than 20 years, but this measurement method, which relies on

natural light, also has inherent limitations: it does not work at

night or during the daytime when there is thick cloud cover, and it

does not work at high latitudes in polar regions (Lu et al., 2016).

This limitation can be overcome by using satellite-based lidar,

which uses pulsed lasers emitted to acquire water column data

without relying on sunlight to provide a light source, thus offering

the possibility to study diurnal variations in planktonic properties

and continuous observation during polar nights (Winker et al.,

2009). Then, whether LIDAR performs better in terms of

observation accuracy compared to passive ocean color remote

sensing means whose global observation capability can be

disturbed by atmospheric influence and solar altitude angle

limitation (Hostetler et al., 2018) has yet to be evaluated for

detailed validation.

Typically, the scope of in situmatching observation by satellite-

based lidar identification is more challenging than that of

conventional ocean color satellites. Passive ocean color satellites

generate a wide range of data, covering extensive spatial areas of up

to 2,000 km in the cross-orbit direction. In contrast, lidar satellites

provide only narrow strips of time snapshots captured by a single

lidar pulse. Additionally, the limited availability of in situ bbp
observat ion data poses a chal lenge to conduct ing a

comprehensive global-scale evaluation of product performance.

However, the formation of the ARGO global ocean observation

network provides a large amount of observation data with global

coverage, which compensates for the issue of insufficient in situ
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data. In recent years, there has been a significant increase in the

deployment of biogeochemical Argo floats (BGC-Argo floats)

worldwide. These floats are equipped with biogeochemical sensors

to measure various parameters, including pH, dissolved oxygen,

nitrate, chlorophyll, and particulate backscattering coefficient

(Taillandier et al., 2018; Claustre et al., 2020; Xing et al., 2020;

Ricour et al., 2021). These sensors provide valuable real-world

measurements of bbp across the global oceans. With the current

operational status of 462 BGC-Argo floats as of October 2022,

distributed globally, these instruments play a crucial role in

enabling a comprehensive assessment of global bbp product

performance. Therefore, a more comprehensive and detailed

product performance assessment can be achieved by using the bbp
data measured by the BGC-Argo buoy as in situ data for the

accuracy assessment study of ocean laser satellite profiling remote

sensing products.

In this study, we investigated the following question: “Are global

lidar bbp retrievals and BGC-Argo measurements consistent on

different spatiotemporal matchup scales?” First, we set up 12

spatial-temporal windows for matching and evaluated lidar bbp
using BGC-Argo bbp as in situ data (results are presented in section

3.1). Then, we compared the variability in lidar observed bbp
accuracy across years, seasons, and regions using matching results

with a spatial window of 9 km and a temporal window of +/- 12 h

(the results are shown in sections 3.2, 3.3, and 3.4, respectively).

Finally, we compared the quality of ocean color retrievals with lidar

products (see section 4.1 for details), compared the quality of lidar

daytime and nighttime products (see section 4.2 for details), and

investigated the temporal and spatial variability in the optimal b(p)/
bbp conversion factors used to optimize the lidar bbp inversion

algorithm (see section 4.3 for details) and discussed the BGC-Argo

quality control model (see section 4.4 for details).
2 Materials and methods

2.1 BGC-Argo observations

A global array of 42,932 vertical profiles containing bbp (700

nm, m−1) was collected from the IFREMER data archive (ftp://

ftp.ifremer.fr/ifremer/argo/). Worldwide access to this dataset,

especially the amount of data located in polar regions, is also

considerable (Figure 1A), so it can be used as valid in situ data to

verify the accuracy of CALIPSO polar data. In terms of temporal

distribution, the dataset consists of bbp data for the last 8 years from

May 2010 to April 2017, with more than 5,000 profiles for each year

after 2014 as a result of the increased number of floats (Figure 1B).

The vertical resolution of the BGC-Argo data was 1 m between 10

and 250 m, increasing to 0.20 m between 10 m and the surface

(Organelli et al., 2016). A suitable profile density enabled us to set

up various matchup configurations, evaluating CALIPSO lidar

more comprehensively.

The volume scattering function (VSF, m-1sr-1) at a wavelength

(l) of 700 nm and an angle of 124° was measured by the WETLabs

ECO Triplet Puck sensor installed on the BGC-Argo floats (Boss

and Pegau, 2001). The particulate backscattering coefficient at 700
frontiersin.org
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nm (bbp (700); m
−1) was obtained by deducting the contribution of

pure seawater (Zhang et al., 2009) from b(124°, 700) and applying a
conversion to total particle backscattering (Boss and Pegau, 2001;

Sullivan et al., 2013). Then, the range of measured values was

quality controlled in accordance with the technical guidelines

offered by the manufacturer (WET Labs ECO Fluorometer and

Scattering Sensor User Manual, 2016) for vertical profiles of bbp
(700), and negative spikes were eliminated (Briggs et al., 2011).
2.2 CALIPSO measurements

The cloud-aerosol lidar and infrared pathfinder satellite

observation (CALIPSO) satellite, which was launched in 2006, is

primarily equipped with an active sensor called CALIOP producing

simultaneous laser pulses at 1064 and 532 nm, with dual

polarization at 532 nm (cross-polarization and parallel-

polarization channels) (Winker et al., 2009). The parallel channel

signal in CALIOP is tainted by molecular scattering, but the cross-

polarized channel is predominantly caused by backscatter from

particles. The off-nadir tilt enabled the enhancement of particulate

depolarization ratios, which we compared with the diffuse

attenuation coefficient (Kd, 532 nm) obtained from airborne lidar

campaigns instead of MODIS data that were collocated, where the

average Kd was 1.76 (Behrenfeld et al., 2017; Behrenfeld et al., 2019).

Using these empirical linear relationships between depolarization

and Kd, particulate depolarization and Kd cancel each other out in

the equation.

Thus, the cross-polarization measurements of CALIPSO are

directly proportional to the particulate backscatter, or

bbp (532) =
2Kd  bw+

0:32* 0:98
2 
 
1 +   d p

d p
  ≈

2Kd  bw+

0:32* 0:98
2 
 

1
2Kd

≈  
bw+

0:32* 0:98
2 

(1)

CALIOP bbp data were only used when cloud layers were<1

optical depth (defined by the observation limit for the remaining

subsurface ocean signal). In addition, microwave scanning radiometer
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data (from AMSR-E/AMSR-2 at quarter degree resolution) were used

to omit CALIOP retrievals at high wind speeds ≥ 9 m s-1 to avoid

the influence of bubbles on bbp. Additionally, for lower winds,

pixels that showed regionally anomalously high depolarization

ratios were removed, as they are suspected to be contaminated

with bubbles or sea ice. This process removed an additional

3% of lidar data. In our study, the bbp product was collected from

http://orca.science.oregonstate.edu/lidar_nature_2019.php.

The Aerosol Optical Depth (AOD) and wind speed products

ut i l i z ed in th i s a r t i c l e were obta ined f rom ht tp : / /

orca.science.oregonstate.edu/lidar_public_v2.php.
2.3 Spatial and temporal matching across
BGC-Argo and CALIPSO data

This study’s methodology comprises four primary steps: BGC-

Argo data processing, temporal match, spatial match, and

evaluation at different spatial and temporal scales. Figure 2

visually represents the main study processes. During the

processing step of the BGC-Argo data, to match the CALIOP

estimates at 532 nm, BGC-Argo measured bbp(700) was scaled to

532 nm according to

bbp(532) = bbp(700)(
700
532

)g (2)

where the power-law slope (g) was set equal to 0.78 (Boss et al.,

2013). Finally, for comparison with CALIOP and MODIS estimates,

bbp(532) was depth-averaged with the following vertical weighting

function (Haëntjens et al., 2017):

bFLOAT
bp = o

​exp(−2Kd(532)z)bbp(532,z)

o​exp(−2Kd(532)z)
(3)

where Kd(532) is the diffuse attenuation coefficient of the

downwelling irradiance at 532 nm (m−1). Kd(l) was first

computed at 490 nm by fitting a fourth-degree polynomial

function on the logarithm of the downwelling irradiance Ed(490)

measured by the floats (OCR-504, Satlantic Inc.) and then

calculating the mean slope over the first 50 meters. Based on the
BA

FIGURE 1

Shows the spatial and annual distribution of 42,932 BGC-Argo float profiles with bbp between May 2010 and Apr 2017. Part (A) illustrates the
worldwide spatial distribution of these profiles, while part (B) displays their annual distribution in each temperature zone during the same time
period. Specifically, the graph in part (B) showcases the interannual distribution of profiles situated in the northern frigid zone, the northern
temperate zone, the tropics, the southern temperate zone, the southern frigid zone, and worldwide, from top to bottom.
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quality-control procedure described in Organelli et al., only profiles

of types 1 and 2 (for “good” and “probably good”, respectively) were

used. In addition, each data point acquired along the profile flagged

as “bad” or “probably bad” was removed. For 30% of the dataset, the

quality of the profiles was too poor (type 3) to calculate Kd(490). In

these cases, we used the average Kd(490) of profiles within a radius

of 100 km and a time period of 20 days (the decorrelation scale of

bio-optical properties), where bFLOATbp had changed by less than

50%. Kd(490) was then scaled to 532 nm according to (Lu et al.,

2016):

Kd(532) = 0:68(Kd(490) − 0:022) + 0:054 (4)

Afterward, we conducted spatial and temporal match between

in situ and satellite data. The high density of the float network

allowed us to test three matchup configurations: (1) Single float

profiles were colocated with the nearest 9 by 9 kmMODIS pixel and

CALIOP shots. At this spatial resolution, we set four time windows,

which are +/- 3 h, +/- 6 h, +/- 12 h and +/- 24 h. (2) Float and

CALIOP data were binned over 1° by 1° grid boxes and +/- 3 h, +/-

6 h, +/- 12 h and +/- 24 h periods. (3) Distances were extended to

30 km and four types of time windows. The spatial distribution of

matching points and the number of matching points for each

spatiotemporal window are depicted in Figure 3.
2.4 Methodology for assessing CALIPSO
bbp accuracy

We have selected the following five indicators to evaluate the

quality of CALIPSO data. R-squared (R² or the coefficient of

determination) is a statistical measure in a regression model that

determines the proportion of variance in the dependent variable
Frontiers in Marine Science 04
that can be explained by the independent variable (Nagelkerke,

1991). The formula is shown below:

R2 = 1 −oi(byi − yi)
2

oi(yi − yi)
2 (5)

where the numerator part represents the sum of the squared

differences between the true and predicted values, and the

denominator part represents the sum of the squared differences

between the true and mean values.

The adjusted R-squared value is a modified version of R-

squared that adjusts for predictors that are not significant in a

regression model (Miles, 2005). The formula is shown below:

R2
adjusted = 1 −

(1 − R2)(n − 1)
n − p − 1

(6)

where n is the number of samples and p is the number

of features.

The root mean square error (RMSE) is the square root of the

ratio of the square of the deviation of the predicted value from the

true value to the number of observations n (Chai and Draxler,

2014). It is used to measure the deviation of the observed value from

the true value. The formula is shown below:

RMSE =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N o

N
i=1(Xi − Yi)

2

r
(7)

where Xi is the predicted value and Yi is the observed value.

The mean absolute percent error (MAPE) is the average of the

distance between the model prediction and the sample true value

(Coyle and Lin, 1988). The formula is shown below:

MAPE =
100 %
m o

m

i=1

(yi − byi )
yi

���� ���� (8)
FIGURE 2

Presents the flow chart of this study.
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AMAPE of 0% indicates a perfect model, while a MAPE greater

than 100% indicates a poor model.

The standard deviation (SD), mathematical symbol s (sigma), is

most often used in probability statistics as a measure of the degree of

dispersion of a set of values (Beytas et al., 1983). The formula is

shown below:

SD=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
No

N

i=1
(Xi−m)2

s
(9)

where m is the average value.

3 Results

3.1 Various matchup configurations

We set three spatial windows (9 km (Figure 4), 30 km (Figure 5)

and 1°×1° (Figure 6)) and four time windows (+/- 3 h, +/- 6 h,
Frontiers in Marine Science 05
+/-12 h, +/-24 h) to obtain results for a total of 12 matching

dimensions. Among these spatial and temporal windows, the best

performance was obtained in the matching state with a spatial

window of 9 km and a temporal window of +/- 3 h. The number of

matching points obtained in this matching state was 58, the value of

RMSE was 3.7×10-4 m-1, and the value of the relative coefficient was

0.80 (Figure 4A).

For the matching points acquired under the +/- 3 h, +/- 6 h, +/-

12 h and +/- 24 h time windows, the data quality is best for 9 km in all

three time windows. As the time span increases, a closer distance

among the matching points indicates a more scientific and reliable

assessment from the matching point of view. Within the same spatial

window, the matching results for both the 9 km and 50 km spatial

windows show a trend that the closer the time is, the more accurate

the data are, but under the 1-degree spatial window, it reflects that the

+/- 24 h time window is the best case for data accuracy (Figure 6D).

Therefore, to provide more accurate information for the

evaluation and to ensure a sufficient number of matching points
B

C

A

FIGURE 3

Shows the results for matching points using different spatial windows, including a 9 km window (A), a 50 km window (B), and a 1°×1° window (C).
Additionally, the figure includes two subplots: (a) which displays the spatial distribution of matching points, and (b) which shows the number of
matching points in each time window, including all, daytime, and nighttime. The black dots represent matching points with a time window of +/- 3
hours, orange squares represent matching points with a time window of +/- 6 hours, blue triangles represent matching points with a time window
of +/- 12 hours, and purple diamonds represent matching points with a time window of +/- 24 hours.
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for discussing the data performance at spatial and temporal scales,

we discussed and analyzed the matching results with a spatial

window of 9 km and a temporal window of +/- 12 h in the

following section (see Table 1 for a detailed evaluation of the

data performance).
3.2 Annual variation in the accuracy of
CALIPSO measurements

We obtained a total of 121 matching points with a time window

of +/- 12 h and a spatial window of 9 km, among which the number

of matching points in 2015 was the largest, and the number of

matching points in daytime and nighttime was close to each other,

with slightly more matching points in daytime (Figure 7A).

In terms of interannual variation, the correlation of

determination between bbp measured by CALIPSO and bbp
observed by BGC-Argo were higher than 0.7 from 2013 to 2017,

with a high of 0.84 in 2015 (Figure 7B). Using BGC-Argo detected

bbp data to verify the accuracy of bbp data acquired by CALIPSO

during daytime and nighttime, we found that the highest R2was

during daytime in 2015 and during nighttime in 2017 (Table 1).

From 2012 to 2017, the correlation coefficients were higher during

the day than during the whole day and were higher than 0.9 in 2013

and 2015. The nighttime data, however, show a significantly higher

data accuracy for 2015-2017 than for 2011-2014. Comparing the
Frontiers in Marine Science 06
difference between daytime and nighttime data accuracy by year, we

found that the difference between daytime and nighttime

correlation coefficients was within 0.1 in 2014 and 2016 and up to

0.3 or more in 2012. The adjusted correlation coefficient is

consistent with the trend exhibited by the uncorrected

one (Figure 7C).

The RMSE was within 0.0011 m-1 for each year from 2011-2017

(Table 1), with the maximum value occurring in 2014 for both

daytime and nighttime, but the year in which the minimum value

was located differed, with the minimum value of the RMSE in 2012

for daytime and in 2017 for nighttime (Figure 7D). The average

absolute percentage error for each year from 2011-2017 was within

59.9%, with the largest in 2017 and the smallest in 2011 (Figure 7E).

The standard deviation of the CALIPSO bbp values was within

0.0011 for each year from 2011-2017, with the largest standard

deviation of the CALIPSO bbp values occurring in 2015 and the

smallest standard deviation in 2011 (Figure 7F).
3.3 Seasonal variation in the accuracy of
CALIPSO measurements

Since the CALIPSO data to be evaluated cover the whole world,

when we performed the seasonal analysis, we divided the seasons

for each of the Northern and Southern Hemispheres, so the seasonal

distribution of the obtained evaluation results was applied to the
B

C D

A

FIGURE 4

Displays the results of different temporal matching windows within a 9 km spatial window. The figure includes four subplots: (A) which shows the
results for a +/- 3 hour time window, (B) which shows the results for a +/- 6 hour time window, (C) which displays the results for a +/- 12 hour time
window, and (D) which shows the results for a +/- 24 hour time window.
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local seasons. At the level of the number of matching points

acquired, the highest number was obtained in spring and the

lowest was obtained in winter, with the difference between the

two numbers nearly doubling.

We found the most accurate data for summer with a correlation

coefficient of 0.86, but the summer product also had the highest

RMSE (Figure 8). The elevated RMSE of the product during the

summer season can likely be attributed to the transport of land-

sourced dust over the ocean. This phenomenon aligns with the

findings of Xiaomin et al. (2023), who reported an annual cycle of

aerosol optical depth at 550 nm (AOD550) with a peak in July,

primarily driven by dust transport(Xiaomin et al., 2023). In terms of

the correlation coefficient, except for autumn, all seasons show a

trend of more accurate nighttime data than daytime data. The

reason for the superior quality of daytime data compared to

nighttime data in autumn could be linked to the South Atlantic

Anomaly (SAA). The SAA has a notable impact on the backscatter

coefficient observations made by CALIPSO during nighttime,

causing an elevation in random fluctuations within the recorded

signal. This effect is further compounded by increased particle flux,

resulting in a significantly higher dark noise level in the 532 nm

channel during SAA, which is reported to be 30 times greater.

Consequently, the signal-to-noise ratio (SNR) experiences a fivefold

decrease at night (Hunt et al., 2009). The largest difference was

found in spring, with a correlation coefficient between bbp measured

by CALIPSO and bbp observed by BGC-Argo of 0.13 for spring bbp
Frontiers in Marine Science 07
during the day but a correlation coefficient of 0.68 at night (Table 1).

The daytime correlation coefficients are high in summer and

autumn and low in spring and winter, but the nighttime

correlation coefficients are high in spring and summer and low in

autumn and winter. The nighttime correlation coefficient in

summer was as high as 0.91 (Table 1), making it the season with

the closest data to the BGC-Argo float observed data of all seasons.

MAPE is the smallest for summer products and the largest for

spring (Figure 8). The standard deviation of the products varied

little from season to season, with the maximum occurring

in autumn.
3.4 Spatial variation in the accuracy of
CALIPSO measurements

Since the number of matched sites located in the Arctic and

Southern Oceans is too small, we selected six sea areas in other

global seas (Region 1 for the Mediterranean Sea, Region 2 for the

North Atlantic, Region 3 for the South Atlantic, Region 4 for the

Indian Ocean, Region 5 for the North Pacific, and Region 6 for the

South Pacific) as typical regions for spatial comparison of data

quality. As seen from the bar chart in Figure 9, the Mediterranean

Sea region has the best data quality performance among the six sea

areas, with the highest R-squared and the lowest RMSE, MAPE and

SD (Table 1, R-Squaredregion 1 = 0.64, RMSEregion 1 = 3.9×10-4 m-1,
B

C D

A

FIGURE 5

Shows the results of different temporal matching windows within a 50 km spatial window. The figure includes four subplots: (A) which displays the
results for a +/- 3 hour time window, (B) which shows the results for a +/- 6 hour time window, (C) which displays the results for a +/- 12 hour time
window, and (D) which shows the results for a +/- 24 hour time window.
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B

C D

A

FIGURE 6

Displays the results of different temporal matching windows within a 1°×1° spatial window. The figure includes four subplots: (A) which shows the
results for a +/- 3 hour time window, (B) which shows the results for a +/- 6 hour time window, (C) which displays the results for a +/- 12 hour time
window, and (D) which shows the results for a +/- 24 hour time window.
TABLE 1 Performance metrics of daytime and nighttime bbp in detail from interannual, seasonal and temperature zones in a spatial window of 9 km
and a time window of +/- 12 h.

N R-Squared Adjusted R-square RMSE/ m-1 MAPE/% SD

ALL (DAY+NIGHT)

Yearly 2011 3 0.14 – 0.0003 9.1130 0.0002

2012 13 0.32 0.26 0.0004 27.8611 0.0004

2013 16 0.80 0.78 0.0005 42.4683 0.0009

2014 24 0.70 0.69 0.0007 34.9588 0.0009

2015 30 0.84 0.84 0.0005 31.2262 0.0011

2016 24 0.71 0.70 0.0005 32.9935 0.0006

2017 11 0.72 0.69 0.0003 59.8987 0.0007

Seasonal spring 38 0.47 0.45 0.0004 51.3626 0.0007

summer 42 0.86 0.86 0.0006 24.0755 0.0009

autumn 28 0.54 0.52 0.0004 30.3330 0.0010

winter 14 0.15 0.08 0.0003 36.2397 0.0008

Spatial Mediterranean Sea 19 0.64 0.62 0.0004 93.7747 0.0004

North Atlantic 21 0.48 0.45 0.0014 – 0.0014

South Atlantic 14 0.53 0.49 0.0010 – 0.0010

(Continued)
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TABLE 1 Continued

N R-Squared Adjusted R-square RMSE/ m-1 MAPE/% SD

Indian Ocean 34 0.64 0.63 0.0004 – 0.0004

North Pacific 5 0.05 – 0.0010 – 0.0015

South Pacific 8 0.51 0.43 0.0006 – 0.0006

DAY

Yearly 2011 3 0.14 – 0.0003 9.1130 0.0002

2012 6 0.69 0.62 0.0001 17.3279 0.0001

2013 9 0.91 0.90 0.0003 51.4637 0.0006

2014 20 0.75 0.73 0.0006 33.1875 0.0007

2015 17 0.93 0.92 0.0003 26.9816 0.0010

2016 15 0.73 0.71 0.0005 25.1637 0.0005

2017 7 0.74 0.69 0.0003 31.4123 0.0005

Seasonal spring 25 0.13 0.09 0.0004 43.0296 0.0006

summer 32 0.86 0.85 0.0005 19.6612 0.0007

autumn 12 0.89 0.88 0.0002 24.8707 0.0006

winter 8 0.10 -0.05 0.0003 38.8639 0.0003

Spatial Mediterranean Sea 13 0.34 0.28 0.0004 – 0.0003

North Atlantic 14 0.68 0.65 0.0011 – 0.0011

South Atlantic 9 0.87 0.85 0.0004 – 0.0003

Indian Ocean 22 0.68 0.66 0.0005 – 0.0005

North Pacific – – – – – –

South Pacific 6 0.41 0.26 0.0007 83.8254 0.0007

NIGHT

Yearly 2011 – – – – – –

2012 7 0.34 0.21 0.0005 36.8896 0.0005

2013 8 0.75 0.71 0.0005 31.3615 0.0011

2014 4 0.70 0.54 0.0011 43.8155 0.0011

2015 13 0.80 0.78 0.0007 36.7768 0.0013

2016 9 0.81 0.78 0.0003 46.0432 0.0007

2017 4 0.93 0.90 0.0002 – 0.0011

Seasonal spring 13 0.68 0.65 0.0005 67.3876 0.0008

summer 10 0.91 0.90 0.0006 39.2508 0.0012

autumn 16 0.44 0.40 0.0006 34.4298 0.0012

winter 6 0.31 0.14 0.0004 32.7408 0.0010

Spatial Mediterranean Sea 7 0.85 0.82 0.0004 66.4020 0.0003

North Atlantic 7 0.37 0.25 0.0017 – 0.0017

South Atlantic 5 0.14 – 0.0017 – 0.0018

Indian Ocean 12 0.35 0.28 0.0002 – 0.0003

North Pacific 4 0.00 – 0.0007 – 0.0013

South Pacific – – – – – –
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MAPE region 1 = 93.77%, SDregion 1 = 3.8×10-4). The Indian Ocean

data quality is second only to the Mediterranean and better than the

Atlantic and Pacific (Table 1, R-Squaredregion 4 = 0.64, RMSEregion

4 = 4.2×10
-4 m-1, MAPEregion 4 = 140.72%, SD region 4 = 4.2×10

-4). We

postulate the observed decrease in product performance specifically

in the Indian Ocean region, which is associated with Aerosol

Optical Depth (AOD). Previous research has indicated that

marine aerosols in this region are predominantly influenced by

land-based sources, such as dust and biomass burning (Li et al.,

2014; Ma et al., 2021; Xiaomin et al., 2023). These aerosols are

transported from the West African coast to the North Arabian Sea

through distinct dust patterns. The higher concentration of Aerosol

Optical Depth in the Indian Ocean region introduces significant

noise into the CALIPSO data, leading to a noticeable decline in

product performance. Using the equator as the dividing line and

comparing the data quality situation in the North and South

Atlantic, the data quality in the South Atlantic is somewhat better

(Table 1, R-Squaredregion 2 = 0.48, R-Squaredregion 3 = 0.53,

RMSEregion 2 = 1.4×10-3 m-1, RMSEregion 3 = 1.0×10-3 m-1).

Similarly, using the equator as the dividing line, a comparison of
Frontiers in Marine Science 10
the North and South Pacific reveals that the Pacific Ocean exhibits

better data quality south of the equator (Table 1, R-Squaredregion

5 = 0.05, R-Squaredregion 6 = 0.51, RMSEregion 5 = 1.0×10-3 m-1,

RMSEregion 6 = 6.0×10
-4 m-1), as does the Atlantic Ocean. According

to recent studies by Xiaomin et al. (2023), the annual mean Aerosol

Optical Depth at a wavelength of 550 nanometers (AOD550) in the

northern hemisphere (0.187–0.207) is significantly greater

compared to the southern hemisphere (0.110–0.135) (Xiaomin

et al., 2023). Based on this observation, we speculate that the

elevated AOD levels in the northern hemisphere, including the

Pacific and Atlantic regions, have an impact on LIDAR detection,

resulting in higher noise levels in the CALIPSO product as

compared to the southern hemisphere. We used 0.3 as the

threshold to distinguish high Aerosol Optical Depth (AOD) cases

(spatial distribution can be seen in Figure 10A). We removed the

matching points between CALIPSO and BGC-Argo under the high

AOD conditions within a 9 km, +/- 12 h spatiotemporal window.

We found that the high AOD values were predominantly located in

the Northern Hemisphere. After removing these high AOD values,

the number of matching points decreased to 116 (Figure 10B).
B C

D E F

A

FIGURE 7

Shows the changes in annual accuracy of CALIPSO observations, based on the results of the matching point data fit evaluation within a 9 km spatial
window and a +/- 12 hour time window. (A) represents the interannual variability of the number of matching points. (B) denotes the interannual
variability of R-squared between CALIPSO products and BGC-Argo. (C) signifies the interannual variability of adjusted R-squared between CALIPSO
products and BGC-Argo. (D) represents the interannual variability of RMSE of CALIPSO products. (E) indicates MAPE of CALIPSO products. (F)
represents the interannual variability of SD of CALIPSO products.
FIGURE 8

Displays the changes in annual season of CALIPSO measurements, based on the results of the matching point data fit evaluation within a 9 km
spatial window and a +/- 12 hour time window.
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Furthermore, the R2 between CALIPSO bbp and BGC-Argo bbp
improved after the removal of high AOD values compared to the

situation where no removal was performed (R2
before = 0.739, R2

after

= 0.742, Figure 10C). Additionally, the Mean Absolute Percentage

Error (MAPE) decreased after the removal of high AOD values

compared to the situation where no removal was performed

(MAPEbefore = 35.50%, MAPEafter = 32.84%, Figure 10D).

Furthermore, CALIOP lidar measurements can be affected by the

presence of severe wind conditions. Elevated wind speeds can lead to

signal contamination due to the presence of bubbles, foam, and

whitecaps on the ocean’s surface. Conversely, during periods of low-

wind conditions, intense specular reflection originating from the sea

surface may cause saturation errors within the co-polarized channels.

These observations have been documented in previous studies

(Behrenfeld et al., 2013; Lu et al., 2014b) and contribute to regional

disparities in the precision of CALIPSOmeasurements.We used 6 m/

s as the threshold to distinguish high wind speed conditions (spatial

distribution can be seen in Figure 11A). We removed the matching

points between CALIPSO and BGC-Argo within a 9 km, +/- 12 h

spatiotemporal window when the wind speed exceeded 6 m/s. After

removing these high wind speed values, the number of matching

points decreased to 101 (Figure 11B). Furthermore, the R2 between

CALIPSO bbp and BGC-Argo bbp improved after the removal of high

wind speed values compared to the situation where no removal was

performed (R2
before = 0.739, R2

after = 0.742, Figure 11C). Additionally,

the Mean Absolute Percentage Error (MAPE) decreased after the

removal of high wind speed values compared to the situation where

no removal was performed (MAPEbefore = 35.50%, MAPEafter =

34.00%, Figure 11D).

In addition to wind conditions, the inherent optical properties of

seawater are influenced by temperature and salinity ancillary values

(Sullivan et al., 2006; Zhang et al., 2009). The backscattering by pure

seawater (bbw) can exhibit variations of up to 25% along salinity

(primarily) and temperature gradients (Sullivan et al., 2006; Zhang
Frontiers in Marine Science 11
et al., 2009; Werdell et al., 2013). The current CALIPSO bbp inversion

model lacks explicit consideration of the effects of temperature and

salinity, which may impact the accuracy of CALIPSO bbp products.

These regional differences in temperature and salinity, which affect

the scattering of seawater, can interfere with the inversion of the bbp
product, consequently leading to regional variations in the

performance of the product. In order to enhance the performance

of these products, we suggest incorporating the effects of temperature

and salinity in future CALIPSO bbp inversions. By doing so, we

anticipate significant improvements in the accuracy and reliability of

the CALIPSO bbp products.

Moreover, apart from the oceanic factors, it is important to

consider the impact of algorithms on product accuracy. The c factor
associated with particles (cp) is significantly influenced by the shape
and internal structure of particles (Meyer, 1979; Bohren and

Singham, 1991; Ulloa et al., 1994; Zhang et al., 2021).

Additionally, it varies among different phytoplankton species and

shows substantial variations across diverse seas (Boss and Pegau,

2001a; Chami et al., 2006; Berthon et al., 2007; Zhang et al., 2014;

Harmel et al., 2016). Consequently, applying a constant cp value to
interpret lidar signals obtained from various water bodies

introduces significant errors, as supported by the observed

differences in product performance over the sea.The study by V.

Noel et al. found that above the South Atlantic Anomaly (SAA),

CALIOP dark noise levels fluctuated by ±6% between 2006 and

2013 and followed a known inverse correlation (with a 1-year lag)

between local particle fluxes and the 11-year cycle of solar activity.

With the start of the 24th cycle of solar activity, the noise in the SAA

region decreases accordingly, and V. Noel et al. expect that the noise

may reach a minimum in 2014 (Noel et al., 2014). Therefore, we

explore the quality of CALIPSO nighttime bbp products for the SAA

region. Due to the limited number of matches, we chose the largest

spatiotemporal window (1° × 1°, 24 h) to ensure that CALIPSO and

BGC-Argo have enough matching points in each year for
FIGURE 9

Shows the classification of study sea areas and the results of data evaluation for each sea area, based on the matching point data fit evaluation
within a 9 km spatial window and a +/- 12 hour time window.
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discussion. It was found that in 2014 CALIPSO’s bbp product

reached the lowest MAPE between 2012-2017, at 16.88%

(Figure 12). This is in agreement with the predicted results of the

study by V. Noel et al.
4 Discussion

4.1 Comparisons of bbp estimates between
CALIPSO and MODIS

A regional evaluation analysis was performed by Lacour et al. in

2020 using different spatial windows (9 km, 1 and 2 degree grids)

and a 16-day time window (Lacour et al., 2020), which found a

relative error of 13% for CALIOP observations compared to Argo

buoy data, and this value is greater than that of MODIS-Aqua bbp
data. However, the performance analysis of Lacour et al. used Argo

Kd data to calculate CALIOP bbp without correcting for detector
Frontiers in Marine Science 12
interference, and there were sampling biases between CALIOP and

MODIS-Aqua, so the regional average of CALIOP was not

necessarily the same as the average of MODIS-Aqua. In the study

by Lu et al. (Lu et al., 2021), CALIOP and Argo buoy data were

compared globally on coarse spatial and temporal scales (1 degree

per month spatial-temporal window with 1-300 observations per

window). They found that the agreement between CALIOP and

Argo bbp improved after correcting for crosstalk, with the relative

difference decreasing from 36% to 5%, but their root mean square

difference did not change (~10-3 m-1). Bisson et al. in 2021 (Bisson

et al., 2021) compared the BGC-Argo data with Behrenfeld et al. in

their 2019 study (Behrenfeld et al., 2019) using a global comparison

of CALIOP data, starting with a decorrelation scale analysis to

identify appropriate temporal and spatial windows for overlap, and

they quantified the spatial and temporal scales at which Spearman’s

correlation slope decreases significantly, using spatial scales of up to

50 km and temporal matches of +/-3 h and +/-24 h. The

comparison shows that the CALIOP retrieval outperforms
B C D

A

FIGURE 10

Illustrates the comparison of matching points between CALIPSO and BGC-Argo before and after removing high Aerosol Optical Depth (AOD) values
within a 9 km, +/- 12 h window. (A) shows the spatial distribution comparison of matching points between CALIPSO and BGC-Argo corresponding
to high AOD values and normal AOD values within the 9 km, +/- 12 h window. (B) presents the comparison of the number of matching points
between CALIPSO and BGC-Argo before and after removing high AOD values. (C) displays the correlation coefficient between CALIPSO bbp and
BGC-Argo bbp before and after removing high AOD values. (D) represents the Mean Absolute Percentage Error (MAPE) between CALIPSO bbp and
BGC-Argo bbp before and after removing high AOD values.
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MODIS-Aqua, with a relative error of less than 20% for CALIOP

compared to 25% for MODIS-Aqua.

Evaluating the equivalent matching data between Argo

observations of bbp and CALIOP retrievals and MODIS retrievals

using matching results for a 9 km spatial window and 12 h time

window, we found that CALIOP has superior performance

(Figures 13B, D) with higher R2 (R2
CALIPSO=0.7388,

R2
MODIS=0.5072) and lower RMSE (RMSECALIPSO=5.0×10

-4 m-1,

RMSEMODIS=7.0×10
-4 m-1). At the same location of CALIPSO and

MODIS, CALIPSO still shows better performance (Figures 13B, F)

with higher R2 (R2
CALIPSO=0.7388, R

2
MODIS=0.4385) and lower

RMSE (RMSECALIPSO=5.0×10
-4 m-1, RMSEMODIS=8.0×10

-4 m-1).

Moreover, the bbp obtained by CALIPSO observation is closer to

that observed by BGC-Argo in terms of the slope of the fitted line,

and the bbp obtained by MODIS observation is slightly larger than

that obtained by BGC-Argo observation (Figures 13A, C, E).
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However, after limiting MODIS and CALISPO at the same

position, the bbp obtained from the MODIS observation has no

significant slope deviation from the bbp observed by BGC-Argo.

Upon comparing Figures 13D, F, it becomes evident that the

MODIS-detected bbp values are consistently higher than the

BGC-Argo measured values, primarily in the region characterized

by lower values around 10-3. The percent error interval of bbp
detected by CALIPSO was smaller and showed superior

performance (Figures 14A, B), especially for larger values of bbp.

CALIPSO showed better consistency compared to MODIS. Within

the consistency range, the absolute value of the difference between

bbp measured by BGC-Argo and bbp measured by CALIPSO is up to

0.0019 m-1, and the average value of the difference is 0.0002 m-1.

The absolute value of the difference between bbp measured by BGC-

Argo and bbp measured by MODIS is up to 0.0020 m-1, and the

average value of the difference is also 0.0002 m-1.
B C D

A

FIGURE 11

Illustrates the comparison of matching points between CALIPSO and BGC-Argo before and after removing high wind speed values within a 9 km,
+/- 12 h window. (A) shows the spatial distribution comparison of matching points between CALIPSO and BGC-Argo corresponding to high wind
speed values and normal wind speed values within the 9 km, +/- 12-hour window. (B) presents the comparison of the number of matching points
between CALIPSO and BGC-Argo before and after removing high wind speed values. (C) displays the correlation coefficient between CALIPSO bbp
and BGC-Argo bbp before and after removing high wind speed values. (D) represents the Mean Absolute Percentage Error (MAPE) between CALIPSO
bbp and BGC-Argo bbp before and after removing high wind speed values.
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4.2 Comparisons of bbp estimates between
daytime and nighttime

Due to the effect of solar background radiation, the performance

of lidar is much worse during daytime operation than during

nighttime operation, and the signal-to-noise ratio is lower during

daytime than during nighttime (Behrenfeld et al., 2013). However,

the evaluation results of all seasons under the 9 km spatial window

and +/- 12 h time window in the previous paper show that the

RMSE of the daytime product is smaller (Figure 8). To evaluate the

product performance more accurately, we narrowed the time

window and selected a 9 km, +/- 3 h spatiotemporal window, so

the definition of the daytime and nighttime periods is more strictly

controlled (Figure 15A). Due to the small number of matching

points under the hourly spatial window, the results show that

the performance of CALIPSO nighttime products is slightly

better than that of daytime products in spring (Figure 15C,

RMSECALIPSO=3.0×10
-4 m-1, RMSENIGHT=2.0×10

-4 m-1). However,

all other evaluated parameters show a slightly better quality of the

daytime product than the nighttime product (Figures 15B, D, E). There

is a polarization gain ratio error in CALIPSO’s nighttime results; the

nighttime backscattering depolarization ratios of land surfaces are very

different from the daytime measurements, and the nighttime

depolarization ratios are approximately 7% lower than the daytime

measurements (Hu et al., 2021). We speculate that this is related to the

sea surface wind speed; when the sea surface wind speed is higher at

night, the intensity generated by the sea surface has a very strong

impact on lidar observation. On the other hand, telluride radiation in

SAA induces free current spikes and a large amount of dark noise in

CALIOP nighttime measurements, which also has an impact on

nighttime measurements (Hunt et al., 2009; Noel et al., 2014).
4.3 Correction of the b(p)/bbp conversion
factor based on BGC-Argo

In previous studies, varying the b(p)/bbp conversion factor

greatly affected the data quality, and Bission et al. doubled b(p)/
bbp to produce different evaluation results from Lacour (Lacour

et al., 2020; Bisson et al., 2021). In a study by Zhang et al., it was
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discovered that the conversion factor cp for particles, which is

crucial for converting volume scattering functions (VSFs) to bbp at

different scattering angles, exhibits a varying rate of change as the

angle deviates from 120° (Zhang et al., 2021). However, the current

CALIOP data processing assumes a fixed value of a (anisotropy

factor), the ratio of the 180° backscatter to the average volume

scattering function value between 90-180°, as 1 (Behrenfeld et al.,

2022), overlooking the variability in the VSF-to-bbp conversion for

different angles. To address this discrepancy, we propose

investigating the conversion factor of b(p)/bbp at various spatial

and temporal scales, providing a means to account for the

associated error. Therefore, it is important to discuss the impact

of the b(p)/bbp conversion factor on the CALIPSO performance at

different times and locations and to quantify the optimal b(p)/bbp
values for different locations and time scales.

Firstly, we obtained b(p) of CALIPSO corresponding to

CALIPSO by substituting 0.32 of b(p)/bbp into the formula, and

then replaced bbp
CALIPSO(532) using bbp

BGC-Argo(532) as the

standard value to obtain the corrected conversion factor b(p)/bbp
for each matching point. Then We calibrated the b(p)/bbp
conversion factors for different years, seasons, and seas based on

BGC-Argo buoy data. The conversion factors for 2011-2017 were

above 0.2 (Figure 16A), the conversion factor for 2017 was the

largest (b(p)/bbp =0.4117), and the conversion factor for 2011 was

the smallest (b(p)/bbp = 0.2922). The conversion factors were above

0.3 for different seasons (Figure 16B), and the conversion factor was

the largest in spring (b(p)/bbp =0.4099) and the smallest in summer

(b(p)/bbp =0.3002). The conversion factors of different seas also

differ (Figure 16C), with the conversion factor of 0.3100 in the

Mediterranean Sea and 0.3820 in the Indian Ocean. The conversion

factors of both the Atlantic and Pacific Oceans are larger in the

north than in the south, with conversion factors of 0.3959 in the

North Atlantic, 0.3617 in the South Atlantic, 0.3835 in the North

Pacific, and 0.3835 in the South Pacific. The conversion factor was

0.3835 for the North Atlantic, 0.3617 for the South Atlantic, 0.2922

for the North Pacific, and 0.2922 for the South Pacific (Table 2). The

seasonal differences in theb(p)/bbp values may be caused by seasonal

differences in phytoplankton morphology. Silvia Pulina et al. found

that phytoplankton cells had a higher mean volume and lower mean

surface area ratio in winter (in the deepest mixed layer) and various
BA

FIGURE 12

Illustrates the interannual variation of MAPE for the nighttime bbp product of CALIPSO in the South Atlantic Anomaly (SAA) (the region ranges from
80°W-10°W and 10°S-45°S). (A) represents the spatial extent of the SAA region, while (B) indicates the interannual variability of the Mean Absolute
Percentage Error (MAPE) of the CALIPSO nighttime bbp product in this region based on BGC-Argo.
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geometries in spring (at the lowest nutrient concentrations), with

simple and compact geometries (spheres and cubes) having a lower

mean volume and higher mean surface area ratio with simple and

elongated geometries (cylinders) in summer (under thermally

stratified conditions) and a variety of geometries in autumn

(under moderate environmental conditions) (Pulina et al., 2022).
4.4 Quality control of BGC-Argo floats

Since the BGC-Argo buoy uses a disposable delivery method, it

is difficult to perform frequent calibration of the sensors it carries,
Frontiers in Marine Science 15
and it is also difficult to determine the cause of sensor errors after

drifting in the ocean (Wong et al., 2020; Takatsuki et al., 2002).

Therefore, quality control of the BGC-Argo buoy is necessary to

ensure the quality of its actual measurement data.

There are two modes of quality control for BGC-Argo profiling

buoy data: real-time quality control mode and time-delayed quality

control mode. Real-time quality control means quality control

within 24-72 hours after data generation, which is characterized

by fast and short processing times and average data accuracy, but

there are no obvious errors. Time-delayed quality control indicates

quality control within 90 days after data generation, and the data

quality can be reliably guaranteed by the information processed in
B

C D
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A

FIGURE 13

Displays the comparison between CALIPSO and BGC-Argo bbp (532 nm) matchups for a 9 km spatial window and a +/- 12 hour time window, as
well as the comparison between MODIS and BGC-Argo bbp (532 nm) matchups for the same spatial and temporal window. (A, B) denote the fitting
results of CALIPSO and BGC-Argo matching, (C, D) denote the fitting results of MODIS and BGC-Argo matching (all matching points), and (E, F)
denote the fitting results of MODIS and BGC-Argo matching (matching points of MODIS and CALIPSO at the same position).
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BA

FIGURE 14

Includes two subplots: (A) displays a Bland-Altman plot between CALIPSO and BGC-Argo, with the x-axis representing the mean of paired (CALIPSO,
Argo) observations and the y-axis representing the percent error of CALIPSO, and (B) shows a Bland-Altman plot between MODIS and BGC-Argo,
with the x-axis representing the mean of paired (MODIS, BGC-Argo) observations and the y-axis representing the percent error of MODIS. The
probability distributions for MODIS, CALIOP, and BGC-Argo bbp (532 nm) are included on the top of each plot.
B C D EA

FIGURE 15

Compares the performance of daytime and nighttime CALIPSO products. The figure includes five subplots: (A) compares the correlation coefficients
between daytime and nighttime products under two temporal windows (9 km, +/- 3 h and +/- 12 h), (B) shows the corrected correlation coefficients
between daytime and nighttime products under the same temporal windows, (C) compares the root mean square error between daytime and nighttime
products under the same temporal windows, (D) compares the mean absolute percent error between daytime and nighttime products under the same
temporal windows, and (E) compares the standard deviation between daytime and nighttime products under the same temporal windows.
B CA

FIGURE 16

Shows the best values of b(p)/bbp from 2011-2017 (A), for each season (B), and for different regions (C).
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this mode, which is suitable for scientific research (Schmechtig and

Thierry, 2015).

Version 1.0 of the Argo Biogeochemical Data Quality Control

Manual lists two quality control tests for bbp, including spike testing

and global range testing, but the current BGC-Argo program has not

formally released any documentation of quality control procedures

for bbp parameters. Recently, Giorgio Dall’Olmo et al. proposed a new

and more comprehensive real-time quality control model for bbp,

which includes a missing data test, high depth value test, negative

value test, noise profile test, and parking hook test (Dall'Olmo et al.,

2022). Therefore, when the BGC-Argo quality control model

matures, its reliability as real-world information for assessment will

be further improved. The BGC-Argo quality control for CALIPSO

bbp assessment will be further investigated.
5 Conclusions

The continued use of a large number of BGC-Argo buoys has

given us the opportunity to evaluate the performance of CALIPSO

bbp products at a finer spatial-temporal scale. We evaluated the

performance of CALIPSO-retrieved bbp products using the bbp data

detected by BGC-Argo buoys at 12 spatial and temporal windows

and found that the CALIPSO products exhibited higher quality at

more precise matching scales. We discuss the performance

differences in the products at different interannual, seasonal, and

spatial times using the matching results with a spatial window of

9 km and a temporal window of +/- 12 h. For the matching points

acquired under the +/- 3 h, +/- 6 h, +/- 12 h and +/- 24 h time

windows, the data quality is best for 9 km in all three time windows.

As the time span increases, the closer the distance of the matching

points indicates a more scientific and reliable assessment from the

matching point of view. In addition, we find that CALIPSO

performs better than MODIS products, and CALIPSO data have

better data quality during daytime than nighttime. We also analyzed

the key conversion factor b(p)/bbp on different spatial and temporal

scales and found that there are some seasonal differences in the

optimal conversion factor. When the BGC-Argo buoys are more

widely deployed and accumulated for a longer period of time, there

will be more sufficient matching points and finer matching scales to

obtain the optimal b(p)/bbp conversion factors for different sea
Frontiers in Marine Science 17
areas with global coverage. The BGC-Argo quality control for

CALIPSO bbp assessment will be further investigated.
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