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Submesoscale variability in a
mesoscale front captured by a
glider mission in the Gulf of
Finland, Baltic Sea

Kai Salm*, Taavi Liblik and Urmas Lips

Department of Marine Systems, Tallinn University of Technology, Tallinn, Estonia
Modern research methods enable unfolding the structure of the water column

with higher resolution than ever, revealing the importance of submesoscale.

Submesoscale processes have intermediate space and time scales of <5 km and

a few days in the Baltic Sea. A glider mission was conducted in the Gulf of Finland in

May 2018. The appearance of a mesoscale front as a response to the persisting

NE–E winds was observed. Within the front, smaller scale features at a lateral scale

of a km were apparent. The tracer patterns indicated the presence of two adjacent

motions – cold (warm) water penetrating upward (downward) on the lighter

(denser) side of the front. We suggest they were traces of ageostrophic

secondary circulation emerging while the loss of the upwelling-favorable forcing

arrested the strengthening of the front. The analysis showed favorable conditions

for the baroclinic and wind-driven instability. Such circulations could work to

equalize the differences in cross-front direction, affecting the stratification and

acting against the persistence of the mesoscale front. The spatial spectra of

isopycnal tracer variance revealed the depth-dependence of the spectral slopes

at the lateral scales of 1–10 km in the upper part of the water column. The differing

of the slopes in the density layers associated with the mesoscale front indicates

that frontal dynamics contribute to the energy cascade.
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1 Introduction

The growth in the resolution capabilities of ocean observations has unfolded a rich

structure on lateral scales of a kilometer (Karimova and Gade, 2016; Lips et al., 2016;

Carpenter et al., 2020). This scale, referred to as submesoscale, forms by the interplay between

atmospheric forcing and mesoscale motions. Turbulent motions associated with atmospheric

forcing mix the surface layer in the vertical and mesoscale horizontal flows advect water

masses introducing lateral variability (Ferrari and Boccaletti, 2004). Dynamically ocean’s

submesoscale is defined with order one Rossby and balanced Richardson number expressed

respectively as Ro = z
f and Rib =

f 2N2

b2y
, where z is vertical vorticity, f Coriolis frequency, N2

vertical buoyancy gradient and by horizontal buoyancy gradient (Thomas et al., 2008).
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Therefore, by definition, submesoscale is active in regions of strong

horizontal buoyancy gradients, strong vorticity, and weak vertical

stratification. However, observations have shown that energetic

submesoscale can be triggered throughout the ocean (Thompson

et al., 2016; Yu et al., 2019b).

Comprehending the nature of submesoscale proposes a challenge

as the dynamics is neither fully two- nor three-dimensional. Although

being constrained by geostrophic and hydrostatic momentum balance

to some extent, submesoscale flows can break this balance to show a

forward energy cascade (McWilliams, 2016). Fronts are recognized as

one of the primary sources of submesoscale motions (Thomas et al.,

2013; Garcia-Jove et al., 2022). Fronts are known to be subject to

frontogenesis (Lapeyre et al., 2006), frictional forces (Thomas and

Ferrari, 2008), baroclinic instability (Boccaletti et al., 2007), and

baroclinic submesoscale instability (Fox-Kemper et al., 2008;

Thomas et al., 2013). Frontal submesoscale efficiently transfers

energy to small-scale diapycnal mixing and dissipation through

induced submesoscale flows, resulting in modified stratification.

Therefore, the horizontal variations are closely related to the

changes in the vertical structure.

Frontogensesis is a process that leads to the local intensification of

the horizontal buoyancy gradient, requiring an acceleration of the along-

front velocity to hold the geostrophic balance in the cross-front

direction. An ageostrophic secondary circulation emerges to

compensate for the acceleration. The overturning circulation is

directed from the anticyclonic (light) to the cyclonic (dense) side of

the front as the relative vorticity near the surface intensifies.

Downwelling (upwelling) results from the conservation of potential

vorticity that requires the horizontal flow to be convergent (divergent)

on the dense (light) side of the front (Spall, 1995). We refer the reader to

Figure 3 of Spall (1995). While the up- and downwelling rates are high

(Yu et al., 2019a), returning of the water parcels to their original depth

away from the fronts takes longer. Meanwhile, the external forcing has a

chance to interact with the upper ocean, meaning that, in the real ocean,

the horizontal buoyancy gradient is simultaneously subject to frictional

forces, which can lead to modifications in the heat fluxes (Thomas,

2005). The wind generates Ekman currents that de- or restratify the

water column, depending on the orientation between the wind and the

baroclinic geostrophic flow along the front. Downfront (upfront) winds

are aligned with (oriented against) the frontal jet, driving denser (lighter)

fluid over lighter (denser) (Thomas and Ferrari, 2008). We refer the

reader to Figure 1 of Thomas and Ferrari (2008).

Downfront winds reduce the potential vorticity in the Ekman

layer but can additionally induce secondary circulations that extract

potential vorticity from the pycnocline (Thomas, 2005). The mixed

layer deepens as a result. When the potential vorticity turns negative,

the flow becomes unstable (Hoskins, 1974) and symmetric instability

can develop if the mixed layer is deeper than the Ekman layer

(Thomas et al., 2013). Produced slantwise overturning cell at the

base of the front (Taylor and Ferrari, 2009) pushes the system toward

zero potential vorticity (Thomas et al., 2013). Thus, the stratification

is modified by a combination of restratification by frontal circulation

and surface forcing induced mixing of the density profile by

convection. If the front persists while being marginally stable to

symmetric instability, baroclinic instability can restratify the water
Frontiers in Marine Science 02
column through the generation of secondary circulation by releasing

potential energy (Boccaletti et al., 2007).

A large part of the insight into the submesoscale processes has

been achieved thanks to numerical simulations (Boccaletti et al., 2007;

Thomas et al., 2008; Mahadevan et al., 2010), while observations are

challenging due to the processes’ ephemeral nature (Yu et al., 2019a).

However, focusing on the regions where the environment favors the

presence of submesoscale flows, recent glider observations have well

demonstrated fine-scale water column structure. For instance, Pietri

et al. (2013) sampled an upwelling system and discussed a driving

mechanism that could explain observed submesoscale variability

compatible with cross-frontal cells. Further, Pérez et al. (2022)

analyzed submesoscale instabilities in a warm core ring and showed

the core to be susceptible to gravitational instability and the periphery

to symmetric instability under favorable downfront wind forcing.

While in the ocean, the use of gliders is common, only a few studies

have been conducted using gliders in the Baltic Sea (Karstensen et al.,

2014; Meyer et al., 2018; Carpenter et al., 2020; Liblik et al., 2022).

Observations by towed and autonomous devices (e.g., Lips et al., 2016;

Carpenter et al., 2020) have indicated the presence of submesoscale

activity, but the analysis of their nature is lacking.

Understanding the dynamics of the submesoscale allows for

improving numerical models to which a physically complex

environment like the Baltic Sea proposes a challenge (e.g., Tuomi

et al., 2012). In the Baltic Sea, the water column has a layered structure

that forms due to the atmospheric forcing and input of fresh river

water and saltier North Sea water. Although, in general, the sea is

shallow, the depth varying from a few tens of meters to a hundred

meters determines the characteristic structure of the water column.

The thermohaline structure can have one, two, or three layers.

Halocline is persistent at 50–70 m in most of the deeper areas (e.g.,

Alenius et al., 2003; Liblik and Lips, 2017), and the seasonal

thermocline usually develops above 20 m during spring (e.g.,

Alenius et al., 1998; Liblik and Lips, 2017). The presence of

submesoscale flows and features has been often indicated together

with rich mesoscale variability (Kikas and Lips, 2016; Zhurbas et al.,

2019). Numerous upwelling and downwelling events, fronts, and

eddies are characteristic features of the Baltic Sea (Pavelson et al.,

1997; Myrberg and Andrejev, 2003; Lehmann et al., 2012). In this

study, we use high-resolution glider observations that reveal multi-

scale variability of the water column.

A glider mission was conducted in the Gulf of Finland during the

formation of the seasonal thermocline. The hypothesis that energetic

submesoscale occurs within the mesoscale lateral density gradient

under certain atmospheric forcing was tested. The study provided

evidence of the frontal submesoscale processes and enabled their

preliminary characterization. To our knowledge, the present

investigation is the first attempt to study submesoscale processes in

a repeated coastal-offshore transect in the Baltic Sea. The paper is

organized as follows: Section 2 introduces the observational data and

used methods; Section 3 describes the wind forcing and the observed

water column structure concerning both the mesoscale and the

submesoscale ranges; Section 4 discusses the observed features and

their relation with the wind and the stratification; the last section

summarizes the work.
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2 Data and methods

2.1 Glider observations

The geographic area and season suggest the potential presence of

larger-scale horizontal buoyance gradients. Salinity increases from

east to west due to the large river discharge at the eastern end of the

gulf (Ylöstalo et al., 2016) and a cross-shore temperature gradient

could form due to faster warming in shallow areas (Lips et al., 2014;

Lips and Lips, 2017). Furthermore, pycnoclines have varying cross-

shore inclination depending on the local wind forcing (Liblik and

Lips, 2017).

The data set analyzed in the study was gathered from 9 May to 6

June 2018 using an autonomous underwater vehicle – the Slocum

G2 Glider MIA deployed in the Gulf of Finland slope area at 59.57°

N–25.05° E, Baltic Sea (Figure 1). The glider collected

oceanographic data along the 18 km long transect (S–N direction,

sampled 26 times). The Slocum glider can perform YOs without

reaching the surface. The mission set-up determined the glider to

perform 4 YOs between surfacings (i.e., a cycle). The vehicle started

turnaround either 4 m before the surface or 6 m before the seafloor.

The glider moved at a horizontal speed of 0.32 ± 0.09 m s-1. The

average distance between the profiles near the surface was 287 ±

39 m (it reduces with depth due to the sawtooth-shaped sampling

trajectory), and a profile took 7.8 ± 0.5 min to complete at a
Frontiers in Marine Science 03
characteristic depth of 80–90 m. Therefore, the glider completed a

cycle approximately in an hour after covering about a

km horizontally.

Temperature and conductivity (salinity) profiles were collected

with a pumped Seabird conductivity-temperature-depth recorder

(CTD; model G-1451). Technical specifications of the sensors set

the accuracy for pressure 0.1% of the full range (0–200 m), for

temperature 0.002°C, and for conductivity 0.01 mS cm-1. The CTD

had a sampling rate of 0.5 Hz, and both descending and ascending

profiles were recorded. Altogether over 4000 CTD profiles were

gathered and analyzed. The raw data was quality controlled, and

the coefficients to account for the response time of the sensors and the

thermal lag were defined to minimize differences between two

consecutive CTD profiles (Appendix). The typical vertical

resolution of the raw CTD data was around 0.2 dbar. The half YOs

were bin-averaged to a uniform 0.5 dbar vertical grid and arranged as

profiles, meaning an average time and coordinates were attributed to

a half YO. While the glider data has time-varying orientation in

horizontal direction, for this analysis, each transect was interpolated

on a regular grid with a latitudinal step of 0.0018° (if not specified

otherwise). The horizontal step, equal to 200 m, was slightly larger

than the distance between half YOs generally (median 135 ± 56 m)

and thus, the interpolated fields were smoother. Note that this median

distance between half YOs corresponds to the horizontal distance

between the midpoints of the half YOs.
FIGURE 1

Map of the study area in May 2018. The overlaid plot shows the bathymetry (EMODnet digital terrain model) of the deployment area highlighted by a red
rectangle. Black dots indicate the glider inflections on the surface. The green square shows the position of the ERA5 grid point used for the wind data.
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2.2 Velocity

Velocity calculations from the glider observations are limited.

Absolute geostrophic velocity can be produced using the

hydrographic data and the additional information from the depth-

averaged current, which is estimated over a cycle based on dead

reckoning and GPS fixes at the surface. The relative geostrophic

velocity components were calculated using the dynamic method

based on the geostrophic relationships

vg = − 1
f
∂ f
∂ x

ug = − 1
f
∂ f
∂ y

where the geopotential, f, is proportional to dynamic height, D, as

f=gD
Coriolis parameter is noted with f and gravitational acceleration

with g. Therefore, the horizontal pressure gradient is presented

through the geopotential slope of an isobaric surface. The relative

geostrophic velocity is evaluated using a dynamic height anomaly

relative to a reference pressure. The dynamic height that depends on

the density of the seawater was determined from the measured

temperature and salinity profiles according to McDougall and

Barker (2011) (IOC et al., 2010).

The relative geostrophic velocity component was estimated from

the glider CTD data at a lateral scale of 5 km. The choice of reference

level (85 dbar) was based on the lowest variability (i.e., standard

deviation) of density along isobars, interpreted as the effect of the

baroclinic velocity field becoming negligible there. To involve

shallower profiles in the geostrophic velocity estimations, the

stepped no-motion level method described in Rubio et al. (2009)

was used. While the 2D nature of the glider data allows us to estimate

only the across-transect component of the geostrophic velocity, the

depth-averaged velocity components were rotated to be compatible

with cross- and along-transect components. On average, the transect

was tilted 14° to the left from the S–N axis. As the glider orientation

was relatively stable along the path, the approach of using an average

tilt was adopted for simplicity.
2.3 Horizontal and vertical gradients

Buoyancy is expressed as by = g(1 − r
r0
), where r0 is reference

density of 1003 kg m-3. Along-transect buoyancy gradients, by =
∂ b
∂ y ,

with a step of 5 km, were calculated to characterize the observed

mesoscale frontal structure. Note that the notation y stands for the

along-transect component and notation x for the across-transect

component from here on. The stratification of the water column

was characterized by the squared Brunt-Väisälä frequency (vertical

buoyancy gradient) N2 = − g
r
∂ r
∂ z , where r is density and ∂ r

∂ z its

vertical gradient.
2.4 Smaller scale variability

The analysis of smaller scale variability focused on temperature

variations on the isopycnal surfaces. At the same density surfaces,
Frontiers in Marine Science 04
water properties act as passive tracers, and the effect of internal waves

is assumed negligible (Rudnick and Cole, 2011). The smaller scale

signal was defined as the deviations from the smoothed isopycnal

temperature field (moving average of 4 km). The length scale was

chosen based on the internal Rossby deformation radius, which is

typically 2–4 km in the Gulf of Finland (Alenius et al., 2003). The

deviations visualize the patterns created by the smaller scale motions,

including the submesoscale range.
2.5 Submesoscale analysis

2.5.1 Submesoscale instabilities
Potential vorticity can be used to identify the potential for flow

instabilities. Potential vorticity with the opposite sign of the Coriolis

parameter indicates the unstable flow (Hoskins, 1974). Glider

sampling capabilities limit the calculation of potential vorticity.

Following Thompson et al. (2016), the potential vorticity can be

expressed as

q = (f + z )N2 −
b2y
f

Vertical vorticity, z, is given here by the along-transect gradient of

the across-transect velocity. Cross-transect velocities and along-

transect density variations make the dominant contribution only if

the glider transect is perpendicular to the front, highlighting the main

assumption for this estimate of potential vorticity. The buoyancy

gradients are underestimated in the glider measurements if the front

is crossed at an angle different from the perpendicular orientation

(Thompson et al., 2016). Therefore, the poor representation of the

submesoscale instabilities because of the observational biases should

be considered. In this study, neither the position of the front nor the

crossing angle can be estimated.

The instability types are identified by the balanced Richardson

angle

fRib = tan−1 ( − Ri−1b )

One could expect −90°<fRib<fc , where fc = tan−1( − 1 − z
f ) and

0<Rib<1 near strong horizontal buoyancy gradients, meaning the

dominance of symmetric instability (Thomas et al., 2013). We refer

the reader to Figure 1 of Thomas et al. (2013) for further relations of

fRib in case of different submesoscale instabilities. Symmetric

instability is favored under destabilizing atmospheric forcing.

However, the upper mixed layer needs to be deeper than the

convective layer for overturning motions to dominate over

convective mixing induced by surface forcing (Taylor and

Ferrari, 2010).

Without knowing the angle between the wind vector and the

geostrophic shear, the ratio of the convective layer depth, h, to the

mixed layer depth, H, cannot be estimated. However, Obukhov

length, Lo, can be used along with the convective layer to analyze

the depth where symmetric instability can be expected. The wind

stress dominates the turbulence between the surface and Lo, and the

combination of the surface and wind-driven buoyancy fluxes from Lo
to the convective layer depth (Taylor and Ferrari, 2010). Thus, Lo.

implies the presence of the symmetric instability region if it is small
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compared to H. Lo is expressed as

Lo =
U3
*

kB

where k is the von Karman constant and U* friction velocity

found from wind stress, tw, and reference density as

U* =

ffiffiffiffiffiffi
tw
r0

r

(Taylor and Ferrari, 2010). Net surface buoyancy flux, B, is

expressed as

B =
gaQs

r0Cp
+ gb(E − P)Ss

where Cp the specific heat of seawater, a and b are the thermal

expansion and saline contraction coefficients evaluated respectively

from the surface temperature and salinity, and Ss is the surface salinity

(Buckingham et al., 2019). The net surface heat flux, Qs, is the sum of

the net short-wave and long-wave radiation, and the sensible and

latent heat fluxes. The net freshwater flux comes from subtracting

precipitation, P, from evaporation, E. Positive values correspond to

stabilizing conditions.

The study period was characterized by the formation of seasonal

thermal stratification, meaning the upper mixed layer developed near

the surface. We defined it as the minimum depth where rz≥r1
+0.25 kg m−3 was satisfied (rz is the density at depth z and r1 at

1 m). However, this shallow upper mixed layer does not characterize

the water layer where the submesoscale circulations associated with

the mesoscale front would rise if present. Thus, the upper boundary of

the cold intermediate layer (CIL), defined as a water layer of <3°C, was

used as H. The CIL boundaries were set as the average density at 3°C

and the upper boundary corresponded to 4.4 kg m-3. The depth of the

upper mixed layer further helps to estimate the ratio of the convective

layer depth to the mixed layer depth because stronger stratification

acts to impede the vertical mixing.

2.5.2 Wind-driven and baroclinic instability
Baroclinic submesoscale instability affects potential vorticity by

returning it to a neutrally stable state (q< 0 ! q = 0), but horizontal

buoyancy gradient may be subject to other physical processes that

change the stratification and can also modify potential vorticity to be

positive through the processes (Thompson et al., 2016). The

relaxation of isopycnals back towards the horizontal occurs over a

period of days, providing a reservoir of potential energy (Boccaletti

et al., 2007) and potential for surface wind stress to induce

overturning circulations through horizontal Ekman flows (Thomas

and Ferrari, 2008). Downfront (upfront) winds have a destratifying

(restratifying) effect. Secondary circulations generated through the

release of potential energy by baroclinic instability act to restratify the

water column. The possibility for the emergence of wind-driven and

baroclinic instability can be estimated from the related buoyancy

fluxes that can be expressed respectively as equivalent heat fluxes

QEk = −
bytx
f

Cp

ag
Frontiers in Marine Science 05
QBCI = 0:06
b2yH

2

f

Cpr0
ag

The parametrizations are published respectively by Thomas

(2005) and Fox-Kemper et al. (2008) but adopted for the glider

data by Thompson et al. (2016). Negative QEk reduces the

stratification and corresponds to downfront wind orientation.

However, QBCI is always a positive quantity. Note that QBCI

relies on the simulation-derived coefficient, which may not be

optimal in other regions. Here, the surface values for by and a
correspond to 3 m depth to exclude the possible contamination

from waves and/or surface glider maneuverer. We acknowledge that

as only the along-track glider data is used to calculate the equivalent

heat fluxes, the angle at which the glider crosses the horizontal

buoyancy gradient can bias the results. While QBCI is mainly

underestimated, QEk can be affected in both ways. QEk is well

underestimated if the horizontal buoyancy gradient is captured

poorly and a large along-front component present in reality is

missed, or well overestimated if the wind is interpreted to have a

larger along-front component than it actually has (Thompson

et al., 2016).
2.6 Wavenumber spectrum

The dominating contribution to the energy fluxes at the

submesoscale range in the transfer of energy from large to

dissipative scales has remained debatable. We calculated the power

spectrum of isopycnal temperature in the wavenumber domain,

composing the data as a function of cumulative distance. Isopycnal

temperature fields on a regular grid were constructed due to irregular

sampling in both space and time. First, the temperature profiles were

averaged in density bins (step 0.1 kg m-3), and then interpolated on a

grid with a constant horizontal step of 150 m. Averaging in advance

allowed us to reduce the effect of spatial and temporal smoothening

due to interpolation, which tends to bias spectra towards steepening

(e.g., Wortham and Wunsch, 2014). Before taking Fast Fourier

Transform, the linear trend was removed and Hanning window

applied. The smoothed power spectrum was obtained using 31

elementary frequency bands for averaging. The number of

elementary frequency bands can be equalized with the degrees of

freedom to find confidence limits (95%).

The wavenumber spectra of isopycnal temperature were

calculated in the density range of 3.6–6.0 kg m-3 with a step of

0.1 kg m-3 (covered depths from 3–50 m). The spectral slopes were

estimated between the spatial scales of 1–10 km. The resolved

horizontal length scale was not separated because the short data

series limit the resolution of the spectrum and the scales where the

transition between distinct dynamics occurs are not known. The

glider sampled the 18 km long section repeatedly and thus, the lower

wavenumbers than the one corresponding to 10 km were disregarded.

The submesoscale in the Baltic Sea can be expected to be active

around 1–2 km. The spectrum at <1 km was not analyzed due to

greater uncertainties at smaller scales (Nyquist frequency corresponds

to the spatial scale of 0.3 km).
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2.7 Surface forcing

Atmospheric forcing is presented through wind, net surface heat

flux, and freshwater flux. Parameters defining heat exchange between

the atmosphere and the sea surface were extracted on the product grid

cells that covered the study area (59.50–59.75° N, 25.00–25.25° E) for

May–June 2018 from European Centre for Medium-Range Weather

Forecasts atmospheric reanalysis data set (ERA5 hourly data on single

levels from 1979 to present, horizontal resolution of 0.25°×0.25°,

Hersbach et al., 2020; Hersbach et al., 2022). Hourly u- and v-

components of wind at 10 m height, mean surface net short-wave

and long-wave radiation flux, mean surface latent and sensible heat

flux, mean total precipitation rate, and mean evaporation rate

were used.

The net freshwater flux is converted to an equivalent heat flux as

also used by Giddy et al. (2021)

Qf = r0Cp
b
a
Ss(E − P)

Wind components taken from the nearest cell to the glider section

(59.75° N, 25.25° E) were smoothed by a Gaussian low pass filter for

6 h. Wind stress is expressed as

t = cdra Uaj jUa

where cd is the drag coefficient (1.2 · 10
-3; Large and Pond, 1981),

ra the air density (1.2 kg m-3), and Ua stands for wind speed. The

cumulative wind stress (in N m-2 h) is the product of wind stress and

its duration, demonstrating the impact of the wind during a

longer period.
3 Results

3.1 Surface forcing

Winds and buoyancy fluxes drive mixing in the near-surface

layers and affect the development of stratification. In general, wind

speed during the study period was <4.5 m s-1 (Figure 2). At the

beginning of the glider mission, E winds prevailed, being relatively
Frontiers in Marine Science 06
strong on 9–12 May and subsiding afterwards (to an average of 2.5 m

s-1). On 18–19 May, stronger northerly winds occurred for a short

period, while the last third of May was characterized by alternating E

and W winds. The W winds were stronger, on average, 5.4 ± 2.0 m s-1

compared to E winds of 3.8 ± 0.9 m s-1. The strong W–NW winds

started to prevail on 1 June. The cumulative wind stress perpendicular

to the glider transect (approximately positive towards E) picks up the

three distinct periods during the mission – from the beginning until

19 May, wind forcing was to W, after that until 31 May, forcing varied

between E and W, and from 1 June, it was to E (Figure 2).
3.2 Thermohaline structure

The mission was conducted during the formation of the seasonal

thermocline. The distributions of temperature, salinity, density, and

geostrophic velocity were constructed (Figure 3 shows the composite

plots of the upper 25 m from the beginning, middle and end of the

mission, 10 days apart). During the mission, the sea surface (0–4 m)

temperature increased from 6.7 to 15.2°C, and the salinity decreased

from 5.3 to 4.2 g kg-1. The decrease in salinity indicates the advection

of fresher water, which possibly originates from the eastern part of the

gulf. The temperatures below the developing seasonal thermocline in

the CIL were around 2°C, and the thermocline, characterized by the

maximum temperature gradient of about 3°C dbar-1, was observed at

10–15 m by the beginning of June.
3.3 Horizontal buoyancy gradient

The mesoscale front was defined as an evident inclination in the

density distribution, extending over the sampled transect. The

horizontal (across-shore) buoyancy gradient formed as a response

to the moderate NE–E winds that dominated for ten days prior to 19

May (Figure 2). The NE–E winds force surface waters to move

offshore along the southern coast of the Gulf of Finland. Deep

water rises in turn, tilting the pycnocline. Figure 4 shows the

structure of the water column during the appearance of the front in

the study window (~2.5-day period). The variability of buoyancy over
FIGURE 2

Wind forcing during the study period in May–June 2018 based on hourly data extracted from ERA5. Wind speed is shown in black and direction in blue,
and cumulative wind stress in magenta. Shadowing indicates the orientation of the glider (light shows movement to N and dark to S).
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the sampled section was small on 20–21 May, apart from the small

area at the southern end of the transect, which indicated denser water

rising (Figure 4A). However, a westward flow compatible with the

geostrophic frontal jet appeared to be developing (Figure 4D). The

frontal jet in thermal wind balance flows in the same direction as the
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wind. The buoyancy increased from south to north at 15 and 25 m

depth on 21–23 May, indicating the presence of a horizontal

buoyancy gradient (Figures 4B, C). The strong westward flow with

velocities over 20 cm s-1 spanning over the inclined density

distribution suggested the presence of the frontal jet (Figures 4E, F).
FIGURE 4

(A–C) Buoyancy along the glider transect at 3, 15, and 25 m depth on 20–23 May 2018. (D–F) Temperature distributions (black contours with a step of 1°
C) as a function of depth (0–25 m) overlaid with white contours marking the relative geostrophic velocity (positive values show eastward movement)
with a step of 2.5 cm s-1 on 20–23 May 2018. The sampling timeline is at the top of the columns. The left side of a subplot is located closer to the coast
and presents the southern part of the section. The area between ticks presenting latitude is about 2.7 km. (G–I) Temperature deviations as a function of
pressure along the glider section on 20–23 May 2018. Black contours mark potential density anomaly with a step 0.1 kg m-3. (J–L) Isopycnal
temperature distributions (black contours with a step of 1°C) along the glider section on 20–23 May 2018.
FIGURE 3

Temporal changes in temperature (A–C, black contours with a step of 1°C) and salinity (D–F, black contours with a step of 0.5 g kg-1) distribution as a
function of depth (0–25 m) along three glider sections in May–June 2018 (~10 days apart). The distributions are overlaid with red contours marking
potential density anomaly with a step of 0.1 kg m-3. The sampling timeline is at the top of the columns. The left side of a subplot is located closer to the
coast and presents the southern part of the section. The area between ticks presenting latitude is about 2.7 km.
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The appearance of the front in the measurement window could be

related to the stronger winds from N–NW on 19–20 May, meaning

the generation of the front was not captured. The mesoscale front

reaching the surface was not observed. Figure 5C shows smaller scale

horizontal buoyancy gradients near the surface. They often had the

opposite sign (a decrease of buoyancy from south to north) and were

probably related to the fresher water advected into the study area. The

mesoscale front persisted until June (Figure 5D), despite rather weak

upwelling-favorable conditions alternating with the wind from the

opposite direction in the last third of May. It is supported by the

geostrophic velocities that exhibit persistence of the negative

(westward) flow core. All measured temperature and salinity

distributions with density distributions and geostrophic velocities

are found in Supplement 1.
3.4 Vertical buoyancy gradient

Horizontal variations are closely related to the vertical structure.

Figures 5A, B illustrates the change in the vertical stratification in the

northern and southern part of the transect, compatible with the

lighter and denser side of the front, respectively. The beginning of the
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mission was characterized by weak haline stratification (N2 = 0.001 –

0.002 s-2). The near-surface thermal stratification started to develop

on 15–16 May. The appearance of the front on 21–22 May promoted

the strengthening of the stratification on the denser side of the front

because of the interaction between surface heating and vertical

motions associated with the mesoscale front. The stratification was

significantly stronger on the denser side of the front than on the

lighter side, where actually two pycnoclines were observed after the

appearance of the front.

The pycnoclines weakened and strengthened daily on both sides

of the front. Pycnoclines on the lighter side appeared to be forced to

merge episodically, indicating the alternating of the forcing and/or

processes in favor and against the persistence of the front. We suggest

that the weakening of the upwelling-favorable forcing arrested the

strengthening of the front. Instead of collapsing abruptly, the front

hosted ageostrophic frontal processes that equalized the differences in

the cross-front direction by slowing the development of the

stratification on one side of the front and promoting it on the

other. The uniform stratification formed by 3 June over the course

of a day, coinciding with the vanishing of the mesoscale front in the

study area. Compared to the denser side of the front, the stratification

remained slightly weaker on the lighter side.
FIGURE 5

(A, B) Temporal changes in N2 on the lighter and denser side of the mesoscale front in the upper 25 m, respectively. The lighter side is compatible with
the position in the northern part of the glider transect (59.7242° N), and denser side with the position in the southern part (59.6252° N). Positions are
11 km apart. Note that one colored bar corresponds to about 1 km horizontal distance around the chosen position. To better illustrate the data, the
distance correspondence in time is amplified about 5 times (bar width is increased). On average, the plotted distance was sampled in 1.4 ± 0.3 h. The
movement of the glider between the southern and northern position can be deduced from subplots (B–D) that show along-transect horizontal
buoyancy gradient as a function of time and latitude at 3, and 15 m depth, respectively. Positive gradient shows the increasing buoyancy along the
sampled transect from S to N.
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3.5 Observed submesoscale pattern

To demonstrate the evolving smaller scale dynamics in the

background of the mesoscale front, we analyzed the smaller scale

thermohaline variability during the appearance of the horizontal

buoyancy gradient. Isopycnal temperature distributions contrast

water mass characteristics and/or visualize local diapycnal mixing

spots. Figure 4K shows an intrusion manifested as a two-way

intersection at 59.675° N – a cold water patch (around 3°C)

penetrates through several isopycnal layers from 4.1 to 3.7 kg m-3

and a warm water patch (around 8°C) penetrates from 3.3 to 3.7 kg m-

3. A similar pattern was observed at 59.65–59.675° N on the following

day (Figure 4L), but not the day before (Figure 4J). Therefore, this

structure emerged simultaneously with the appearance of the front in

the measurement window.

Figures 4G–I demonstrates the smaller scale variations in the

temperature by showing the deviations from the surrounding mean

(4 km). Two adjacent temperature deviations with opposite signs

characterizing the pattern indicated that the observed pattern

consisted of two motions in opposite directions. Focusing on the

described pattern, the deviations revealed extrema of 1.2°C and -1.4°C

at 59.675° N on 21–22 May (Figure 4H). The extrema were larger on

the following day (1.3°C and -2.1°C at 59.65–59.675° N, Figure 4I).

The sign of the deviation indicated the water to originate from either

shallower or deeper layers assuming that higher temperatures had

their origin at the sea surface.
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3.6 Submesoscale analysis

The last third of May was characterized by the persistence of the

mesoscale front as well as the development of seasonal thermal

stratification and the upper mixed layer, where the smaller scale

horizontal buoyancy gradients formed. The diurnal cycle of net

surface heat flux had a maximum of 400–500 W m-2 (Figure 6A).

The freshwater flux was insignificant compared to it. Previously

described tracer patterns, which consisted of warmer water

plunging down and colder water penetrating upward, were mapped

repeatedly on the background of the mesoscale front. From here on,

those intrusions are referred to as a submesoscale pattern.

The structure of the submesoscale patterns suggests that they were

traces of cross-front ageostrophic secondary circulation that is known

to be generated while a horizontal buoyancy gradient is subject to

baroclinic submesoscale, wind-driven and/or baroclinic instability. To

identify whether the conditions favored the growth of different

instabilities, the potential vorticity, and the equivalent heat fluxes

related to restratification processes energized by surface wind forcing

or the release of potential energy by baroclinic instability were

calculated. Although the heat fluxes demonstrate the impact on the

stratification, the elevated values also suggest the potential presence of

frontal circulations.

The most pronounced submesoscale patterns captured during

21–23 May could be resulted from different physical processes. The

period of the appearance of the mesoscale front in the study window
FIGURE 6

Equivalent heat fluxes associated with restratification processes during the study period in May–June 2018: (A) surface heat flux (black) and freshwater
flux (green), (B) submesoscale overturning due to wind-driven processes (blue) and due to mixed layer baroclinic instability (red). (C) Component of wind
stress perpendicular to the glider section as a function of time and latitude.
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coincides with the most significant episode of the equivalent heat flux

related to baroclinic instability (Figure 6B), suggesting the pattern in

Figure 4H to result from the frontal circulation generated through the

release of potential energy by baroclinic instability. The equivalent

heat flux related to wind-induced instability episodically also had

comparable magnitudes (Figure 6B). However, this estimate is more

likely to be more biased than the estimates suggesting baroclinic

instability events. The negative equivalent heat flux from the surface

wind forcing suggests destabilization of the water column and

possible generation of the overturning circulation, extracting

potential vorticity from the pycnocline. The water column structure

captured on 23–24 May can be found in Supplement 1.

Downfront winds make the flow susceptible to symmetric

instability by reducing potential vorticity. Figure 6C shows the

component of wind stress perpendicular to the sampled transect,

indicating downfront (upfront) orientation if positive (negative). The

unstable flow is characterized by negative potential vorticity.

Figure 7A demonstrates the dominance of positive potential

vorticity that is in agreement with the development of the seasonal

thermocline (relatively strong stratification) near the surface, but a

stronger negative signal is found in the second half of the mission.

Although the variety of instabilities can develop when q< 0, the fRib
criteria suggested the presence of only symmetric instability (i.e., 0<

Rib< 1 and −90°<fRib<fc ). The balanced Richardson number, which

was always positive, showed the largest potential for symmetric

instability in association with the mesoscale front on 23–24 May
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(elevated values at 5–10 m, Figures 7B, C). However, the Obukhov

length was comparable with the depth of the upper mixed layer and

the boundary of the CIL, meaning the criteria –H< z< -h was probably

not satisfied. Although potential vorticity was reduced notably in the

upper mixed layer in June, the relatively large Obukhov length

suggested the convective layer depth to be similar in magnitude to

the mixed layer depth, making the generation of symmetric instability

still unlikely.

The analysis suggests that the conditions favored the generation

of the wind-induced and baroclinic instability, supporting the

assumptions for the prevalence of the submesoscale despite the

limitations: 1) the calculations relied on the assumption that the

glider sampled perpendicular to the horizontal buoyancy gradient; 2)

neither the position of the horizontal buoyancy gradients nor the

angle at which the glider sampled is known; 3) poorly resolved

individual submesoscale features, while sampling at an angle, can

go unnoticed due to not satisfying the conditions of the analysis.

Further conclusions should be made with caution as several

assumptions were made (see section 2.5).
3.7 Wavenumber spectrum

Spatial variability of isopycnal temperature was analyzed in the

upper part of the water column. The weakening of spectral energy on

deeper isopycnals refers to the decrease in the temperature variability
FIGURE 7

(A) Potential vorticity, q, and (B) balanced Richardson number, Rib, during the study period in May–June 2018. The Obukhov length (black), the depth of the
upper mixed layer (green), and the boundary of the CIL (cyan) are shown with potential vorticity. We have emphasized respectively q< 0 and 0< Rib< 1 in solid
blue. (C) The percentage of balanced Richardson angle in the range of –90° to determined critical angle of -45° in the upper 25 m per sampled transect.
frontiersin.org

https://doi.org/10.3389/fmars.2023.984246
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Salm et al. 10.3389/fmars.2023.984246
with depth (Figure 8). The slopes were estimated for the length scale

from 1–10 km, and the individual s-layers characterized by similar

spectral slopes were averaged. The slopes for averaged spectra in the

density ranges of 3.6–3.9 (3–10 m), 4.3–4.6 (10–20 m), 4.9–5.2 (15–25

m), and 5.7–6.0 (35–50 m) kg m-3 were -2.14, -1.72, -1.84, -1.20,

respectively. The slope was the gentlest on the isopycnals positioned

in the CIL (5.7–6.0 kg m-3). The slope near -1 suggests the

applicability of the interior-quasigeostrophic theory and the

domination of large-scale motions. Upper layers exhibit clearly

steeper slopes, suggesting depth-dependence. The atmospheric

forcing dominates in the uppermost layers, and energetic smaller

scales stir the generated variability relatively efficiently. However, the

trend of shallower spectral slopes with increasing depth did not

express in the layers associated with the mesoscale front. This

indicates the activity of frontal processes and their contribution to

the energy flux.
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Constantly changing stratification affects the spectra but the

extent of it is unknown. Additionally, rather short data series limit

the spectral analysis. For that reason, the emphasis is more on the

dynamics than the certain values of the slopes, which were near k-2 in

the upper part of the water column though. The observations support

the suggestion that the submesoscale flows emerge within the

mesoscale front revealed as the enhanced tracer variability in this

layer compared to the variability in the layers above or below.
4 Discussion

Modern measuring vehicles such as gliders provide in situ data

with sufficient spatial and temporal resolution to resolve the

submesoscale successfully. The shallow depths in the Baltic Sea

enable sampling at high resolution – profiles separated by 150 m on
FIGURE 8

The wavenumber spectrum of isopycnal temperature of glider mission in May–June 2018. Thin lines present spectra along individual isopycnal surfaces
(with a step of 0.1 kg m-3) in the density ranges of 3.6–3.9 (red), 4.3–4.6 (green), 4.9–5.2 (blue), and 5.7–6.0 (orange) kg m-3 with the shadowing
showing the 95% confidence limits. Thick lines demonstrate the averages of the individual spectra. Black dotted lines show the slopes of -1, -5/3, and -2.
From left to right, the black triangles are located at wavenumbers corresponding to 10 km and 1 km.
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average are sampled under 10 min in the characteristic depth of about

100 m. Therefore, spatial scales of 1–10 km around the average

Rossby radius (2–4 km; Alenius et al., 2003) are well resolved. In this

study, we analyzed a month-long glider mission carried out in May–

June 2018 and investigated the structure of the water column during

the formation of the seasonal stratification. We elucidate the

appearance of the mesoscale front in the study area, show the

development of the stratification on both sides of the front, and

characterize the associated elevated smaller scale variability. This data

set provides a unique opportunity to resolve individual submesoscale

features and analyze the potential mechanisms leading to their

formation. We aim to demonstrate the occurrence of active

submesoscale in the Baltic Sea under certain atmospheric forcing

and hydrographic conditions.
4.1 Observed variability and possible drivers

The structure of the frontal submesoscale processes has remained

theoretical despite the effort that has been devoted to observing the

smaller scale variations. Although recent observational studies well

support the presence of the frontal instabilities in the quiescent open-

ocean environment, in the Subantarctic region, as well as near

boundary currents (e.g., Callies et al., 2015; du Plessis et al., 2017;

Yu et al., 2019b), few provide the information on the projection of

submesoscale flows in the measurements (Pietri et al., 2013; de

Verneil et al., 2019; Pérez et al., 2022). For instance, de Verneil

et al. (2019) have demonstrated the orientation of fine-scale

phytoplankton patches to be consistent with an ageostrophic

secondary circulation generated by frontogenesis, providing, thus,

the evidence on submesoscale flows modifying the vertical dynamics

of phytoplankton.

According to the dynamical characterization, the coastal sea

provides favorable conditions for the submesoscale processes. The

transition to the open sea favors the colliding of water masses whether

through the meeting of different flow structures or coastal processes

like upwelling events, promoting, therefore, the formation of larger

and smaller scale horizontal buoyancy gradients. By observing the

coastal-offshore area at the end of spring 2018, we captured the

appearance of the mesoscale front. The horizontal buoyancy gradient

formed due to the wind-induced upwelling forced by the prevailing

NE–E winds during the first ten days of the survey.

Simultaneously with the appearance of the mesoscale front, a

pronounced submesoscale pattern emerged. The pattern showed

upwelling of cold water on the lighter side of the front

accompanied by downwelling of warm water on the denser side.

The temperatures indicated the origin of the water from deeper or

shallower layers, respectively, and, thus, suggested the presence of two

adjacent movements in different directions. We suggest the presence

of ageostrophic secondary circulation with a width of a couple of km

on the profile of the mesoscale front between 5–10 m (Figure 3B). To

support this suggestion, we attempt to infer the driving mechanisms

that could explain the observed submesoscale activity.

A secondary circulation emerges in the form of an overturning

cell as the front is subject to baroclinic, wind-induced, and/or
Frontiers in Marine Science 12
baroclinic submesoscale instability. The submesoscale analysis

revealed the large potential role of baroclinic instability on 21–22

May, suggesting that the observed submesoscale features resulted

from the secondary circulations generated through the release of

potential energy stored in the horizontal buoyancy gradient. The

baroclinic instability can act together with surface frontogenesis

(Lapeyre et al., 2006) but the surface signature was not observed in

the study window. Additionally, the position of the captured feature

on top of the mesoscale front is not compatible with frontogenetic

secondary circulation that tends to subduct water below the front

(Spall, 1995). Baroclinic instability occurs over a period of days

(Boccaletti et al., 2007), indicating the possible interaction with the

wind-induced instability. The analysis showed the effect of downfront

winds that would counteract the restratification on the following days.

On 22–23 May, the slope of the isopycnals was relaxed, and a few m

deep upper mixed layer had formed (Figure 4F). Destabilizing

atmospheric forcing can also favor symmetric instability. However,

this is unlikely because the upper mixed layer needs to be deeper than

the convective layer for overturning motions to dominate over

convective mixing induced by surface forcing (Thomas et al., 2013).

The evolution of smaller scale variability in the background of the

mesoscale front suggests the presence of several dynamical processes.

Similar tracer patterns with various extent and intensity were mapped

repeatedly until the end of the month, but the limitations of the glider

observations complicate the interpretations. Fronts are a dynamical

phenomenon and the 2D nature of the glider measurements prevents

following the evolution of the front. In addition, observational biases

should be considered when inferring the dynamical mechanism

because of the adoptions for the glider data assuming the sampling

perpendicular to the horizontal buoyancy gradient (Thompson et al.,

2016). Further, the captured features are subject to soothing due to the

effect of time-space aliasing.
4.2 Impact of wind

Horizontal variations are related to atmospheric forcing and to

stirring by larger-scale flow fields. In the Baltic Sea, inclined

pycnoclines and coastal upwelling events that appear as a response

to winds are frequent (Lehmann et al., 2012; Liblik and Lips, 2017).

The Gulf of Finland, a sub-basin of the Baltic Sea, is elongated in the

W–E direction. The moderate winds blowing along the gulf are

common (Keevallik and Soomere, 2014). The NE–E winds favor

upwelling events near the southern coast of the gulf. A corresponding

development of hydrographic fields was captured as a mesoscale front

in the glider measurement window in May 2018. Although E and W

winds alternated after 19 May, the mesoscale front persisted until

early June.

The wind has a role in allowing the submesoscale flows to arise

due to the disturbance of the balance when the external forces

reduce and/or change. We have indicated that on 21–22 May,

baroclinic instability appeared to develop during the temporary

decrease in wind stress. Interpreting the orientation of the wind

with respect to the geostrophic shear is challenging, but a rough

estimate would be that the front was oriented approximately in the
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W–E direction at the sampling site. The sampled section

positioned approximately along the S–N axis and the inclination

in the density distribution that could be manifested as a front was

observable. In accordance with this assumption, the wind

changing from E to W direction indicates that mostly the wind

had the component either up- or downfront. Thus, this variability

of the wind would cause the alignment between the front and the

wind direction to be lost or gained episodically (Mahadevan

et al., 2010).
4.3 Impact on the stratification

The horizontal buoyancy gradients affect the stratification

directly through the submesoscale processes. While the

stratification is generated and destroyed through diabatic

processes and frictional forces, frontal submesoscale can convert

gradients from horizontal to vertical (McWilliams, 2016). Lateral

variability introduced by the advection of water masses favors the

appearance of horizontal buoyancy gradients and, in turn, suggests

the emergence of the submesoscale. The glider observations revealed

the complex structure of the water column. Atmospheric forcing

acting on the sea surface contributed to the formation of the upper

mixed layer and seasonal thermal stratification. The appearance of

the mesoscale front created favorable conditions for the

stratification to strengthen more rapidly in the southern part of

the sampled transect as the mesoscale dynamics raised the

isopycnals near the surface. We observed the stratification

changing daily and developing differently on the denser and

lighter side of the front (compatible with the southern and the

northern part of sampled transect, respectively; Figures 5A, B).

While the denser side was characterized by the strong stratification

near the surface, two pycnoclines were observed on the lighter side.

We propose that the mesoscale front hosted ageostrophic frontal

processes as the upwelling-favorable forcing weakened. The

submesoscale circulations equalized the differences in the cross-

front direction by slowing the development of the stratification on

one side of the front and promoting it on the other. The overturning

circulation induced by baroclinic instability slides dense water under

light, acting to slump the front from the horizontal to vertical

(Boccaletti et al., 2007). Thus, the baroclinic instability acted toward

restratification on 21–22 May. The wind increased on the following

days, suggesting the possible interaction with wind-induced

instabil i ty. The overturning circulations acting toward

restratification appeared to be dominating but the temporary return

of the NE–E winds supported the persistence of the front. Two

pycnoclines were observed on the lighter side of the front again on

27 May. However, the front appeared to shift toward the open sea

(northern part), suggesting that partly the frontal circulations

managed to restratify the water column. The presence of the

submesoscale flows within the horizontal buoyancy gradient could

have contributed to the development of the seasonal stratification.

The effect of the submesoscale can be especially important during

seasonal warming because stratification events can occur more

rapidly than solely surface heating could drive (du Plessis et al.,

2019). Enhanced stratification favors primary production (Swart

et al., 2015).
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4.4 Spectral analysis

While measuring submesoscale flow fields is challenging, the

underlying dynamics can be deduced by investigating the variability

of tracer fields along the same density surfaces (Callies and Ferrari,

2013; Jaeger et al., 2020). Submesoscale flows can cause substantial

heterogeneity in tracer distribution because of their dynamics, which

by its nature should connect fully two- and three-dimensional

motions (McWilliams, 2016). Submesoscale processes have gained

more attention in the Baltic Sea only in recent years, though (Lips

et al., 2016; Carpenter et al., 2020). Lips et al. (2016) have presented

the spectrum of an active tracer in the sub-surface layers (note that the

tracer variance along the isobaric surfaces was evaluated). The spectra

showed slopes closing to -2 at 1–10 km during periods of high

variability of temperature due to upwellings. The discrepancy from

-3 that is predicted by quasigeostrophic theory (Charney, 1971) was

interpreted as the contribution of the ageostrophic submesoscale

processes to the energy cascade.

The studies from the ocean environment are well presented (e.g.,

Cole and Rudnick, 2012; Callies and Ferrari, 2013; Kunze et al., 2015;

Jaeger et al., 2020). However, the processes setting the spectra have

remained obscure. In the open ocean, the -2 slope independent of

depth has been reported at the submesoscale range (Cole and

Rudnick, 2012; Callies and Ferrari, 2013). The main contribution to

the energy at the submesoscale comes possibly from unbalanced

flows. The characteristics of the Baltic Sea (e.g., the shallow depth,

strong stratification, seasonality, negligible tidal forcing) distinguish

the sea from the ocean, forming a dynamically complex environment

(Tuomi et al., 2012). There are some studies carried out in the

stratified environment. Kunze et al. (2015) found tracer variance

spectra sloping with a k-2 at the horizontal length scale 0.03–10 km in

the seasonal pycnocline at 20–60 m depth. Evident fronts were not

observed at every study site, though. On the other hand, Jaeger et al.

(2020) showed steep slopes (k-3) at 1–10 km in the stratified upper

75 m. Above 10 km scales the spectral slope was closer to -2. They

proposed that ageostrophic dynamics could cascade variance in the

pycnocline more rapidly than predicted. We, however, found gentler

spectral fall-off in the layers associated with the mesoscale front

compared to the layers above. This indicates that frontal

submesoscale preserves tracer variability longer than the turbulence

in the upper layers. The short data series acts as both an advantage

and a disadvantage in this study while allowing us to analyze one

specific situation but prevents broader conclusions. We will test this

suggestion in a future study by incorporating a wide range of glider

data sets from different seasons.

Observational spectra are independent of predictions and, thus,

extensive data collections contribute to shaping understanding of the

energy cascade. The observations have revealed the discrepancies

from the quasigeostrophy, but often the limitations prevent

identifying the reasons. We conclude that the contribution of the

ageostrophic frontal effects is likely in the upper part of the water

column (0–25 m in the Baltic Sea). The depth-dependence may be

related to the stratified environment as it was noticed here and by

Jaeger et al. (2020). Flatter spectral slopes in the deeper part of the

water column coincide with stirring by two-dimensional

homogeneous turbulence that leads to a tracer spectrum following

k–1 (Callies and Ferrari, 2013).
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5 Conclusions

Mostly the presence of submesoscale phenomena in the Baltic Sea

has been demonstrated using numerical modeling (e.g., Väli et al.,

2017), and observational studies are scarce. This is the first study

analyzing individual submesoscale features in a coastal-offshore

transect of the Baltic Sea. The glider measurements gathered at the

end of spring 2018 revealed smaller scale features within the

mesoscale front. Submesoscale tracer patterns, characterized by two

adjacent motions showing the upwelling on the lighter and

downwelling on the denser side of the front, were captured. We

proposed they were traces of the frontal submesoscale circulations, as

the analysis suggested favorable conditions for the baroclinic and

wind-induced instability. The frontal submesoscale acted against the

persistence of the front. The constant presence of submesoscale

variability in the background of the front indicates active

submesoscale flows in the Baltic Sea. In addition, the role of the

submesoscale processes appeared to increase under reduced wind

stress. This result emphasizes the need for further studies, as the
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classical expectation is that strong vertical mixing occurs through

turbulence when wind speeds are high.
6 Appendix

Minimizing instrumental error is important when the analysis

focuses on the small-scale variability. Gliders are known to provide

high spatial resolution in the vertical but only in one horizontal

direction. Small errors in profile-to-profile measurements modify the

data artificially. In this study, all applied corrections rely exclusively

on the glider data and assume that compared consecutive profiles

correspond to the same water mass. Consecutive profiles refer to the

profiles that are the closest to each other in space (the parts of profiles

with a "∧" or "∨" shape, Figure 9E) because the largest errors associate
with the strong gradients. The Baltic Sea is strongly stratified – the

upper (lower) pycnocline coincides with the thermocline (halocline).

First, temperature and conductivity sensors are subject to

response time. While transiting through strong vertical
FIGURE 9

(A, B) Examples of raw (yellow) and corrected (response time, red) temperature profiles respectively over the water column and the thermocline depth
range in case of descend-ascend (highlighted with blue in E) and ascend-descend (highlighted with red in E). (C, D) Examples of raw (cyan) and
corrected (thermal lag, blue) salinity profiles respectively over the halocline depth range and the water column in case of descend-ascend and ascend-
descend. (E) An example of a cycle shown as a time series of pressure. Green highlights the consecutive profiles. Overlaid blue shows the parts of
profiles with a "∨" shape, and red a "∧" shape.
frontiersin.org

https://doi.org/10.3389/fmars.2023.984246
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Salm et al. 10.3389/fmars.2023.984246
gradients, the water properties can change quicker than the sensor

is capable of registering, resulting in the misalignment of the

measurement with pressure. The lag is in opposite direction for

a descend and an ascend because of the transition direction, for

example first from warmer to colder (fresher to saltier) water and

then reversely. Next, the conductivity cell’s capacity of storing heat

causes small errors in inferred salinity. The effect is referred to as

thermal lag. Measured temperature corresponds to the ambient

temperature of the conductivity cell, but conductivity is measured

inside the cell. To obtain accurate salinity estimate, measured

temperature is reassessed. The temperature inside the conductivity

cell is evaluated by subtracting the correction, Ttl, from the

temperature readings, T. The correction is found using the

relation:

Ttl(n) = −bTtl(n − 1) + a½T(n) − T(n − 1)�

Coefficients a and b are determined by

a =
4fnatlttl
1 + 4fnttl
Frontiers in Marine Science 15
b = 1 −
2a
atl

where fn is the sampling frequency, atl amplitude of the temperature

error, and ttl relaxation time constant (Mensah et al., 2009).

A linear time shift was applied to temperature and conductivity

according to the estimated data misalignment with pressure. A similar

method with varying shifts has been presented by Bishop (2008), and

Garau et al. (2010) have shown the concept of minimizing the area

between two profiles. The time shifts were varied from 0 s to 3 s by 0.1

s steps. The mean area (trapezoidal method) were calculated between

two consecutive profiles at the depth range of 20 m around the depth

of the strongest gradient. The median of the area was found for each

time shift and the optimal time shift was chosen based on the lowest

one under the assumption of lowest discrepancy between profiles. In

this study, the temperature was re-aligned by 1.4 s and conductivity

by 1.1 s (Figures 10A, B).

We show the quality of the correction based on temperature.

Figures 9A, B shows the examples of corrected temperature profile.

Full profile is shown for the case descend-ascend (shape "∨"), and the

depth range of the upper pycnocline for the case ascend-descend (shape
FIGURE 10

(A, B) The change in the median of the mean area between profiles as response time correction was applied respectively for temperature and
conductivity. The optimal time shift is shown with magenta star. (C, D) The change in the median of the mean area between profiles as thermal lag
correction was applied with respect to the one calculated based on the raw data (magenta). The median value decreases at first as atl increases. Colored
lines correspond to ttl values from 10 to 12 s with 0.5 s step. The optimal combination of atl and ttl were chosen near minimal median value (D).
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"∧") to better demonstrate the agreement between the corrected profiles.

Figures 11A, B shows the discrepancy between two consecutive profiles

shown in Figures 9A, B. The profiles show better agreement in case of

ascend-descend because the data in the thermocline range is measured

with little time separation. Figures 11E, F shows the histogram of

discrepancies for all the compared profiles. The skew present in the

discrepancies between raw profiles is removed after shifting despite

comparing descend with ascend or the opposite.

To compensate for the thermal lag of the CTD, combinations of

atl (from 0.025 to 0.1 by 0.025) and ttl (from 9 to 14 s by 0.5 s) were

applied to the temperature data to derive salinity. The optimal

coefficients were chosen by comparing temperature-salinity

diagrams similarly as was done for response time. The median

value of the mean area was expected to be smaller than the ones

calculated based on the raw data (Figures 10C, D). In this study, the

satisfying result was obtained in the case of atl = 0.0625 and ttl = 11.5s.

Figures 9C, D shows examples of corrected salinity profile. Note that

now the zoomed plot is the case descend–ascend. Figures 11C, D

shows the discrepancy between two consecutive profiles shown in

Figures 9C, D. The profiles show better agreement in case of descend-

ascend because the data in the halocline range is measured with little
Frontiers in Marine Science 16
time separation. Figures 11G, H shows the histogram of discrepancies

for all the compared profiles. The discrepancies between profiles were

improved after calculating salinity with reassessed temperature.
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descend-ascend and ascend-descend.
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