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Kuiyang-ST2000 is a deep-towed multichannel seismic system that provides high-resolution exploration of sub-seabed geological formations. Due to the uncertainty of the sound speed at full ocean depth, the travel-time positioning of sea surface reflected waves still has flaws in positioning arrays. This research reveals that the average sound speed of seawater selected for computing the array position only affects the vertical displacement of the arrays. thus, a polynomial fitting method is proposed to position the arrays. Because the nonuniform mass distribution complicates the array shape, first, the weight of the digital transmission unit is balanced by one designed floater so that the array shape becomes a simple convex curve during towing conditions. Afterward, one general sound speed is used to calculate the initial array position; then, the polynomial fitting method is used to tune the sound speed so that the seismic source and hydrophones are on the same convex curve. Finally, an accurate array position is calculated by the proposed positioning method, and the submarine shallow strata are imaged at a high resolution.
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1 Introduction

The accuracy of array positioning is closely related to the data processing quality of deep-towed seismic exploration systems (Howard and Syck, 1992; Lu et al., 2003). Generally, vertical accuracy is required to reach a sampling interval (Δt), and horizontal accuracy is required to reach the 1/4 wavelength of the seismic wave (Krödel et al., 2015). However, the towing depth of deep-towed seismic systems is greater than 1000 m; therefore, navigation via a global positioning cannot be used to determine the geometric relationship between the source and the arrays. Additionally, due to the influences of retracting and releasing the towing cable, the instability of the towing speed and the variation in the deep-sea environment, the seismic source and arrays inevitably float up and down during the data acquisition process. Many researchers have focused on methods for aligning arrays (Varypaev and Kushnir, 2020; Nanni et al., 2022), positioning arrays (Vickery, 1998; Lan and Ding, 2012), and calibrating arrays (Fikes et al., 2019; Che et al., 2021).

The Deep Tow Array Geophysical System (DTAGS) is the first deep-towed multichannel seismic survey system developed by the Naval Ocean Research and Development Activity to measure the geoacoustic parameters of the ocean floor (Fagot et al., 1980; Chapman et al., 2002; Ker et al., 2010). The array positioning system of DTAGS relies mainly on depth sensors installed on towed vehicles and hydrophone 28 (at 138 m), hydrophone 38 (at 288 m) and hydrophone 48 (at 438 m) of the arrays. The water pressure and temperature are measured in a timely manner, and the values are converted to depth values according to an empirical formula for sea area measurements. Initially, the arrays between adjacent depth sensors are simplified as one straight line, and the position of each hydrophone in the arrays is calculated via linear interpolation (Rowe and Gettrust, 1993). However, this assumption does not conform to the real shape of the arrays, resulting in large errors in seismic data processing. These errors reduce the signal-to-noise ratio of the seismic data after stacking imaging. The travel time of a sea surface reflection (SSR) wave has been used to locate the arrays, improving the accuracy of the relative positions between the source and hydrophone in single-shot gathering (Walia and Hannay, 1999). The array shape calculated with depth sensors is simultaneously constrained by the travel time of direct waves and SSR waves, and the genetic algorithm can be used to optimize the sound speed by He (He et al., 2009). Although the positioning accuracy is improved, it is still unsatisfactory because the water depths measured by depth sensors have errors of 3-5 m. Following that, it was determined that direct waves and SSR waves can be picked up more accurately from waveform envelope lines (Kong et al., 2012). However, due to the time delay in data acquisition, direct wave signals can be measured only at the last 3~4 hydrophones, and the positioning of the front hydrophones is not accurate.

A microelectromechanical system (MEMS) is installed on each array channel (hydrophone) in the deep-towed seismic system SYSIF, developed by the French oceanographic institute IFREMER. The array shape can be identified by attitude angles, such as the pitch, roll and yaw angles (Marsset et al., 2014). One convex curve was expected; however, the ethernet switch installed in a digital transmission unit (DTU) had a mass of 1.3 kg. The weights of these DTUs were greater than their buoyancy, which deformed the straight line of the arrays and generated a “W” shape (Colin et al., 2020). Additionally, the inversion accuracy is limited by the accuracy of the MEMS. Bathymetry mapping was established through multibeam data, and the array position calculated by MEMS sensors was used for forward modeling. The relationships between the calculated travel times of seafloor reflections and actual travel-time records were analyzed, and the array positions calculated from MEMS data were obviously optimized (Marsset et al., 2018). The accuracy of this positioning method depends on the bathymetry results. However, accurate bathymetry in areas with complex seabed topographies is difficult to establish. With the assumption that the seafloor was locally flat, the filtered MEMS data were optimized by one local optimization method (Colin et al., 2020). The travel times of direct and seafloor reflection waves were the constraint conditions, and the positioning results were consistent with the array shape in seawater. However, this method does not work when the seafloor slope is high, which is the general case in reality.

Array positioning relies mainly on the travel time of the direct wave and the SSR wave in the Kuiyang-ST2000 deep-towed seismic system. The travel-time positioning results of sea trials in 2019 revealed that the arrays exhibited a “W” shape (Wei et al., 2020). Moreover, numerical simulations demonstrated that the “W” shape was generated by the unbalanced weight of the DTUs and the insufficient drag force provided by the drogue (Zhu et al., 2020). To balance the additional weight of the DTU, a floater was designed and installed on each DTU. In a sea trial in 2021, both the numerical simulation and the travel time of the SSR wave demonstrated that the array shape was a simple convex curve under general towing conditions. Therefore, a weighted least squares polynomial fitting method is proposed to optimize the sound speed at a full ocean depth so that the seismic source and the arrays form a simple convex curve. High-precision array positioning for the Kuiyang-ST2000 deep-towed seismic exploration system was achieved with the corrected sound speed, and the energy groups of the velocity spectrum were well concentrated in both deep and shallow layers.

This paper is organized as follows: the Kuiyang-ST2000 system, the travel-time positioning, and the array shape correction method, is introduced in Section 2. A deep-towed array location modification method is presented in Section 3. A typical application is presented in section 4. The conclusions and prospects are given in Section 5.




2 Method



2.1 Kuiyang-ST2000 system

The Kuiyang-ST2000 deep-towed high-resolution seismic system is shown in Figure 1 (Pei et al., 2022). The plasma spark source sound level is 216 dB, and the dominant frequency is 750 Hz (frequency bandwidth: 150–1200 Hz). The source wavelet is a pulse. The arrays are composed of a zero-buoyancy front section (Figure 1H), a working section (Figure 1G), a balance section (Figure 1I) and a drogue (Figure 1J). The length of the front section is 12.5 m. The working section consists of three segments connected by DTUs (Figure 1F), which are used to convert analog signals to digital signals. Each segment is 50 m in length and contains 16 channels with spacings of 3.125 m. The system is equipped with an ultra-short-baseline (USBL) (Figure 1B), a conductivity-temperature-depth (CTD) sensor module (Figure 1K), a depth sensor (Figure 1C), and an altimeter (Figure 1D). The Kuiyang-ST2000 system has a maximum towing speed of 3 knots and can operate at depths of up to 2056 meters.




Figure 1 | Components of the Kuiyang-ST2000 deep-towed high-resolution seismic system. (A: electro-optical cable; B: USBL; C: depth sensor; D: altimeter; E: plasma spark source; F: DTU; G: working section; H: front section; I: balance section; J: drogue; K: CTD).






2.2 Travel-time positioning

The travel-time positioning method is based on the geometric seismic principle, as shown in Figure 2.




Figure 2 | Travel-time positioning (direct and reflected wave paths) schematic diagram. (S, seismic source; Gi’, hydrophone mirror; Gi, hydrophone; dri, depth of hydrophone; ds, depth of seismic source; xhi, horizontal offset; xdi, travel distance of direct wave; L, travel distance of sea-surface reflection wave).



According to the geometric relationship (Eli, 2010), the position of hydrophones can be calculated by the following equations:

 

 

where   and   are the depth and horizontal offset of the ith hydrophone, respectively;   and   are the travel times of the direct wave and SSR wave picked by the ith hydrophone, respectively; vw is the average sound speed of seawater at full ocean depth; vf is the sound speed of seawater near the seafloor as measured by the CTD sensor; and ds is the seismic source depth measured by the depth sensor.

Figure 3 shows the one-shot seismic record (S2750) collected in the South China Sea in 2019. The seismic records include the travel times of the direct waves, reflected waves from the strata and reflected waves from the sea surface, as shown in Figures 3A–C, respectively. Finally, the array shape calculated by using the travel-time positioning method is shown in Figure 3D.




Figure 3 | Examples of seismic records of sea surface reflection waves and travel-time positioning results. (A) Direct wave, (B) Seafloor reflection wave, (C) Sea surface reflection wave, (D) Array shape by travel-time positioning.





2.2.1 Positioning analysis

Because the sound speed of seawater varies with water depth, temperature and salinity, the assumption that the average sound speed of seawater is 1484.5 m/s is not accurate for every shot. Figure 4 shows the positioning results at velocities of 1483 m/s, 1485 m/s, and 1487 m/s. The positioning differences generated at velocities of 1483 m/s and 1487 m/s compared to 1485 m/s are illustrated in Figure 5. Even though the sound speed of seawater exhibits a small deviation, the array shape or inclination angle of the arrays with a still water level remains unchanged. The sound speed only affects the vertical position of the arrays. Fortunately, the vertical position of the seismic source is determined in a timely manner by the depth sensor, and the geometrical relationship between the towed vehicle and the arrays indicates that the vertical position of the seismic source can be used to adjust the sound speed of seawater. However, because the DTU between two adjacent working segments is made of stainless steel, the weight of the DTU is greater than its buoyancy. These redundant gravity forces the arrays to form a “W” shape, which makes it difficult to determine the geometrical relationship.




Figure 4 | Travel-time positioning results with different acoustic velocities at shot point S2750.






Figure 5 | Depth differences with respect to the sound speed of seawater 1485 m/s.







2.3 Array shape correction



2.3.1 Floaters

The segment joint (DTU) is made of stainless steel and has a mass of 1.85 kg in air. The mass of occupied seawater is approximately 1.1 kg, so an excess of 0.75 kg should be balanced to reach zero buoyancy. Therefore, a floater is designed, as shown in Figure 6A. These devices can withstand pressures reaching a water depth of 3000 m. Thus, each floater provides equivalent buoyancy compared to the weight of the DTU. A photograph of the floater is shown in Figure 6B, and the arrays equipped with the floaters are shown in Figure 6C.




Figure 6 | Floaters and arrays. (A) Buoyancy block model, (B) Installation of buoyancy blocks, (C) Array with buoyancy blocks installed.






2.3.2 Numerical model

To verify the performance of the floaters, an array model is established. The numerical modeling of the arrays and floaters are shown below. Via the lumped mass method, the array model is established with respect to the relative velocity element frame, as shown in Figure 7. The array is divided into 21 elements. The node connected to the towed vehicle is defined as the 1st node, while the end node is defined as the 22nd node.




Figure 7 | Modeling of arrays using the lumped mass method (Zhu et al., 2020).



The arrays are subjected mainly to internal tension and damping forces, hydrodynamic forces, and self-inertial forces in water. The tension and damping forces are calculated from the axial extension and the extension velocity, respectively, and are oriented in the same direction as the element orientation vector. According to the Morison formula, the drag resistance is proportional to the square of the relative velocity of the cable in water. These forces are simply expressed in Equation (3), as per.

 

where the cable tension   is defined by the axial strain  , elastic modulus E, and cable diameter  .   is defined by the current length of the ith element   and the initial length  , as shown in Equation (4). The damping force   is expressed by the velocity difference between the terminal nodes in the element orientation direction. Cd is the damping coefficient of the cable, and   is the node velocity with respect to the global frame.   is the unit vector of the ith element orientation vector  , which is obtained from the node position vectors   and  , as shown in Equation (4). The transformation matrix   is used to convert the velocity from the global frame to the element-fixed frame.   is the weight of the cable in water, and   indicates that the force is oriented in the same direction as gravity.   and   are the densities of the cable and seawater, respectively.   is the hydrodynamic force acting on the ith element, and Cn is the normal drag coefficient of the cable.   and   are the relative velocities of the ith element with respect to the element-fixed frame and global frame, respectively. The average velocity of the terminal nodes is used to express the velocity of the given element, as shown in Equation (4).   is the velocity of the water particle at the ith node.

 

To consider the inertia force of the added mass, the mass matrix of the ith element in the element-fixed frame is given by Equation (5), where   is the added mass coefficient. As the cable is continuous in the z-direction, the added mass is ignored along the cable axis.

 

The ith node mass matrix   is expressed using the mass matrix of the elements   and  , as shown in Equation (6). The transformation matrix   is used to convert the mass matrices from the element-fixed frame to the global frame.

 

Finally, the element loads are shared equally by two terminal nodes. Moreover, the governing equation for the ith node is determined by the loads acting on the (i-1)th and ith elements, as given in Equation (7).   represents the acceleration of the ith node.

 

Because the weight is balanced with the buoyancy, the floater introduces only additional mass effects and hydrodynamic forces at the node position where the floater is mounted. Considering the mass of the DTU and floater, an additional mass of 2.87 kg is added to the mass matrix. The ocean current in the deep sea is very small, so the velocity and acceleration of the water particles are ignored here. Because the towing speed changes smoothly during formal towing, the additional mass effect of seawater is also ignored here. Finally, the additional drag force introduced by the floater is expressed by Equation (8), which is a function of the cross area and towing speed.   and   are the tangential and normal drag coefficients, respectively.   and   are the cross areas of the floater in the tangential and normal directions, respectively. The node velocity in the element frame is used to carry out the drag force, and  ,  , and   are the x-, y- and z-components of the node velocity at the ith floater, respectively.  ,  , and   are the x-, y-, and z-components of the additional drag generated by the floater in the element frame, respectively. Finally, these forces are converted to the global frame.

 

The modeling parameters of the arrays and floaters are listed in Tables 1 and 2, respectively. The drag coefficients of the floaters are measured via computational fluid dynamics simulation.


Table 1 | Modeling parameters of the arrays.




Table 2 | Cross-sectional area and drag coefficient of the floaters.






2.3.3 Correction effect

An array model with floaters was established, and the array shape under various towing conditions was studied via numerical simulation. The towing conditions include rising, diving and flat towing, as shown in Figure 8A. Because the floaters balance the weight of the DTUs, the arrays no longer form a “W” shape but become a simple convex curve, as illustrated in Figure 8. Because of the seismic source on the convex curve, a reasonable sound speed can be easily adjusted with the simple convex curve.




Figure 8 | Array shape with floaters under different towing conditions. (A) Shot point distribution, (B) Array shape at shot (A), (C) Array shape at shot (B), (D) Array shape at shot (C), (E) Array shape at shot (D), (F) Array shape at shot (E).



The arrays equipped with floaters were used in the 2021 sea trial, and the location is indicated by the red point shown in Figure 9. The sea conditions were calm with ripples, and the water depth was approximately 1400-1600 m. The seismic records from the 2019 sea trial are shown in Figures 10A and C. Because floaters are not installed, the seismic records indicate that the sea surface reflection waves have broken lines and that the sea seafloor reflection waves exhibit a “W” shape. However, when the arrays are equipped with floaters, the seismic records exhibit simple convex curves, as shown in Figures 10B and D.




Figure 9 | Location and water depth in the 2021 sea trial.






Figure 10 | Recorded patterns in the 2019 (A: direct and seafloor reflection waves; B: sea surface reflection waves) and 2021 (C: direct and seafloor reflection waves; D: sea surface reflection waves) sea trials.



Two examples of sea surface reflection (SSR) records (Figures 11B, C) and travel-time positioning results (Figures 11D, F) are presented in Figure 11, revealing smooth curves in both the morphology of the sea surface reflection waves and the positioning structure of the towed array. Although few hydrophones jump out (S2129), the arrays equipped with floaters indeed exhibit a convex curve. Abnormal hydrophones are generated by phase distortion (waveform change), which is the general case in seismic exploration. Importantly, the seismic source is not on this convex curve (green dashed line), which indicates that the sound speed of seawater should be optimized and that abnormal hydrophones should be eliminated when forming the shape curve of seismic arrays.




Figure 11 | Wave field records and sea-surface reflection positioning results after array correction (A: direct and seafloor reflection wave at S0028; B: sea-surface reflection wave at S0028; C: sea-surface reflection positioning result at S0028; D: direct and seafloor reflection wave at S2129; E: sea surface reflection wave at S2129; and F: sea surface reflection positioning result at S2129).








3 Location modification

Both the numerical simulation and travel-time positioning results reveal that the array shape equipped with floaters is a simple convex curve under stable towing conditions. Because the depth of the seismic source is determined by the depth sensor and because the sound speed affects the vertical displacement of the arrays, if the assumed sound speed is greater than or less than the real velocity, then the seismic source is not on the convex curve. According to the weighted least squares polynomial fitting method, the sound speed of seawater can be optimized so that the seismic source and the arrays are on the same convex curve.

For a series of given points, which are the position coordinates of the source and hydrophones, the nth-order polynomial function f(x) used for fitting is shown by Equation (8b) (Parrilo and Sturmfels, 2003).

 

where a0, a1, … an are the polynomial coefficients. Except for the abnormal points, herein, all the hydrophones are used to fit this convex curve. The differences between the polynomial function f(x) and the yi values of the given points should be minimized, as shown in Equation (9) (Burden and Faires, 2010). wi represents the weight coefficient, xi represents the horizontal displacement of the hydrophone relative to the towed vehicle, and yi represents the vertical depth of the towed vehicle and hydrophones.

 

Because the weighted least squares method is used to determine the polynomial function f(x), this method is called weighted least squares polynomial fitting (Chen and Guo, 2023; Ke et al., 2023). The fitting quality can be evaluated by the goodness of fit R2 and the root mean square error S, as shown in Equations (10) and (11), respectively.

 

 

where   is the average value of the hydrophone depth calculated by the travel-time positioning method f(xi) is the vertical depth of the hydrophone after fitting. The polynomial fitting becomes optimal when the goodness of fit R2 is close to 1 or the root mean square error S is the minimum.

To demonstrate the feasibility of the proposed method, two shot points, S2329 and S2350, were selected for positioning optimization. The sea floor is approximately flat at these two points. The seismic records of the SSR waves from the sea trial are shown in Figure 12. Based on the sound speed at the sea floor measured by the CTD sensor, the positioning results of the sea floor reflection (SFR) waves are shown in Figure 13. Additionally, the SSR positioning results of the SSR waves are also illustrated with the assumption that the average sound speed of seawater is 1484.5 m/s at the full depth of the survey area. The shape of the array cable generated by the SSR is similar to that generated by the SFR, but the seismic source is not on the extension line of the convex curve generated by the SSR. Because the sea floor is approximately flat at these two shots and because of the high speed of seawater at the sea floor measured by the CTD, the positioning results of the SFR are more accurate than those of the SSR. Therefore, the assumed average sound speed of seawater (vw) at the full depth of the survey area, i.e., 1484.5 m/s, needs to be adjusted.




Figure 12 | Seismic records from sea surface reflections at shots S2329 and S2350.






Figure 13 | Positioning results calculated by the seafloor reflection wave and sea surface reflection wave. (A) Comparison of sea-surface reflection wave and seafloor reflection wave positioning results for shot point S2329, (B) Comparison of sea-surface reflection wave and seafloor reflection wave positioning results for shot point S2350.



The steps to optimize the travel-time positioning are as follows:

Step 1: The range of the sound speed of seawater at full depth (vmin, vmax) is defined according to experience (vmin= vw-5 m/s, and vmax= vw+5 m/s). The initial position of the arrays (xhi, dri) is determined by using Equations (1) and (2) with vw and vf.

Step 2: Source coordinates (0, ds) and hydrophone coordinates (xhi, dri) are combined in a data set {(0, ds), (xh1, dr1), (xh2, dr2), …, (xh48, dr48)}, and the weighted least squares polynomial is subsequently used for fitting. The weight coefficient w is set to 0.01 for the abnormal hydrophones, which are indicated by phase distortion in Figure 11. However, the weight coefficient for the other hydrophones is 1.0. One large root mean square error S is derived if the seismic source is not on the curve of the arrays calculated with the current vw, for example, ‘curve a’ or ‘curve c’, as shown in Figure 14. The optimized accuracy depends on the order of the polynomial fit, which is defined in this step. Taking S2329 and S2350 as examples, Table 3 shows the relationships among the polynomial fitting order, goodness of fit R2 and root mean square error S. As the fitting order increases, the goodness of fit approaches 1.0, and the root mean square error decreases. However, a long computation time is needed, and the stability of the fitting calculation decreases when the fitting order is larger than 4; thus, a fourth-order polynomial is sufficient herein. The polynomial function is f(x)=a0+a1x+a2x2+a3x3+a4x4.




Figure 14 | Polynomial fitting diagram.




Table 3 | Relationships between the fitting order and fitting quality for shots S2329 and S2350.



Step 3: The sound speed vi is increased by a step of 0.001 m/s from vmin to vmax, and the goodness of fit R2 and root mean square error S are calculated.

Step 4: The velocity vi with the maximum goodness of fit (R2) or the minimum root mean square error (S) is taken as the optimal sound speed for the final calculation of the array position (horizontal offset xroi and vertical depth droi). Moreover, the fitted value f(xi) is obtained. Because all the points {(0, ds), (xroi, f(xi))} are on a convex curve, such as curve b, whose extension (dotted green line) passes through the shot point, f(xi) is taken as the final hydrophone depth value, which also solves the phase distortion problem of abnormal hydrophones and reduces the influence of ocean waves.

According to the above processes, the array shape at shot S2329 was fitted by using a fourth-order polynomial, i.e., f(x)=a0+a1x+a2x2+a3x3+a4x4. The coefficients and fitting parameters of the polynomial are shown in Table 4. The goodness of fit is 0.9995, and the root mean square error is only 0.1355. Theoretically, the seismic source depth ds is the intercept of the fitting polynomial on the depth axis; thus, it is equal to the constant term a0. The fitting result a0 shown in Table 4 is approximately equal to the seismic source depth ds, indicating that the fitting quality is high.


Table 4 | Polynomial fitting parameters at shot 2329.



The comparison between the optimization results and the initial positioning results is shown in Figure 15, and the root mean square error and goodness of fit are shown in Figure 16. Compared to that of seafloor reflection positioning, the depth errors in SSR positioning before and after polynomial fitting are shown in Figures 17A and B, respectively. These results indicate that the polynomial fitting method is accurate and that the absolute values of the errors are less than 0.15 m (~0.1 ms).




Figure 15 | Travel-time positioning before and after correction at shot S2329.






Figure 16 | Fitting quality at shot S2329. (A) Root mean square error, (B) Goodness of fit.






Figure 17 | Depth error of sea surface reflection positioning compared to seafloor reflection positioning at shot S2329. (A) Before optimization, (B) After optimization.



Similarly, the array shape at shot point S2350 was fitted by the proposed method. The parameters of the fitted polynomials are shown in Table 5. The goodness of fit is 0.9940, and the root mean square error is only 0.0660. In addition, the fitted polynomial a0 is equal to the seismic source depth ds, indicating that the fitting is optimal.


Table 5 | Polynomial fitting parameters at shot point S2350.



The array shapes obtained by the polynomial fitting method and by the assumed average speed of 1484.5 m/s are shown in Figure 18. The root mean square error and goodness of fit are shown in Figure 19. Compared to those of the seafloor reflection positioning, the depth errors in SSR positioning before and after polynomial fitting are shown in Figures 20A and B, respectively. The absolute values of the depth errors are less than 0.14 m (~0.09 ms) after polynomial fitting.




Figure 18 | Travel-time positioning before and after correction at shot S2350.






Figure 19 | Fitting quality at shot point S2350. (A) Root mean square error, (B) Goodness of fit.






Figure 20 | Depth error of sea surface reflection positioning compared to seafloor reflection positioning at shot point S2350. (A) Before optimization, (B) After optimization.



Additionally, the positions of the arrays at shot points S0028 and S2129 were also corrected according to the above processes. The polynomial fitting parameters, goodness of fit R2 and root mean square error S for the array positioning are listed in Table 6. The seismic source is not on the convex curve, generating an assumed velocity of 1484.5 m/s, as shown in Figure 21. However, the sound speed of seawater is optimized by the polynomial fitting method, and the seismic source and the positioning results of the arrays are on the same convex curve (dashed green line). In addition, although there are phase distortions in some channels at shot S2129, the weighted least squares polynomial method overcomes inaccurate positioning.


Table 6 | Polynomial fitting parameters at shot points S0025 and S2129.






Figure 21 | Travel-time positioning before and after correction. (A) Comparison of the corrected sea-surface reflection wave positioning results and seafloor reflection wave positioning results for shot point S0028, (B) Comparison of the corrected sea-surface reflection wave positioning results and seafloor reflection wave positioning results for shot point S2129.






4 Application

The prestack shot gathers in the sea trial with Kuiyang-ST2000 conducted in 2021 in the Qiongdongnan area in the South China Sea are selected, as shown in Figure 8. The main acquisition parameters of the deep-towed multichannel seismic datasets are as follows: the source energy is 3000 J, shot spacing is 6.25 m, trace spacing is 3.125 m, minimum offset is 12.5 m, trace number is 48, recording duration is 3000 ms, and sampling rate is 8 kHz.

We utilize the SSR travel-time positioning method described in Section 2.2 to obtain the initial values of the towed array. Based on the characteristics of the towed array structure described in Section 2.3, we applied the correction method outlined in Chapter 3 to determine the accurate positions of the hydrophone array in the towed cable. Figure 22A shows the velocity spectra of common middle point (CMP) gathered on survey lines corrected by floating datum (with reference to the datum setting as land complex surface data processing; the shot point and hydrophone point are placed on a relatively smooth float datum) in seismic data processing (Yilmaz, 2001). The focusing of the energy group of the velocity spectrum calculated by the semblance coefficient method (Kirlin, 1992) is not highly concentrated in either the deep layer or the shallow layer before positioning correction. The focusing of the energy group in the velocity spectrum is highly concentrated in both the deep layer and shallow layer after correction, as shown in Figure 22B, and the resolution of the velocity spectrum is notably improved. The preliminary stack profiles before and after correction are shown in Figure 23. The phase continuity and signal-to-noise ratio are obviously improved after correction, as shown in Figure 23B, compared with the uncorrected (Figure 23A), especially within the yellow boxes, and this approach can accurately describe the geological structure morphology under the seabed.




Figure 22 | Velocity semblance panels before and after travel-time positioning correction. (A) Before travel-time positioning correction. (B) After travel-time positioning correction.






Figure 23 | Seabed stack profile before (left) and after (right) travel-time positioning correction.






5 Conclusions

To correct for the “W” shape of seismic arrays, floaters were installed at the DTUs of the Kuiyang-ST2000 deep-towed seismic system. The corrected arrays presented a simple smooth convex curve during towing conditions, which was demonstrated by both the numerical simulation and travel-time positioning of the sea trial. Given the geometrical relationship between towed vehicles and seismic arrays, the weighted least squares polynomial fitting method is proposed herein to optimize the average sound speed of seawater at full ocean depth. The final positioning accuracy (0.15 m/~0.1 ms) was less than the system sampling interval of 0.125 ms, which met the accuracy requirements of the Kuiyang-ST2000 deep-towed seismic system. Additionally, the energy groups of the velocity spectrum were also highly concentrated in both the deep layer and shallow layer after positioning correction, and the signal-to-noise ratio and resolution of superposition imaging were effectively improved in the seabed stack profile. The conclusions of general validity are listed here for reference.

	(1) The array shape follows a simple smooth convex curve when the additional weights of the DTUs are balanced by floaters.

	(2) Weighted least squares polynomial fitting is an efficient method for obtaining the accurate average sound speed of seawater at full ocean depth under the constraint that the seismic source is located on a smooth convex curve.

	(3) Because seafloor reflection positioning is limited by the constraint that the seafloor is flat, sea surface reflection positioning can be widely used when the average sound speed at full ocean depth is known.

	(4) The phase distortions generated by abnormal hydrophones can be repaired via the proposed polynomial fitting method.
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