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Observation of current speeds in coastal seas is crucial because it can provide

useful information for ship operations, fishing activities, and rapid responses to

marine disasters. Coastal acoustic tomography (CAT) is a technology that can

continuously monitor environmental changes such as current velocity and water

temperature using reciprocal acoustic signals between CAT stations in coastal

seas. This technology is different from traditional pointwise or intermittent

sectional observations in that it can produce time-varying two- or three-

dimensional current fields. The results of previous studies using CAT systems

have been limited to reproducing horizontal maps of depth-averaged two-

dimensional current fields. Utilizing results from a high-resolution coastal

ocean model, this study developed a novel technique for estimating three-

dimensional (3-D) current fields by combining the inverse method with an

artificial intelligence (AI) model. Following three steps are the procedure for

the test of estimating the 3-D current fields. First, utilizing the ray tracing model

‘Bellhop,’ reciprocal travel times among five CAT stations using the coastal ocean

model outputs are computed. These five stations correspond to the locations

where in-situ CAT systems were established for continuous monitoring of

current changes in Yeosu Bay, Korea. Subsequently, the range-averaged

currents at the five layers were estimated by incorporating this travel time

difference data into an AI model trained using the same coastal ocean model

outputs. Finally, the inverse method is applied to each layer to estimate the 3-D

current fields. The validation results revealed that the newly developed method

performed well in both summer and winter. Time-varying two-layer-like current

fields were reasonably produced, occasionally revealing an out-of-phase

relationship between the upper and lower layers depending on the tidal

phases. This method yielded average root-mean-squared errors of less than 4

cm/s on six simulation paths for acoustic signal propagation. Furthermore, when
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the same method was applied to in-situ CAT observations, the average

correlation coefficient (R) of the along-channel current of each layer was

found to be approximately 0.9 or higher. These results suggest that this novel

method can be effectively applied to the continuous monitoring of 3-D current

fields in coastal seas using a CAT system.
KEYWORDS

coastal acoustic tomography, inverse method, three-dimensional current field
estimation, empirical orthogonal function, artificial intelligence model
1 Introduction

1.1 Background

Coastal acoustic tomography (CAT) is an emerging technology

designed to monitor coastal environments. This technology evolved

from ocean acoustic tomography, which was originally developed

by Munk and Wunsch (1979), and has been adapted for coastal

applications. Unlike traditional in-situ current measurement

methods such as stationary or intermittent sectional observations,

CAT can estimate time-varying temperature and current fields

using reciprocally transmitted acoustic signals between CAT

stations. This approach is cost-effective and provides valuable

observational results for many coastal regions (Kaneko et al., 2020).

Research estimating the current field using CAT has primarily

focused on calculating the depth-averaged horizontal two-dimensional

current field. Park and Kaneko (2001) presented an inverse method for

estimating the current field by applying the L-curve method to CAT

data. Subsequently, current field measurements were conducted by

applying this inverse method to CAT observations among multiple

stations (e.g., Yamoaka et al., 2002; Zhu et al., 2012; Zhang et al., 2017).

Additionally, research has been conducted to estimate horizontal

current fields considering coastal effects using coast-fitting

tomographic inversion in semi-enclosed seas (Chen et al., 2020), as

well as assimilating CAT observation data into numerical models to

reproduce current fields (Park and Kaneko, 2000; Zhu et al., 2021). As

the need for three-dimensional (3-D) current field observations in

coastal areas has increased, 3-D current fields have been derived by

assimilating CAT observation data into a numerical model with

unstructured triangular grids (Zhu et al., 2017). However, 3-D

current field estimation from inverse analysis rather than from the

data assimilation method using a numerical ocean model with a large

number of calculations and a complex calculation procedure has not

been reported so far. Kaneko et al. (2020) proposed a method for 3-D

mapping of the current field from the sound speed deviation data of

CAT through a two-step inversion procedure from vertical to

horizontal slices. This method is feasible when multi-ray

identification of 2nd or 3rd rays which pass through multiple layers

along the sound transmission path is possible. However, because this is

almost impossible in coastal areas, where the distances between stations
02
are short and the water depth is shallow, this method cannot be applied

to CAT data.

In this study, we combine an artificial intelligence (AI) model

and an empirical orthogonal function (EOF) with an existing

inverse method to develop a new 3-D current field estimation

method. This method has the advantage of fully reflecting the

current pattern of the study area by applying EOF and

simultaneously reducing the number of unknowns during inverse

analysis, thereby enabling the effective estimation of currents in

underdetermined systems with a minimal number of observations.

Moreover, by employing a pre-trained AI model, this method

allows the rapid estimation of the 2-D current field along the

section between two CAT stations using single-ray acoustic

observations of CAT. The newly developed method was applied

to in-situ CAT data to demonstrate its applicability for continuous

current field monitoring using the CAT system in coastal seas.
1.2 Study area

The study area was Yeosu Bay, located in the southern part of

the Republic of Korea, as shown in Figure 1. Because Yeosu Bay is

characterized by shallow depth, complex coastline, and active ship

traffic, there has been a growing need for real-time monitoring of

current fields in this region. This region is dominated by tidal

currents and shows a typical two-layer structure with opposing

flows; the upper-layer currents from the estuarine area flow

southward, whereas the lower-layer currents flow northward

(Pritchard, 1952; Lee and Kim, 2007).

In this study, the target area for current field estimation was

selected as a channel with a high current velocity in Yeosu Bay

(Figure 1C). Six transmission paths were established by

designating two stations on the west (Yeosu side) and three

stations on the east (Namhae side) and connecting the stations

to the west and east, as presented in Figure 1C. The ‘Transmission

Path’ S1 is between stations K1 and K3, S2 is between K1 and K2,

S3 is between K1 and K5, S4 is between K4 and K3, S5 is between

K4 and K2, and S6 is between K4 and K5. Hereinafter, the term

‘path’ follows the definition of ‘Transmission Path.’ The CAT

stations obtained through the high-resolution ocean numerical
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model results coincide with the actual locations where in-situ CAT

observations are being conducted. The in-situ observation stations

are the land station, except K4 which is located on the barge. This

study utilized a numerical ray tracing model to validate the newly

developed 3-D current field estimation method. The newly

developed method was applied to in-situ CAT data. The

locations of the five CAT stations and the two Acoustic Doppler

Current Profiler (ADCP) mooring sites are listed in Table 1.
2 Data and methods

2.1 Data

The data utilized in this study were data assimilated real-time

ocean prediction modeling results from the Korea Operational

Oceanography System (KOOS), which was developed by the

Korea Institute of Ocean Science and Technology (KIOST). The

temporal and spatial resolutions of the data and their durations are

summarized in Table 2. The depth, current, sea level, temperature,

and salinity results from the KOOS model were used as input data

for the Bellhop ray tracing model (Porter, 2011). The current data

from the KOOS model were used for the EOF analysis, and the

eigenvectors derived from the EOF analysis were used for inverse

estimation. Additional information regarding the input data used to

train the AI model is presented in Supplementary Figures 1, 2.
Frontiers in Marine Science 03
The in-situ application of the method was performed from

September to October 2023 and validated against the ADCP

mooring data at P1 and P2 (Figure 1C). The observation periods

are presented in Table 2. The temporal resolutions were 20 min and

1 h, respectively, which are finer than that of the KOOS model;

however, because the inverse method was built using the KOOS

model, the in-situ application was also performed at 3-

hour intervals.
2.2 Methods

In this study, the 3-D current field was estimated using the

following three procedures. First, the reciprocal travel time

difference (Dt) of each transmission path is computed through the

ray tracing simulation. Second, Dt′ for each layer and path are

computed using the AI model, which is trained with Dt. Finally,
inverse analysis was applied to each layer, resulting in a 3-D current

field consisting of five layers.

2.2.1 Ray tracing simulation
The first step, the ray tracing simulation, uses a numerical ray

tracing model ‘Bellhop’ to calculate the reciprocal travel time

difference (Dt). The Bellhop model requires the following files as

inputs: ‘.bty’, ‘.ati’, ‘.env’, and ‘.ssp’. The ‘.bty’ and ‘.ati’ files contain

information on the topography and water level of the simulation
TABLE 1 Locations of CAT stations and ADCP mooring sites.

CAT stations Latitude (°N) Longitude (°E)
ADCP

Mooring
Sites

Latitude (°N) Longitude (°E)

K1 34.8477 127.7755
P1 34.8423 127.7886

K2 34.8314 127.8144

K3 34.8492 127.8113

P2 34.8262 127.7917K4 34.8220 127.7778

K5 34.8164 127.8278
FIGURE 1

Study area in the Yeosu Bay, Korea. (A) Map of the Korean Peninsula. (B) Map of Yeosu and Namhae located in the South Sea of Korea, including the
(C) Yeosu Bay. Black dots in (C) indicate the CAT stations and the lines connected between the CAT stations are paths for acoustic transmission
simulation. Yellow triangles in (C) indicate ADCP mooring sites (P1, P2).
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path. The ‘.ssp’ file contains the sound speed and current along the

transmission path. The sound speed used here was calculated using

temperature and salinity using the equation from Del Grosso

(1974). The ‘.env’ file contains parameters such as the depth of

the source and receiver, number of beams, and launching degree.

The Bellhop model uses these input data to output the travel time

(ti) between two stations from the current [u(x,y,z,t)] and sound

speed [C(x,y,z,t)].

ti = ∮  
Li

ds
C x, y, z, tð Þ + u x, y, z, tð Þ · n

If the Bellhop model is performed for both directions, we get the

reciprocal travel time (t+, t–) from ‘. ray’ file. The final output of the

ray tracing simulation is reciprocal travel time difference (Dt = t+– t–).

The ray tracing simulation is performed for each of the six

transmission paths to obtain a time series of six reciprocal travel

time differences (Dt1 –Dt6). Supplementary Figure 1 shows a detailed

flowchart including the input and output data of the Bellhop model

and the final output. Supplementary Figure 3 shows time series of ray

tracing. ‘Calculated v’ is the current made from the ray tracing results,

and ‘model v’ is the KOOS model current data. They show similar

trends of mean velocity, implying that Dt is mainly affected by

velocity along the path.

2.2.2 AI model
In the second process, the range-averaged currents in the five

layers in the vertical section of the six transmission paths were

obtained using the AI model. The input data for the AI model are

presented in Supplementary Table 1, and the data locations are

provided in Supplementary Figure 2. The data duration was

approximately four years (May 2019 to April 2023), including the

period used for training the AI model. The collected data were

preprocessed to normalize and enhance their learning ability. The

other designs used for training the AI model are presented in

Supplementary Table 2. The design of the “training process” is as

follows. The “test set” consisted of January–February and July–

August 2022, the periods covered by the inverse analysis. During

this period, no learning took place, and only real simulations were

conducted. For all periods except the “test set,” about 2/3 of the data

is “training set,” and the remaining 1/3 is “validation set.”

Independent training is conducted for each of the three non-

overlapping “validation sets.” The initial values of these models

were randomized, and training was performed three times for each
Frontiers in Marine Science 04
model, resulting in nine ensemble model sets. The final model

results were obtained by averaging nine ensemble models. This

ensemble process provided robust model results. Although the

direction-based loss function typically uses the mean squared

error (MSE), the model used in this study focuses on learning the

upper modes by utilizing the EOF results as learning weights,

resulting in the establishment of an optimized direction-based

loss function.

The AI model was designed to estimate the principal

component (PC) time series of EOF using appropriate AI model

layers for input data with different structures and dimensions (see

Supplementary Figure 4). To simulate the current caused by the

difference in sea level between the southern and northern parts of

Yeosu Bay, sea level data were only extracted at the southern and

northern boundaries of the domain. Because the two boundaries

have different lengths of data (11 and 8 nodes, respectively), a dense

layer was utilized to have the same length of nodes, and then applied

to a 1-D convolutional long short-term memory (ConvLSTM1D)

filter to handle the spatial dimension. The calculation of the sea level

difference was not entirely dependent on the neural network, and a

subtraction layer was added to directly calculate the difference

between the two lines. The dimension of sea level data passed

through ConvLSTM1D is compressed from [time, space, feature] to

[time, feature]. Ocean data, atmospheric data, and Bellhop model

output data have dimensions of [time, feature], resulting in merging

with compressed sea level data. The merged data pass through a

dense layer and a hyperbolic tangent (nonlinear activation

function), and then pass through an LSTM layer that handles the

time series. In this procedure, the time dimension was removed,

leaving the [feature] dimension. The tidal-current input field

consisting of [latitude, longitude, depth, (U, V)] dimensions were

passed through the 3-D convolutional layer and compressed into

[feature] dimensions. Finally, the layer is merged with the layer that

passes through the LSTM and is compressed into three dense layers

to obtain the length of the PC time series (1st–10th modes) of the

EOF. The PC time series estimated using this process was then dot-

produced using the eigenvectors obtained from the EOF analysis to

obtain the current fields along the six vertical sections.

The validation results are presented in Supplementary Table 3

and Supplementary Figures 5, 6. Supplementary Table 3 shows the

average root-mean-squared error (RMSE) of the along-path velocity

for the six vertical sections compared with the true value, and

Supplementary Figure 5 shows the RMSE fields of the six vertical
TABLE 2 Summary of the data used in this study.

Type Period (MM/YYYY)
Resolution

Temporal Spatial

Model

Ray tracing simulation 05/2019–12/2022

3 hours

300 m
(horizontal)

14 m
(vertical)

EOF for Inverse estimation 01/2022–12/2022

Validation of Inverse estimation
01–02/2022 and
07–08/2022

Observation
In-situ CAT data 09–10/2023 20 min .

ADCP mooring data 09–10/2023 1 hour 0.5 m (vertical)
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sections. The bias fields are shown in the same format as in

Supplementary Figure 6. The surface layer has a high variability

in current and a relatively small number of modeling runs owing to

sea level fluctuations, resulting in a high error. Finally, the output of

the AI model is the range-averaged current at the five layers in the

vertical section of the six transmission paths.

2.2.3 Inverse analysis
The third step is a new method of inverse analysis using EOF.

Dividing the distance of each transmission path by the range-

averaged current at five layers in the vertical section for the six

transmission paths obtained from the AI model, a matrix Yik

consisting of Dt′ for each layer and path is obtained as follows:

Yik =

Dt
0
11 ⋯ Dt

0
1k

⋮ ⋱ ⋮

Dt
0
i1 ⋯ Dt

0
ik

2
664

3
775  

where i and k represent the six transmission paths and five

layers, respectively. Using this matrix, inverse analysis yields the

horizontal current fields for each layer.

The EOF analysis results using the KOOS 3-D current fields are

shown in Figure 2. The KOOS model data for Yeosu Bay, which

originally comprised 12 horizontal layers, were averaged into five

layers. The layers were categorized based on the spatial pattern of

the current value deviation over time. 1st and 2nd layers show the

greatest variation across the domain; therefore, to reflect this, we

averaged them and used them as Layer 1 of the inverse analysis.

Layers 2, 3, 4, and 5 of the inverse analysis were used by averaging

the 3rd–5th, 6th–7th, 8th–10th, and 11th–12th layers of the KOOS

model, respectively.

Figure 2 shows the eigenvector field and PC time series for the

first three modes with significant patterns obtained from EOF

analysis. The results are presented for layers 1, 3, and 4,

representing the upper, middle, and lower layers, respectively.

This is characterized by the dominance of north-south

reciprocating components in mode 1. The first five modes were

used in the ‘E matrix’ of inverse analysis. The five modes explained

90.73% and 98.80% of the u- and v-component variance,

respectively. The eigenvectors of the five modes are extracted for

each transmission path and layer. Using the extracted vectors, ‘E

matrix’ was defined as follows:

Eijk =
2
C2
0

Z Ri

0
ujkcosq i + vjksinq i   ds

where, i, j and k are the paths, modes, and layers, respectively; Ri is

the length of each path; and C0 is the reference sound speed. qi is the
angle between each transmission path and the x-axis. Then, Eijk, Yik, the

unknown matrix X, and error e have the following relationships:

Y = EX + e

Applying the L-curve method to this relationship yields the

point at which error(e) and solution(X) are optimally balanced

(Hansen and O’Leary, 1993; Park and Kaneko, 2001). This inverse

analysis for layer 1 (k=1, skipped notation) can be expressed as the
Frontiers in Marine Science 05
following matrix: When this is performed for all five layers, we

obtain the X matrix (j*k), which is dot-produced with the

eigenvectors to yield a 3-D current field (Uk, Vk) by summing

over each mode, as follows:

Xkj =

a11⋯a1j b11⋯b1j

a21⋯a2j b21⋯b2j

⋮ ⋮ ⋮ ⋮

ak1⋯akj bk1⋯bkj

2
666664

3
777775
 ,

Uk=uk1ak1+uk2ak2+ ⋯+ukjakj , and Vk=vk1bk1+vk2bk2+ ⋯+vkjbkj:
3 Results

3.1 Validation of along-path current
of KOOS

First, we validated the KOOS model output data used in this

study. The shipboard ADCP data observed along the paths between

two stations in the domain were used. The shipboard ADCP

observation period and the number of transection observations

for each path are listed in Table 3. Observations were conducted

during both the spring and neap tidal periods. Comparisons of the

along-path-averaged velocities between the observations and the

KOOS outputs showed highly correlated features, as shown in

Figure 3. The RMSE values were 0.09, 0.12, 0.07 m/s, correlation

coefficient (R) values were 0.88, 0.78, and 0.95, and p-values were

0.00, 0.01, 0.05 for S2, S3, and S4, respectively. This confirmed that

the current field reproduced by the KOOS model was suitable for

this study.
3.2 Validation for three-dimensional
current field estimation

3.2.1 Validation for the along-path
current velocity

The method presented in Section 2.2 was applied to all five

horizontal layers in the domain, resulting in a 3-D current field. The

estimated current field was validated by comparison with KOOS

outputs. Owing to the characteristics of CAT, sound waves

propagating along a path are significantly affected by the along-

path current velocity. For this reason, current velocity was

converted to the along-path current velocity (u cosq + v sinq),
which is used in validation. Therefore, S1 (K1–K3) and S6 (K4–K5),

which are nearly zonal to the latitude line, were slightly influenced

by the north-south components of the current.

Figure 4 shows a comparison between the KOOS and estimated

current fields for the along-path current velocity on S4 (K4–K3).

Each figure compares the true values with the inverse estimation

results using scatter plots and time-series plots. The results are

shown for layers 1, 3, and 4 to present the characteristics of the

current fields in the upper, middle, and lower layers, respectively.
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The estimated current field successfully reproduced the tidal

variations, including the flood-ebb and spring-neap cycles, for the

current velocity of the true values. Table 4 summarizes the average

RMSE and R for all six paths and layers 1, 3, and 4. The estimated

current field reproduced the KOOS current fields for all paths well,

with average RMSE values less than 4 cm/s and average R values

exceeding 0.9.

3.2.2 Vertical and horizontal current fields
Yeosu Bay is dominated by the v-component, and the upper and

lower layers sometimes exhibit opposite phases, depending on the

tidal phase. This can be observed from snapshots of v-component

along the section, which are presented in Figure 5. When comparing

the true values in the first column with the estimated current fields

in the second column, the two-layer structure is reproduced

similarly in the contours in the first row. In addition, the flood

tidal period-averaged contours show a northward flow in all five

layers, and the ebb tidal period-averaged contours show a

southward flow, which is very similar between the estimated and

true values. The difference (True - estimation) is higher than -3.8
Frontiers in Marine Science 06
cm/s and lower than 3.2 cm/s. For the other paths, snapshots are not

presented because they show patterns like those of S1 (K1–K3).

Figure 6 shows snapshots of the vector representations of the

horizontal current field in each layer. Both the southward and

northward current periods produced current fields with low errors
FIGURE 2

Three-dimensional EOF analysis results. (Rows) Eigenvectors for the first 3 modes (columns from left to right) at Layers 1, 3, and 4 (top three rows).
Bottom panels represent time series of the principal components for the first 3 modes for u- (red) and v-components (black).
TABLE 3 Summary of shipboard ADCP observations.

Period
(MM/YYYY)

Path
Number of
transection
observation

05/2022
S2 K1–K2 6

S3 K1–K5 4

07/2022–08/2022
S2 K1–K2 6

S3 K1–K5 4

05/2023

S2 K1–K2 3

S3 K1–K5 3

S4 K4–K3 4
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across the domain (Figure 6). In addition, the two-layer structure

with a southward (northward) current in the upper (lower) layer

was reproduced well (Figure 6). Figures 5, 6 present the validation

results for the summer season (July and August 2022) when

stratification is pronounced and the current structure is

relatively complex.
4 Discussion

4.1 RMSE and PVE of three-dimensional
current fields

The RMSE fields of the estimated current for each layer during

the validation period are shown in Figure 7. The spatially averaged
Frontiers in Marine Science 07
RMSE values for each layer are indicated in parentheses. The error

of the u-component is slightly lower than that of the v-component.

The errors were somewhat higher in the upper layer than in the

middle and bottom layers and were larger in areas where the

simulation path did not intersect or at the edges of the domain.

The percent of variance explained (PVE) for each layer indicates

the degree to which the estimated current field reproduces the

variability compared to the true value. It is calculated using the

equation ‘PVE = (1– serr
2/strue

2)*100’, where strue
2 and serr

2

represent the variance of the true value and the error (true value –

calculated value), respectively. Figure 8 shows the PVE for each layer.

The values in each title within the parentheses, expressed as

percentages, represent the average PVE values within the domain

enclosed by the six simulation paths. The average PVE for the u-

component ranged from 49.8% to 68.9%, with approximately 10%
FIGURE 3

Comparison of along-path averaged velocity between ADCP observations and KOOS model outputs. Blue and red dots indicate ADCP observations
carried out in 2022 and 2023, respectively. RMSE, R (correlation coefficient) values, and p-values are calculated for the entire period.
FIGURE 4

Comparison between the true value (KOOS model outputs, black) and results from the inverse estimation (blue) on S4 (K4–K3).
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variation among the layers. For the v-component, the average PVE

ranges from 93.8% to 96.0%, with a variation of approximately 1%

among the layers. This result suggests that the higher RMSE in the

upper layer compared to the middle and bottom layers can be

attributed to the higher current velocity values and variability in the

upper layer. The higher PVE for the v-component compared to the u-

component is interpreted to be caused by the EOF related to the

domain characteristics represented by the simple current pattern in

the v-component.
4.2 Noise test using the AI model

In contrast to ray-tracing simulations utilizing the Bellhop

model, in-situ data may encompass a diverse array of noise. To

assess the impact of noise within in-situ data on inverse analysis, a
Frontiers in Marine Science 08
noise test was conducted, artificially introducing noise to the

results (Dt) of the ray-tracing simulation. The noise was

configured to follow a random normal distribution, and 11

experiments were structured based on varying noise intensities.

The application of noise in each experiment is governed by the

following equation:

Dts = Dt + N 0, 1ð Þ*s ,  s = s 0
*n

Here, n was established based on the maximum, minimum, and

mean values derived from the observational results of CAT and the

ray-tracing simulation results (Table 5). Table 6 lists the mean

values of the RMSE for the along-path current calculated from the

AI model noise test. The difference in RMSE between Case 1 (no

noise) and Case 7 (noise with a magnitude of 10×s’) was computed

to be less than 1 cm/s. And RMSE difference between Case 1 and

Case 11 (noise with a magnitude of 200×s’) was calculated to be less
FIGURE 5

V-component along the section between K1 and K3 averaged (top panels) during July–August 2022, (middle panels) during the flood tidal period, and
(bottom panels) during the ebb tidal period. First and second columns represent the true current field from the KOOS model and the results from the
inverse estimation, respectively. Third column represents the difference between them (True - Estimation). Gray-shading indicates the sea floor.
TABLE 4 RMSE (unit: cm/s) and R (correlation coefficient) values between the true current fields (KOOS model outputs) and inverse estimations.

Value Layer
Transmission Path

S1 S2 S3 S4 S5 S6

RMSE
[cm/s]

1 3.8 3.9 3.4 3.3 3.1 3.1

3 2.0 2.1 2.1 2.1 1.6 1.7

4 2.0 2.7 3.4 2.5 1.7 2.1

R

1 0.90 0.98 0.99 0.99 0.96 0.96

3 0.91 0.99 0.99 0.99 0.96 0.98

4 0.93 0.99 0.99 0.99 0.97 0.99
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than 4.4 cm/s. This implies that even with a 20-fold increase in the

magnitude of noise, the increase in error was less than 2.2 times.

Consequently, the AI model demonstrated the capability of

reducing the noise inherent in the observational results of CAT.

Therefore, these experiments suggest the feasibility of conducting

quality control of CAT data using an AI model.
4.3 Application to in-situ CAT observation

The method in Section 2.2 is applied to in-situ CAT observation

data using same method and data except for Dt. Here, the in-situ

data were utilized instead of Bellhop outputs. The validation of the

estimated current field using in-situ CAT data was performed by
Frontiers in Marine Science 09
comparison with the ADCP mooring data. Each subplot is a scatter

plot for each layer and the ADCPmooring site. Note that the station

K1 was moved southward (34.8397°N, 127.7748°E) to obtain stable

and high quality in-situ observation data. The map in Figure 9 is

provided to indicate the relocated K1 station.

The v-component exhibited a lower RMSE and higher correlation

coefficient than the u-component, which is attributed to the

alignment of the current direction of the v-component with the

along-channel direction. Upon examining the KOOS model as of

September and October 2022, it was observed that the v-component

had a minimum of 3.8 times and a maximum of 9.9 times higher

standard deviation in the five layers than the u-component at the

nearest grid to P1 and P2, respectively. In contrast, the observed

currents at P1 and P2 showed a standard deviation of at least
FIGURE 6

Snapshots of mapped current velocity at Layers 1, 3, and 4. Magenta and blue arrows indicate the results from the inverse estimation and the true
value from KOOS model, respectively.
frontiersin.org

https://doi.org/10.3389/fmars.2024.1362335
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Hwang et al. 10.3389/fmars.2024.1362335
2.3times and up to 6.1 times higher for the v-component than for the

u-component in the five layers. This indicates a significant deviation

between the two components of the current velocity in the KOOS

model used to develop the proposed method in this study. These

characteristics of the KOOSmodel output and its spatial resolution of

300 m appear to account for the differences between the components

in the validation results. This issue may be addressed in a future study

by improving our 3-D current field inverse method by utilizing a
Frontiers in Marine Science 10
high-resolution coastal ocean model with spatial and temporal

resolutions of 100 m and 30 min, respectively.
5 Conclusion

In this paper, we propose a new method for estimating the three-

dimensional current field by combining AI and inverse methods.
FIGURE 7

RMSE of u-component and v-component in January, February, July, and August 2022. Black lines indicate simulation paths, and gray-shaded parts are land.
FIGURE 8

PVE of u-component and v-component in January, February, July, and August 2022. Black lines indicate simulation paths, and gray-shaded parts are land.
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Ray-tracing simulations were performed using the Bellhop model,

and the range-averaged currents at five layers and six simulation

paths were obtained from the AI model. The inverse method is

applied to each of the five horizontal layers, resulting a 3-D current

fields. The significance of this study can be summarized as follows:

First, the 3-D current field was estimated for the first time by

combining AI and inverse methods. The CAT in-situ

observations are theoretically capable of identifying rays

passing through all layers, but this is challenging in practice,

making it difficult to estimate current fields in the vertical

sections of the experimental paths. An AI model was employed

to obtain the current fields in the vertical sections. Furthermore,

applying the EOF of the current fields to the inverse method
Frontiers in Marine Science 11
simplified the coastal boundary condition problem by

incorporating the current-field characteristics of the domain

through the first five EOF modes.

Second, the noise test of the AI model showed that it can

handle the noise generated by the observations; therefore, it is

applicable to CAT in-situ observations, which are expected to

contain more noisy signals than ray tracing simulations. In fact,

after applying the AI model to CAT in-situ observations taken in

the domain over a one-month period starting on September 22,

2023, the estimated current fields showed that the along-channel

velocity matched well with the ADCP mooring data at the two

points inside the domain (R > 0.85). These results suggest that our

novel 3-D current field estimation method is applicable to in-situ
TABLE 5 CAT observation and Bellhop Model output data used for determining standard deviation (unit: sec, %).

Transmission Path

CAT observation
(Dt, [sec]) Bellhop Model Output

(Dt, [sec])

Ratio
(CAT Observation/Bellhop Model, [%])

Before QC After QC Before QC After QC

S1 4.11e-02 6.67e-04 2.92e-04 141.0 2.3

S2 8.04e-02 2.17e-02 6.62e-04 121.0 32.8

S3 7.36e-02 2.75e-02 1.10e-03 66.9 25.0

S4 2.78e-02 1.08e-03 6.30e-04 44.1 1.7

S5 6.64e-02 6.95e-03 3.30e-04 201.0 21.1

S6 4.57e-02 2.97e-03 4.30e-04 106.0 6.9

min 44.1 1.7

max 201.1 32.8

mean 113.4 15.0
TABLE 6 RMSE of the along-path-averaged velocity between true value (KOOS model output) and the results from AI model noise test (unit: cm/s).

Case
Std.

(s = s’*n)
Path

S1 S2 S3 S4 S5 S6

1 s’*0 2.39 2.97 3.19 3.06 2.46 2.25

2 s’*1 2.40 2.99 3.20 3.07 2.48 2.26

3 s’*2 2.42 3.00 3.22 3.10 2.49 2.28

4 s’*3 2.47 3.04 3.25 3.12 2.52 2.32

5 s’*4 2.52 3.14 3.31 3.15 2.57 2.37

6 s’*5 2.53 3.15 3.38 3.18 2.64 2.42

7 s’*10 2.90 3.53 3.82 3.54 2.97 2.76

8 s’*25 3.85 4.61 4.93 4.53 3.72 3.66

9 s’*50 4.81 5.66 6.23 5.79 4.55 4.38

10 s’*100 5.36 6.40 7.17 6.62 5.03 4.86

11 s’*200 5.79 6.77 7.58 7.11 5.36 5.13
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CAT data in the Yeosu Bay. In addition, since the high-resolution

KOOS model outputs are available all around the coastal seas of

Korea, its application would be possible to other coastal areas

where the CAT system is installed to continuously monitor 3-D

current changes.
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FIGURE 9

Scatter plots of currents between the observations from ADCP moorings and estimations from the inverse analysis using in-situ CAT data. Upper
three panels are for mooring site P1 and lower three panels are for mooring site P2. Columns indicate Layers 1, 3, and 4 from left to right.
Correlation coefficient (R) and RMSE values between the observed and estimated zonal and meridional (u and v) currents are shown in each panel.
“Light blue and red dots indicate u- and v-components, respectively.”.
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