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Wind generated waves of a sea state are generally the result of the superposition of wind sea and swells, making the frequency-direction wave energy distribution crucial for comprehending this behavior. Wave spectral partitioning methods provide groups of waves with similar characteristics, thus they have been usually applied to identify wind sea and swell. In addition, several swells can coexist in a sea state. This study develops a method to estimate the wave systems and analyze their characteristics over the coast worldwide using 32year (1989-2020) historical information and more than 10.000 locations. A wave system is considered as the long-term climate conditions prevailing over a frequency-direction wave energy area collecting similar environmental and physical characteristics. The method is applied for the hourly time series of the directional wave spectra. First, the watershed clustering algorithm is used and the partitions found are classified as wind sea or swells based on a wave age criterion. The information obtained from the swell spectral partitions is then used to estimate the probability of their occurrence within specific frequency-direction bins and the clustering algorithm is applied anew to this population in order to identify the number of significant long-term climate wave systems locally and their characteristics. Outcomes reveal that on average swells coexist with wind sea in approximately 70% of the global coast, whereas about 25% is predominantly dominated by pure swells and the wind sea dominates only in the 5%. Only the 2% of the global coast line presents one swell wave system. About 50% of the global coastal locations exhibit three and four, whereas the 15% presents two swell wave systems. The analysis shows that about 30% of the coastal locations present at least five swell wave systems, mostly on Pacific islands and enclosed seas.
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1 Introduction

Coastal engineering applications encompass a broad range of activities, including the design and operability of harbors, shipping route planning, offshore structure design, and coastal erosion assessment (James, 1971; Benitz et al., 2015; Alvarez-Cuesta et al., 2021a, Alvarez-Cuesta et al., 2021b; Romano-Moreno et al., 2023a, Romano-Moreno et al., 2023b). To achieve accurate results in these actions, it is crucial to establish a comprehensive understanding of the wave climate. The characterization of the wave climate mainly relies on integrated sea state bulk parameters, such as significant wave height (Hs), peak period (Tp), and mean wave direction (MWD). While these parameters adequately describe unimodal sea states, they fail to represent waves in more complex situations (Portilla-Yandún et al., 2015). A sea state is often composed simultaneously of locally generated waves (wind sea) and one or more swell components propagating from distant storms (Van Vledder, 2013; Portilla-Yandún et al., 2015). The directional wave spectrum [hereinafter E(f,θ)] measures the distribution of the wave energy. By considering both wave frequency (f) and wave direction (θ), the directional spectrum offers more reliable information regarding the complexity of the sea state. It allows for a more detailed assessment of wave characteristics beyond what can be derived from the integrated bulk parameters alone. Indeed, the wave spectrum is needed to evaluate the interactions between waves and other elements, such as forces on piles, breakwaters and offshore structures, the response of ships, platforms and floating structures and sediment transport which causes wave-induced erosion (Paape, 1969; Benitz et al., 2015; Romano-Moreno et al., 2023a, Romano-Moreno et al., 2023b).

In the early nineties, the importance of the information provided by the directional wave spectrum and its partitions was emphasized by Gerling (1992). Originally proposed a wave partitioning approach that allowed the identification of the wind sea and swell components within the wave spectrum. Nevertheless, the author acknowledged that even the partitioning of wind sea and swells might involve excessive averaging, necessitating the grouping of these partitions in wave systems. Subsequent studies, conducted by Rodrıguez and Soares (1999); Hanson and Phillips (2001); Portilla et al. (2009) and Portilla-Yandún et al. (2015), aimed to develop methodologies to define wind seas, swell and use clustering techniques to group them into distinct wave systems. The methodology involves the identification of local spectral peaks corresponding to each partition and the subsequent assignment or combination of neighboring peaks to form wave systems (Hwang et al., 2012). Conceptually, a spectral partition can be understood as a segment of the spectrum that is physically associated with a specific ensemble of waves originating from the same meteorological event (Gerling, 1992; Hasselmann et al., 1996; Portilla et al., 2009; Portilla-Yandún et al., 2015). The coexistence of both locally generated and remotely generated waves is commonplace in the open ocean, however, identifying and classifying accurately a partition as either locally or remotely generated remains an ongoing challenge.

The correct boundary at which a partition corresponds to wind sea or swell has been analyzed by numerous studies. Hanson and Phillips (2001) establishes a relationship between wind sea phase velocity, wind direction and wind speed. According to this classification, a parabolic region is defined over the spectral matrix, and any partition that falls within this region is considered to be wind driven and is categorized as a wind sea. Most of the numerical models that provide wind sea and swell partitions outcomes are based on this definition. Despite being the most commonly used definition, more definitions are available in the literature, such as the one proposed by Hasselmann et al. (1996). According to this definition, the partitions are considered to be wind seas when the phase velocity at the peak of the spectrum falls below 1.3 times the wind velocity component in the direction of wave propagation. Likewise, old wind seas are characterized by a ratio of the phase velocity to the wind speed component in the direction of wave propagation that falls within the range from 1.3 to 2.0. In situations where the wind direction changes, mixed wind sea-swell systems occur, involving a combination of wind-generated waves and swell, all the other cases are classified as swells.

Wave systems have been investigated by different authors. For example Portilla-Yandún et al. (2015) studied the wave systems of a buoy located in the southern North Sea. The same author also studied the wave system approaching a location in the eastern equatorial Pacific (Portilla-Yandún and Jácome, 2020). The hypothesis of increased freak wave probability due to the mutual interaction of coexisting wave systems was studied for the special case of crossing seas with identical peak periods by Onorato et al. (2006) and Toffoli et al. (2011). Other studies, such as the one conducted by Støle-Hentschel et al. (2020) focused on comparing the extreme wave statistics of combined wind sea and swell with those of their individual wind sea and swell partitions. Lobeto et al. (2022) show how the wave systems can also be affected by climate change, clustering the regional patterns of change in the wave spectra with homogeneous behavior over the ocean basins. Their results indicate a robust increase in the energy transported by westerly swells generated south of 45°.

The present study characterizes wind seas, swells, and different swell wave systems over the coast worldwide, analyzing historical directional wave spectra data spanning over 30 years. A spectral partitioning method is performed to achieve this objective, utilizing hourly directional spectra data from 1989 to 2020 across over 10.000 coastal locations. The statistical long-term behavior of these wave systems is then analyzed.

Section 2.1 summarizes the used hindcast directional wave spectral data, section 2.2 describes the methodology to characterize the climate conditions of the components of the wave spectra. The results of the analysis are presented in section 3 and a comprehensive discussion of these results is given in section 4.




2 Data and methods



2.1 Wave data

The global wind wave hindcast used for this study is described in (Perez et al., 2017). The used hindcast, named GOW2, is developed with the third-generation wave model WaveWatchIII (WW3), which solves the spectral action density balance equation and is able to simulate global wave generation and propagation (Tolman, 2014). GOW2 hindcast extends from 1979 to the near present, providing hourly sea state parameters and 3-hourly frequency-direction wave spectra [E(f,θ)] globally.

The numerical model was set up as follows: WW3 was implemented using the parametrization TEST451 (Ardhuin et al., 2010). Continuous ice treatment was applied to sea-ice concentrations with increasing levels of blocking for concentrations from 0.25 (no effect) to 0.75 (total blocking) (Tolman, 2003). SHOWEX movable-bed bottom friction based on field measurements from DUCK’94 and SHOWEX experiments was activated (Hasselmann et al., 1973; Ardhuin et al., 2003). The Discrete Interaction Approximation [DIA (Hasselmann and Hasselmann, 1985; Hasselmann et al., 1985)] was used for the computation of the non-linear wave-wave interactions. Shallow water depth breaking following Battjes and Janssen (1978) with a Miche-style shallow water limiter for maximum energy was used. A third-order Ultimate Quickest propagation scheme (Leonard, 1979, Leonard, 1991) with the correction for the garden sprinkler effect proposed by Tolman (2002) was activated. Hourly ice coverage and winds from the Climate Forecast System Reanalysis [CFSR from 1979 to 2010 (Saha et al., 2010) and with CFSv2 from 2011 to 2015 (Saha et al., 2014)] were used. ETOPO1 bathymetry (Amante and Eakins, 2009) and coastlines proceedings from the Global Self-consistent, Hierarchical, High-resolution Geography Database [GSHHG (Tomas et al., 2008)] were used.

The GOW2 wave hindcast is composed of four numerical domains in a multigrid two-way nesting approach (i.e. Global, Arctic, Antarctic and Coastal domain). Spatial resolution was increased from the global (0.5°×0.5°) to a 0.25° on the coastal domain. The coastal domain includes all the grid points with depths below 200m and within 1.5 degrees distance of the islands and continental coasts. Wave attenuation produced by islands and coastal features smaller than cell size are also considered by reducing the energy flux across discrete grid cell boundaries (Tolman, 2003). Reflection of shorelines was set to 0.05 and subgrid features were also considered. Note that due to the spatial resolution of the dataset (∼25Km), localized surf processes which require higher spatial resolution are not considered. The wave spectra are defined by 24 direction bins and 32 frequencies ranging non-linearly from 0.0373 to 0.7159 Hz with each frequency being 1.1 times the previous one. Directional sectors are 15° each. The hindcast has a total of 36455 grid-points with available spectra data. We select ∼10000 locations of the coastal domain. The depth at the analyzed points ranges from 5 to 6000m. The Wave System analysis is carried out over 32 years (1989-2020) in the selected locations (Figure 1). GOW hindcast database was already used in previous studies, starting from global 60-year calibrated hindcast (Reguero et al., 2012), used in the study of Espejo et al. (2014) and Reguero et al. (2015); Reguero et al. (2019) among others. The GOW has been exhaustively validated against instrumental measurements from buoys and satellite, as described in (Mínguez et al., 2011). Perez et al. (2017) developed a second version of this global hindcast, showing a validation analysis by comparing the GOW2 outcomes against buoys and altimeter data. The two directional wave spectrum representing the typhoon Haiyan east of the Philippines on November 2014 and a bimodal spectrum of the Chilean coast in August 2015 are illustrated in Perez et al. (2017). The GOW2 hindcast database has been successfully used in previous wave climate and coastal engineering studies, such as Lobeto et al. (2021); Alvarez-Cuesta et al. (2021a), Alvarez-Cuesta et al. 2021b; Lobeto et al. (2022)); Romano-Moreno et al., 2023a; Romano-Moreno et al. (2023b)); Hegermiller et al. (2017); Weiss et al. (2020) and Camus et al. (2017).




Figure 1 | Available directional spectrum data from the wave hindcast.



Recently, the directional wave spectrum from the GOW2 hindcast was fully validated against more than 30 directional wave buoys worldwide (Mazzaretto et al., 2022). The study of Mazzaretto et al. (2022) introduced a methodology for comparing the directional wave spectrum of a hindcast against the one obtained from buoys. This method involves four different approaches and based on several statistical metrics. The initial approach is the global comparison, which compares the time-averaged directional frequency spectrum, frequency spectrum [E(f)] and direction spectrum [E(θ)]. The subsequent approach is the matrix comparison, evaluating the directional wave spectra over time. The third approach is the polar comparison, which examines the frequency-direction bins of the spectrum. Lastly, the 1D spectrum approach compares the E(f) and E(θ) of the hindcast with those from the buoy data. The hindcast directional wave spectrum demonstrates a significant agreement with the buoy data. In the case of the matrix approach (for monthly comparisons), the Pearson correlation coefficient is notably high, exceeding 0.8, and the nRMSE (normalized root mean square error) remains below 9%. The polar approach indicates minimal errors in the hindcast, with directional dispersion matching that of the buoy data. The Pearson correlation coefficient and scatter index metrics show that the higher the energy the higher the agreement, yielding positive outcomes of the wave spectrum validation of the used dataset in this study.




2.2 Wind sea, swell and wave systems estimation method

In order to analyze the climatological conditions of the wave spectra, the wind sea, swells and associated wave systems are estimated. In the present study, a wave system is defined as the long-term conditions prevailing over a frequency-direction wave energy area of the spectrum collecting similar environmental and physical characteristics [following Portilla-Yandún et al. (2015)].

The proposed methodology to characterize the wind sea, swell and associated wave systems (WSys) consists of three steps (Figure 2). This method is applied to each hourly directional wave spectrum (from 1989 to 2020) and for each location (∼ 10.000). The first step (spectrum analysis) computes the hourly sea state spectral partitions, a wind sea, five swells and the residual. This is followed by the second step (partition analysis), which uses the swell partitions to compute the number of occurrences in the frequency-directional domain, namely finding the partitions probability (Pprob). Our Pprob slightly differs from the one proposed by Portilla-Yandún et al. (2015) because we consider only the swell partitions. Furthermore, we apply a filter based on the total m0 of the spectrum at each partition for every time step. Finally, in the third step (wave systems), the long-term swell wave systems are obtained, applying anew the watershed algorithm.




Figure 2 | Flowchart of the methodology to find the Swell Wave Systems (WSys) (on the left in light blue), whereas on the right in grey are illustrated the glossary and under it the used algorithms.



The spectrum analysis step initiates processing the directional wave spectrum   of each site at each time through the partition algorithm (, Figure 2). The watershed algorithm (, Figure 2) is first applied, which takes the directional wave spectrum  , frequency discretization (f[Hz]) and directional discretization (θ[°]) as inputs and applies the watershed process (, Figure 2), resulting in the extraction of spectral partitions.

Initially, the watershed algorithm was introduced by Vincent and Soille (1991) within the domain of topography for delineating hydrological catchments. Recognizing the analogous nature between the directional wave spectrum and a topographic image enabled the adaptation of the algorithm from topography to the study of oceanic phenomena. This algorithm has undergone further refinement by several researchers and has been implemented in the WWIII model (Hanson and Jensen, 2004; Hanson et al., 2006; Tracy et al., 2007; Tolman et al., 2009).

Once these partitions are obtained, the partition algorithm follows with the classification of the found partitions into wind sea or swells using the approach proposed by Hanson and Phillips (2001). In order to do this, the partition algorithm () receives as inputs the wind speed (WSPD [m/s]), wind direction (WDIR [deg]) and water depth (DPT [m]). Additionally, this algorithm accommodates the inclusion of setup parameters, such as the wind speed multiplier (wsmult[−]), Area Inside the Parabolic Region (AIPR [%]) and the maximum number of partitions that are wanted as output (max partitions [-]). The method proposed by Hanson and Phillips (2001) defines that a partition that lies within the parabolic boundaries,

defined by Equation 1, with at least 33.3% of the area (AIPR) is considered to be forced by the wind and defined as wind sea.

 

where cp is the phase speed of the partition, U10 is the 10-m elevation wind speed, wsmult is a multiplier of the wind speed and δ is the angle between the wind and the partition. Hanson and Phillips (2001) used wsmult equal to 1.5, to ensure that all possible wind sea peaks are included, whereas we use 1.7 as default in WWIII (Tolman, 2014).

This relationship can be rewritten in terms of the peak frequency:   with   as in Figure 3.




Figure 3 | Separation of the wind sea and swell from a directional wave spectrum. Black line shows the parabolic boundary, with 2 wind sea clusters inside.



We note that more than one spectral partition may be inside the parabolic area (Figure 3). All the wind sea partitions from a given input spectrum are combined, the partitions that did not fall in the classification of wind sea are classified as swell and sorted by their significant wave height (Hs).

The default settings for the setup parameters are as follows: AIPR = 33.3%, wsmult = 1.7 and the max partitions is set to six, returning five swells (SWs),  , one wind sea (WS),  , and a residual partition,  . The latter is the combination of all the partitions that were not combined in the wind sea and that exist after the fifth swell. The consideration of the residual partition is required to avoid energy loss when utilizing the integrated wave parameters of the partitions instead of the total spectrum, particularly in regions characterized by high multimodality when few partitions are obtained e.g. one wind sea and two swells. In addition, the watershed algorithm is applied anew to the aggregation of wind sea partitions, using as input the  , storing up to four wind sea partitions   and one residual,  .

Figure 4 shows the obtained wind sea and swells for an hourly sea state (at 09:00:00 1st of February of 2011) at one of the analyzed locations (lat: 16° N, lon: 17° W). Partition number 0 is the one associated with the wind sea and P1, P2 and P3 are swells. Panel a) of Figure 4 show the hourly sea state wave spectrum and defined partitions in the frequency and directional dimensions. During this event, the wind flew from N (0.38◦) with a speed of around 9[m/s] (illustrated in Figure 4 as the red arrow). The wind sea is then identified with those partitions whose area falls for more than the 33.3% in the parabolic region defined by Equation 1. Panel b) shows the isolated four partitions from P0 to P3.




Figure 4 | Panel (A) represents the directional wave spectrum for a specific date. The red arrow represents the wind direction. Upper right side of panel (A) shows the associated frequency spectrum and the lower panel shows the direction spectrum. Panel (B) illustrates the partitions of the directional wave spectrum at the selected time. Partition number 0 is the wind sea, while the rest are identified as swells.



Once the spectral partitions are defined, we can proceed with the second step (Partition Analysis). This step starts with the estimation of the integrated spectral parameters such as the significant wave height (Hs), peak period (Tp), mean wave direction (MWD), mean period (Tm02) and peak direction (Dp). They are computed for all the previously identified partitions (i.e. wind sea (WS), five swells (SWs) and the residual).

For this process, only the swell partitions and the residual are considered. We evaluate the energy of each swell partition at each hourly time and identify the swell partitions that have a contribution of at least five percent of the total m0:



where   is the moment of order zero of the i-partition (with i going from 1 to r, where r is the residual partition) and   is the total m0. This condition removes negligible peaks, including the reflection parametrized in the model of WWIII. From the identified Tm02 and MWD of each swell partition, the number of occurrences of 1/Tm02 and MWD in each frequency-direction bin is counted. This led to a new distribution in the frequency-direction space, which we call the Partition Probability (herein after Pprob)   (Figure 5B). The Pprob represents the probability that a certain swell spectral partition of an hourly sea state will fall in a specific frequency-direction bin, therefore each bin encompasses the number of times a partition has belonged to that bin.




Figure 5 | The panels of this figure are referred to the same location in Figure 4. Panel (A) illustrated the time averaged directional wave spectrum. Panel (B) depicts the Partitions Probability and the resulting four swell wave systems. Panel (C) shows each of the obtained swell wave systems.



Finally, the third step identifies the swell wave systems. As in Portilla-Yandún et al. (2015); Portilla-Yandún (2018) we apply a clustering algorithm (the watershed algorithm is applied anew) to the  , using the same frequency f [Hz] and directional discretization θ [°] of the directional wave spectrum. From this process the swell wave systems are obtained and up to eleven swell wave systems   are stored. Successively, the third step follows with the swell wave system integrated spectral parameters algorithm (), which receives as input the integrated spectral parameters of each swell partition (p1−r), the   of each swell wave systems  , the same frequency [f(Hz)] and directional discretization θ [°] of the directional wave spectrum. The swell partitions that fall in each swell   are found, and the integrated spectral parameters of these partitions are associated to obtain the time series parameters corresponding to each swell wave system.

Figure 5 depicts the 32 year time averaged directional wave spectrum (panel A). The values of Pprob (number of occurrences) are shown in Figure 5B, for the total Pprob. In Figure 5C, the found four swell wave systems are depicted. The colorbar on panel a) represents the energy corresponding to the directional wave spectrum, whereas the colorbar in Figure 5B shows the watershed output, which defined the swell wave systems. The colorbar in Figure 5C depicts the number of spectral partitions of an hourly sea state that fall in a specific frequency-direction bin.

Some locations (Figure 6), such as the indicated in the West Japanese coast [36.50°N; 141.25°E] have a wide directional distributed time-averaged spectrum, with higher energy focused between 40° and 90°. The rest of the energy comes from 225° to 90°, but with less intensity. Conversely, the Pprob, on the right side, depicts three clearly defined WSys, one coming from 42°, another from 100° and the last from 180°. Central panel in Figure 6, illustrates the mean wave spectrum for a location in northern Spain [43.75°N;3.75°W]. The mean wave spectrum (on the left) shows only one clear section, where the waves come from the NW, however, the sea states from NNE direction associated with low energy are hidden. Pprob on the right shows that these events, although not so energetic, can be frequent. The last case depicted in Figure 6 illustrates a coastal location in the Gulf of Mexico [17.00°N;101.25°W]. From the left panel, only two well-defined partitions are identified, however, in the left panel, a swell wave system with a high probability to occur but with low energy is clearly distinguishable and six swell wave systems are encountered.




Figure 6 | The first column represents the time averaged directional wave spectrum. Second column represents the Partition Probability and the last column is the watershed of the Partition Probability. The rows illustrate three different regions worldwide, first row (A) represents a node in western Japan, the second (B) is a location in northern Spain and the last one, (C), is a location in the Mexican Gulf.



After obtaining the Pprob of the swell wave systems, for each swell wave system, the time series of the integrated spectral parameters are computed. Successively, the swell wave systems with less than 15°

difference on the time averaged MWD are joined. Finally, the swell wave systems are sorted for their time averaged supply of m0 to the total   and the number of significant swell wave systems is obtained when the sum of the ratio of the m0 of the i-WSys, and   averaged in time reached at least 99%:



where   is the m0 of the i-WSys, N is NWSys (the number of swell wave systems, in this case, eleven), Nt is the number of sea states and   is   the order zero momentum for the total swell wave systems.





3 Results



3.1 Wind sea and swell climate conditions

The characterization of wind sea and swell is crucial for a wide variety of research and engineering studies such as analyzing the movement of a mooring ship. The oscillations experienced by the mooring ship within bimodal spectral waves exhibit considerably greater magnitudes compared to those observed for only wind sea (Shi, 2018). In contrast, the pure wind sea in floating wind turbines can contribute to low-frequency resonant oscillations (Chakrabarti, 2005; Brommundt et al., 2012). Therefore, the energy and time dominance of the wind sea and swells is analyzed.

The time dominance is defined as shown in Equation 4.



where   is the zeroth order momentum of the wind sea,   is the zeroth order momentum of the total spectrum,   in the zeroth order momentum of the swells. We identify the percentage of time in which the wind sea persists with Equation 4, namely, it is the percentage of the time in which the wind sea has more than 75% of the total energy. Similarly, the swells and, when the   is in the interquartile range of the  , then we consider that the swells and the wind sea coexist.

Figure 7 shows the percentage of time in which the SWs or the WS persists from the hourly data analyzed during the 32yrs historical period. The upper panel (Figure 7) shows the swell partitions, whereas, the lower panel (Figure 7) depicts the wind sea. In Figure 7 can be seen that, overall, on the West coast of the continents, the swells persist during the considered time, while on the East coast and for enclosed Seas the wind sea persists longer than the swells. On the coasts of Indonesia facing the ocean the SWs persist more than the WS, whereas, in the small enclosed region between all these islands, the wind sea and swells persist together. In the southern part of Cambodia and Vietnam, the wind sea persists more than the swells. The persistence of the wind sea is also high in the Baltic Sea, whereas in the Mediterranean Sea, the persistence of the WS is not absolute due to the fact that in this region, swells also persist during the analyzed time.




Figure 7 | Persistence in time. Percentage of the WS (bottom) and the SWs (top).



Instead of a time analysis, an energy analysis is also carried out. The energy dominance is then carried out using Equation 5.

 

where   is the m0 of the wind sea partition,   is the m0 of the total spectrum, and the   represents the sum of the m0 of each swell partition. WS is dominant when the ratio of its moment 0 to the total m0 averaged over time (3h resolution, for the 32 years) is greater than 75%. Conversely, when the ratio of the sum of the swell moment 0 to the total m0 is greater than 75%. Finally, the partitions coexist when the ratio of the m0 of the wind sea to the   is between 25% and 75%.

The results are shown in Figure 8, which illustrates the worldwide distribution of dominant partitions on the coast. We note that the swells coexist with the wind sea almost 70% of the analyzed nodes, whereas 25% of the global coast is dominated by the swells (typically the westers coasts). Only the 5% is dominated by the wind sea (such as the Gulf of Carpentaria, the Baltic Sea, and the Aegean Sea).




Figure 8 | Red color identifies the dominance of the wind sea (WS), pink color shows the dominance of the swell (SW) and blue coor indicates the usual  coexistence of  wind sea and swell.



The localized regions in which the WS or the swells dominated in energy also persist longer on time. We note that the areas in which the dominance belongs to the coexistence of WS and SWs does not mean that the persistence in time has to be distributed equally to the WS and the swells. For the dominance, we consider the time-averaged 0th order moment higher than the 75% of the  , nonetheless, for the persistence in time, we consider the percentage of the time in which one partition is higher than the 75% of the  .

A thorough seasonal analysis is conducted to uncover prevailing patterns of wind seas and swells across various geographical regions. Generally, regions where swells dominate exhibit relatively fewer variations due to seasonal transitions. However, noteworthy alterations become apparent during specific timeframes. For instance, along the coast of Ecuador during June, July, and August (JJA) a shift from predominant swell dominance to a coexistence of wind seas and swells is noticed. Similarly, during March, April, and May (MAM), significant changes are observed along the Pacific coast of Baja California, where swells relinquish their dominance to accommodate a coexistence of wind seas and swells. Throughout December, January, and February (DJF), the Baltic Sea, the Horn of Africa, and the northern coast of Cuba, previously characterized by a mixed coexistence of wind seas and swells (Figure 8), shift primarily towards wind sea dominance. This trend also holds true for the Sea of Okhotsk, with the exception of other seasons when wind seas and swells coexist dominantly. Conversely, the Gulf of Carpentaria remains consistently dominated by wind seas across all seasons. Prominent deviations from average values (Figure 8) are evident during JJA season. Along the Atlantic coast of Morocco, the Maranhão and Cerá regions of Brazil, and the Horn of Africa the wind sea dominates. In contrast, the Baltic Sea experiences an inverse trend, with the coexistence of swells and wind seas. During September, October, and November (SON), significant shifts occur in the Maranhão and Cerá regions of Brazil, where the wind sea dominance is prevalent. Meanwhile, swells primarily dominate in the Micronesia islands during this period.

In addition to the aforementioned study, we also examine the aggregation of wind seas. We estimate the wind sea partitions as illustrated in Figure 2, once the directional wave spectrum is processed through the partition algorithm, one wind sea, five swells and one residual partitions are obtained. The methodology of Hanson and Phillips (2001) agglomerates the partitions that fall inside the parabolic region with more than 33.3% of the AIPR as one wind sea. We have applied the clustering algorithm to the agglomeration of wind seas and stored up to four wind seas and a residual partition. Figure 9 precisely illustrates the number of independent wind seas. We defined the number of independent wind seas as the number of wind sea partitions that account for at least 99% of the total zeroth momentum of the wind seas   using Equation 3. Where   is the   of the i-WS, N is NWS (the number of wind seas, in this case, five) and   is   (order zero momentum for the total wind seas).




Figure 9 | Number of identified wind seas (WS).



The analysis reveals that approximately 93% of the global coastline is predominantly dominated by a single wind sea partition. Only 7% of the world exhibits the presence of two or more wind sea partitions agglomerations. Two wind seas are primarily observed in semi/enclosed seas and coastlines over regional gulfs such as the Adriatic Sea, South Tyrrhenian Sea, Libyan Coast, Baltic Sea, Northern Sea, Gulf of Carpentaria, Japanese Sea, Okhotsk Sea, and the West coast of Florida. The only region that shows more than three wind seas is concentrated along the coast from Southern Senegal to Sierra Leone.




3.2 Swell wave systems

The swell wave systems provide long-term information of the frequency-direction wave energy distribution. These swell wave systems group together all the swell spectral partitions of each historical hourly sea state with similar characteristics. Thus, each swell wave system is described by a wave period and mean wave direction. In addition, the percentage of energy it represents with respect to the total spectrum can be estimated. This information is especially useful to identify those secondary swells, which can impact the coast and are usually masked by the dominant swell. The number of found significant swell wave systems, calculated using Equation 3, along the coast worldwide is displayed in the Figure 10.




Figure 10 | Number of significant swell wave systems.



It is noteworthy that the majority of regions exhibit the dominance of three or four swell wave systems, accounting for 26% and 25% respectively. A 15% of the analyzed coastal locations show two swell wave systems. The wave climate conditions characterized by a single swell wave system appears only on the 2% of the world’s coastline. The presence of five swell wave systems is found for the 19% of the global coast, whilst a mere 13% of the analyzed locations have six or more swell wave systems.

In the Gulf of Angola, the dominant partitions are swells (Figure 8) clustered in one significant swell wave system. Other regions such as the Atlantic Coast of Ireland, South and West coast of Australia, Atlantic coast of Spain, Portugal, Morocco and the coast of Chile are dominated by two swell wave systems. Nonetheless, it is easy to find regions with three or four swell wave systems, such as the coast of Japan, South Africa, North and East coast of Australia. North America is dominated by two swell wave systems up to five. The regions with most swell wave systems are in correspondence to the Mexican pacific area. Asia, the Mediterranean Sea, the Baltic Sea and the Red Sea are principally dominated by four to five swell wave systems. Most of the islands corresponding to Oceania have at least four or above swell wave systems.

The wave systems can be visualized by their mean values of peak period, mean wave direction and the m0. Figure 11 depicts an example of the results for a single analyzed location, offshore of Santander, northern Spain (lat: 43.75, lon: -3.75). It shows three arrows, corresponding to two swell wave systems and the wind sea. The size of the arrows is associated to the mean peak period, the mean wave direction is represented by the direction of the arrow and the color is the percentage of m0 respect the total  . This location is characterized by a primary swell wave system (NW), a wind sea (NNW) and a secondary swell wave system (NE). The primary swell wave system possesses the 71.1% of the total m0, the wind sea the 22.2% and the secondary swell wave system the 6.3% of the  . The primary swell wave system represents the 92% of the total swell energy, and the secondary swell wave system the 8%. Analyzing the historical time occurrence, we find that the primary swell wave system (NW) is very usual, happening during the 88% of the historical period. The secondary swell wave system has however a higher occurrence through time than percentage of total energy (18% of the time for all the historical period). The NE wave system has also lower peak period and it is more apparent during the summer season.




Figure 11 | Graphical illustration of the wave systems for a single location, situated offshore of Santander, northern Spain (lat: 43.75, lon: -3.75). WSys1 corresponds to the primary swell wave system, WS is the wind sea and WSys2 is the secondary swell wave system. The size of the arrow is the mean wave period, the direction is the mean wave direction and the color represent the percentage of energy for each wave system.



Figure 12A provides a close-up view of the Iberian peninsula in the Strait of Gibraltar. The Atlantic coast is primarily dominated by a western swell wave system. As we move further into the Mediterranean Sea, we observe the convergence of swell wave systems originating from both the Mediterranean and the Atlantic, resulting in the presence of at least two swell wave systems with similar  , one from the east and another from the west. The swell wave system originating from the Mediterranean Sea exhibits a shorter period compared to the Atlantic swell wave system, as indicated by the size of the arrows.




Figure 12 | Detected swell wave systems along coastal areas. The color identifies the relative energy of each swell wave system as the percentage with respect to the total swell energy. The size of the arrow represents the mean Tp. The number of the arrows are the identified swell wave systems for each location. The direction of the arrow represent the MWD where the swell wave systems come from. Panel (A) shows the strait of Gibraltar, panel (B) the East coast of Japan, near Tokyo and panels (C) and (D) show the West and East coast of Madagascar island (between 18-22°S).



Figure 12B depicts the West coast of Japan near Tokyo. In this region can be appreciated three significant swell wave systems, two of them providing about 40% of   each and about the 20% for the third swell wave system. The primary swell wave system come from ESE, the second from NE and the third from S, their peak periods are similar and around 9 seconds.

Figures 12C, D illustrate the West and East coast of Madagascar island between 18-22◦S, in this region, for both sides of the island, the swell coming from the Southern Ocean is present, albeit with different percentage of  . This disparity arises from the exposure of the East coast of Madagascar to swells generated in the Indian Ocean, which arrive eastern onto the island. Consequently, the eastern swell wave system possesses 73% of the  , while the southern component accounts for the remaining 26%. As we move forward to the West coast of Madagascar the restricted fetch inhibits the generation of significant swell wave systems, resulting in the predominance of the swell wave system originating from the SSW, which constitutes 97% of the  .

Another interesting region of study is North America, starting from Baja California, where two significant swell wave systems are observed, one from the south and the other from the north. As we move northwards, we observe a notable transition as the energetically dominant swell wave system from the south gradually

gives way to the swell wave system originating from the north. This transition is particularly evident near the coast of Los Angeles, where the change appears to be more pronounced. Further north, the swell wave system from the north becomes a westward-propagating swell wave system, indicating that from this point on, the northern storms directly impact the American coasts of Oregon and Washington. Despite this transition, remnants of the southern Pacific swell wave system is still appreciated in these regions.

The global outcomes of this analysis can be explored through a web viewer (https://ihcantabria.github.io/WaveSystemsViewer/). This web viewer initially presents the count of significant swell

wave systems. Upon selecting one of the nine regions (Africa, Europe, North America, South America, Asia 1 to Asia 3, and Oceania 1 to 2), and zooming in a coastal area, additional layers of detail are revealed. The swell wave systems are visually represented through a quiver plot. The number of arrows corresponds to the count of significant swell wave systems, and each color of the arrow signifies the relative energy proportion of the respective swell wave systems. This energy ratio is expressed as a percentage:

 . The arrow size conveys the time-averaged Tp, while the quantity of arrows denotes the prevalence of swell wave systems in a given location. The direction of each arrow indicates the time-averaged MWD from which the swell wave systems come. Further information is available in the Supplementary Material.





4 Conclusions

Partitioning a directional wave spectrum allows for the identification and classification of specific wave components such as wind sea or swell. This classification process facilitates a comprehensive analysis of the global wave climate, encompassing more than 30 years of 3-hourly data. Regions where either swells or wind sea dominate are identified, providing insights into the prevailing wave characteristics in different areas. The results reveal that swells and wind sea coexist in approximately 70% of the global coast, particularly in enclosed seas and the eastern regions of the continents. Conversely, around 25% of the global coast is primarily dominated by pure swells, with the majority of this percentage located along the western coastlines of the continents. In contrast, a mere 5% of the global coast is dominated by the wind sea, primarily observed in highly enclosed seas such as the Baltic Sea, the Eagan Sea, and the Gulf of Carpentaria. The regions in which the swell dominate over the wind sea match with those in which the swell probability is higher according to Chen et al. (2002). Further investigation should aim to a global time-dependent monthly analysis of the swell wave systems in order to better understand the wave climate variability. For example, Alonso and Solari (2021) conducted a Uruguayan nationwide scale study of the wave systems seasonal and inter annual variations, using a high-resolution wave hindcast. In addition, an extreme analysis that associates storm event to each wave system would be of interest, as it would allow to understand which component is the most energetic during extreme events. Portilla-Yandún and Jácome (2020) use the wave system decomposition to perform extreme value analysis and applied the POT methodology to the wave systems. The same extreme analysis could be carried out seasonally/monthly. It is worth mentioning that every location has different characteristics, and thus requires a specific study.

The climatic persistence of these partitions was also studied. In some regions, such as the Gulf of Angola, the west coast of Mexico, the west coast of Indonesia and the coast of Portugal the swells persist for most of the time. Conversely, in more enclosed areas, such as the Gulf of Carpentaria, the Baltic Sea and Cambodia, the wind sea persists for the majority of the time. Other regions, such as India, Northern Spain and the west coast of South America have a swell between 60-80% of the time.

The definition of the wind sea, proposed by Hanson and Phillips (2001), groups together all the wind seas, therefore it can result in more than one wind sea inside the wind sea partition. Although the wind sea dominates only 5% of the total coast, it coexists for approximately 70% of the coast. Thus it is important to understand how many wind seas are grouped in the wind sea definition. Results have shown that, on average, one significant wind sea exists (93% of the total coast), although there are different regions distributed all around the world in which two wind seas are found. The outstanding region where more than three wind seas are found is situated in Africa (between Southern Senegal and Sierra Leone). In these regions the definition of wind sea proposed by Hanson and Phillips (2001) may be further studied for a better comprehension of the wave climate.

The clustering of the swell wave partitions has facilitated the identification of different wave systems. In this study, we define a wave system as wind sea or a collection of swells that consistently originate from a specific sector within the frequency-direction domain. By computing the probability of the swell partitions that satisfy the criteria outlined in Equation 2, we have then cluster them in order to get new insights about the swell wave climate conditions. Notably, the results indicate that approximately the 51% of the global coast exhibits the prevalence of three and four swell wave systems, while approximately 15% demonstrate a dominance of two swell wave systems. In contrast, a single swell wave system is observed in only 2% of the global regions. Moreover, approximately 32% of the regions studied, primarily small islands in the Pacific Ocean and enclosed seas, have at least five swell wave systems are present. Coastal areas such as the straits, present the behavior of two opposite swell wave systems (for example, Baltic Sea, Red Sea, Strait of Gibraltar and the British Channel), whereas enclosed seas and open ocean islands are characterized by multiple swell wave systems coming from multiple directions. Having a close look to the west coast of the Iberian peninsula it can be seen that the principal swell comes from the north, consistent with the findings of Semedo et al. (2008) and de Farias et al. (2012). The analysis of the swell wave systems allows identifying also those swell wave systems that have less frequency and generally develop at regional scale or coming from another generation area and persisting to the coast. Such behavior can also be observed along the Chilean coast where the primary swell come from South, in agreement with the results of Semedo et al. (2008); de Farias et al. (2012). However, the secondary swell wave system (NW) can only be detected by the proposed the swell wave system analysis. Accordingly with the study of Alonso and Solari (2021), the main swell wave systems along the Uruguayan coast comes from the South and the East. A comparison of the found wave systems with the study from Portilla-Yandún and Jácome (2020) at a location near the Colombian coast, also indicates similar results, with four significant swell wave systems, two coming from the SW quadrant and the other two coming from the NE quadrant.

In conclusion, it is noteworthy that the prevalence of wind sea and swells coexistence characterizes the majority of the global coastline, with only a few areas being dominated by pure swells. The significance of swell wave systems lies in the fact that over half of the global coastline experiences the influence of three to four distinct swell wave systems. Merely 2% of the global coast is impacted by a single swell wave system. Notably, in tropical and equatorial regions, more than five swell wave systems are required to encompass 99% of the total swell wave system energy.
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