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The collection of meteorological and oceanographic (met-ocean) data is essential to advance knowledge of the state of the oceans, leading to better-informed decisions. Despite the technological advances and the increase in data collection in recent years, met-ocean data collection is still not trivial as it requires a high effort and cost. In this context, data resulting from commercial activities increasingly complement existing scientific data collections in the vast ocean. Commercial fishing vessels (herein fishing vessels) are an example of observing platforms for met-ocean data collection, providing valuable additional temporal and spatial coverage, particularly in regions often not covered by scientific platforms. These data could contribute to the Global Ocean Observing System (GOOS) with Essential Ocean Variables (EOV) provided that the accessibility and manageability of the created datasets are guaranteed by adhering to the FAIR principles, and reproducible uncertainty is included in the datasets. Like other industrial activities, fisheries sometimes are reluctant to share their data, thus anonymization techniques, as well as data license and access restrictions could help foster collaboration between them and the oceanographic community. The main aim of this article is to guide, from a practical point of view, how to create highly FAIR datasets from fishing vessel met-ocean observations towards establishing fishing vessels as new met-ocean observing platforms. First, the FAIR principles are presented and comprehensively described, providing context for their later implementation. Then, the lifecycle of three datasets is showcased as case studies to illustrate the steps to be followed. It starts from data acquisition and follows with the quality control, processing and validation of the data, which shows good general performance and therefore further reassures the potential of fishing vessels as met-ocean data collection platforms. The next steps contribute to making the datasets as FAIR as possible, by richly documenting them with standardized and convention-based vocabularies, metadata and format. Subsequently, the datasets are submitted to widely used repositories while a persistent identifier is also assigned. Finally, take-home messages and lessons learned are provided in case they are useful for new dataset creators.
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1 Introduction

Observations of the state of the ocean have significantly increased in the last few years. According to the World Ocean Database, the amount of data transmitted in one year is comparable to that gathered in the past century (Tanhua et al., 2019). Technological advances have undoubtedly boosted such an increase by enabling the development, improvement and intensive use of sensors that can measure a wide range of data. Sensors are co-located on different observing platforms such as Argo floats (von Schuckmann et al., 2016), gliders (Rudnick, 2016; Testor et al., 2019), moorings (Venkatesan et al., 2018; Bailey et al., 2019), drifters (Lumpkin and Pazos, 2007; Lumpkin et al., 2017), satellites (Vignudelli et al., 2011; Groom et al., 2019; O’Carroll et al., 2019), HF radar systems (Paduan and Washburn, 2013; Rubio et al., 2017; Roarty et al., 2019), vessels (Patti et al., 2016; Uranga et al., 2017; Buck et al., 2019; Van Vranken et al., 2020; Gallo et al., 2022), marine animals (Fedak, 2013; March et al., 2020; Chung et al., 2021), etc. From a physical perspective, the combination of the data collected by these sensors informs about the state of the ocean and marine environment. Therefore, it improves the characterization of many oceanic processes providing essential information for different societal and environmental needs such as food, energy, transport, security, and human and environmental health.

Despite the increased spatiotemporal coverage of the current oceanographic observations, observational gaps remain in different periods and areas around the world or at certain spatiotemporal scales. Although ocean models provide more complete spatiotemporal information, observations are still key to assimilate, validate or assess the simulations (De Mey-Frémaux et al., 2019; Le Traon et al., 2019). Indeed, simulations can remarkably improve when/where observations are assimilated into them (Lamouroux et al., 2016; Turpin et al., 2016; Le Traon et al., 2019). Initial conditions and forcing could also be improved and models can better resolve previously unresolved processes by assimilating/integrating observations into them. There exist several programs such as SOOP (see all the acronyms listed in Table 1) (Goni et al., 2010), VOS (Kent et al., 2010) and GOOS (Moltmann et al., 2019) that coordinate different activities aimed at collecting and disseminating meteorological and oceanographic (herein met-ocean) observations from commercial vessels (e.g. cargo ships, fishing vessels, and ferries) to help to fill these observational gaps. Beyond the vessels involved in these programs, many other commercial vessels can still provide further observations. Particularly, commercial fishing vessels (herein only fishing vessels) have the potential to provide a high number of routinely made observations such as water temperature, salinity, currents, waves, atmospheric pressure and winds, measured by onboard mounted sensors or sensors located on their fishing gears (Martinelli et al., 2016; Patti et al., 2016; Van Vranken et al., 2020, 2023; Uriondo et al., 2024). These observations greatly interest the marine community and can significantly contribute to providing EOVs to the GOOS. There exist several programs that collect data from fishing vessels such as the FOOS and the subsequent AdriFOOS (Falco et al., 2007; Patti et al., 2016; Penna et al., 2023) in the Mediterranean Sea, the RECOPESCA project in the French fishing areas (Leblond et al., 2010; Duchêne et al., 2023), the Moana project in New Zealand (Jakoboski et al., 2024) and the fishery surveys run in the U.S. West coast (Gallo et al., 2022) among others (see Van Vranken et al. (2023) for a more detailed review). Some of these projects are linked to a recent initiative, the FVON, which is trying to build a global network of fishing vessels as additional platforms for ocean observations (Van Vranken et al., 2023). In fact, FVON has been recently endorsed as an emerging GOOS network (https://oceanexpert.org/document/34141). In addition, they also aim to establish community standards and best practices.


Table 1 | List of acronyms used in this paper.



Fishing vessels have other priorities than managing met-ocean data and the cost of vessel digitalization needed for this could be a handicap (Bradley et al., 2019; Zhao et al., 2019). Moreover, although there are collaborative programs, there can also be a lack of trust in sharing their data (Yochum et al., 2011; Van Vranken et al., 2023). However, fisheries also depend on the met-ocean observations that inform about the state of the ocean and marine environment, to forecast fishing grounds and routes optimization (Granado et al., 2021; Goikoetxea et al., 2024) or to adapt to changing grounds due to climate change (Baudron et al., 2020; Rubio et al., 2022; Erauskin-Extramiana et al., 2023). Consequently, the collaboration between oceanographic and fisheries communities is essential for the benefit of the overall marine community (Yochum et al., 2011; Patti et al., 2016; Gawarkiewicz and Malek Mercer, 2019; Imzilen et al., 2019; Van Vranken et al., 2020, 2023; Gallo et al., 2022). To increase fisheries’ willingness to share their data, the conditions under which data can be accessed or published must be agreed with the data provider, hence, access restrictions, as well as data provider anonymization can be key (Smith et al., 2019).

Apart from engaging fisheries in met-ocean data sharing, Van Vranken et al. (2023) identified other issues, including the processing and management of the increasing volume and diversity of data. These challenges are also observed in other disciplines due to advancements in technology, the proliferation of Big Data and the emergence of artificial intelligence. Hence, data management practices have been recognized as a critical part of research (Medina et al., 2022). Concerning met-ocean data, effectively making them accessible and manageable to current and future users is still a challenge (Tanhua et al., 2019). To address these difficulties, dataset creators should adhere as much as possible to the FAIR principles (Wilkinson et al., 2016; Dunning et al., 2017; Mons et al., 2017; Stall et al., 2019; Tanhua et al., 2019), which were established in a multi-stakeholder workshop (Wilkinson et al., 2016), and further revisited to clarify what is (and is not) considered as FAIR (Mons et al., 2017). Currently, met-ocean datasets have an increasingly high degree of FAIRness facilitating easier and better use of the data. At the same time, the increasing volume and diversity of data also present a challenge in enhancing the FAIRness of met-ocean data (Tanhua et al., 2019). Anyhow, adopting the FAIR principles during the data lifecycle should be considered in any data management practice (Tanhua et al., 2019; Jakoboski et al., 2024).

Considering the substantial unexploited met-ocean data collected by fishing vessels and the crucial importance of sharing highly FAIR datasets within the marine community, the main objective of this article is to foster fishing vessels as observing platforms by bringing guidance to future met-ocean dataset creators on adhering to the FAIR principles. The process from data acquisition to sharing a highly FAIR dataset is complex. This article provides guidance on this journey. In Section 1, the general topic and a list of acronyms are introduced. Section 2 explains the FAIR principles and provides information for their later practical implementation. Section 3 comprehensively describes the steps to be followed from the data acquisition to the final data sharing, illustrating the process for adhering to the FAIR principles and including techniques for anonymization. This is showcased through three case studies of three ECVs (two of them EOVs): seawater near-surface temperature, wind and near-surface current velocities, which are extensively collected by fishing vessels. These variables expand beyond those typically considered by FVON which mainly focuses on subsurface profiling data. Consequently, the datasets presented in this article further highlight the broader potential of fishing vessels for collecting a wide range of variables. Finally, Section 4 presents the final remarks. Although the guidelines presented in this article are oriented to met-ocean dataset creators from fishing vessel observations, they also can be useful for other kinds of dataset creators.




2 FAIR principles

This section describes the FAIR principles (Wilkinson et al., 2016) and provides insights into their practical implementation. This will later help in understanding the steps followed during the fishing vessel data lifecycles, specifically described in Section 3. The next subsections present each of the principles (in italics) as defined by Tanhua et al. (2019) and each of them is further explained to enhance understanding and clarify their implications. Practical information about their application to fishing vessel-based met-ocean data is also provided. For more detailed information and general examples of each principle, the reader is referred to https://www.go-fair.org/fair-principles/ and to Tanhua et al. (2019).



2.1 Making data findable

Findable: each dataset should be identified by a unique persistent identifier and described by rich, standardized metadata that clearly include the persistent identifier. The metadata record should be indexed in a catalogue and carried with the data (from Tanhua et al., 2019).

The dataset created should be registered in a searchable online catalogue (i.e., a well-known or trusted data repository or aggregator. In the registry of research data repositories (http://www.re3data.org) the adequate ones can be found) and made discoverable by standardized and richly documented metadata and a unique persistent identifier. The metadata is a set of attributes that describe the dataset, which aids in making the dataset Findable by facilitating searchable keywords and information. Thus, even if data are not easily accessible or are restricted to specific uses, making metadata available is still important. Concerning the persistent identifiers, they provide an infrastructure for persistent unique identification of the dataset and should be also included in the metadata. Persistent identifiers are assigned to share objects with anyone who wants to find them easily, usually the interested user community, and can be also used as the register of the intellectual property of the object. They can be defined as names (with letters, numbers, dots and slashes) but they are often expressed as URLs, contributing to more Findable objects. Persistent identifiers improve the traceability of the original source, thus acknowledging the data provider and the dataset creator, and facilitating the exchange between the latter and the user if necessary (Tanhua et al., 2019). There are several persistent identifiers oriented to datasets such as the ARK, which identifies anything digital, physical or abstract; the Handle, which is a general-purpose global name service for digital contents, used by many high-level identification systems; and the DOI, which is the most used persistent identifier (there are approximately 300 million DOIs assigned to date, https://www.doi.org/the-identifier/resources/faqs) intended for digital objects such as data, documents or code.

There are two main ways of assigning a DOI to a dataset. One way is by becoming a member of one of the Registration Agencies managed and governed by the International DOI Foundation (https://www.doi.org/), which safeguards all intellectual property rights relating to the DOI system (i.e. owns or licenses on behalf of registrants). Many millions of DOI names have been assigned to date through a growing federation of Registration Agencies worldwide. On a local scale, the Chinese DOI or the Japan Link Center provide DOIs for research data among other objects (https://www.doi.org/the-community/existing-registration-agencies/), however, at a global scale, DataCite (https://datacite.org/) is the used one specifically for research data. Another way for assigning a DOI is by publishing the datasets in established repositories which facilitate assigning a DOI for the submitted datasets.

The DOI is a widely used persistent identifier for ocean datasets and can be perfectly used for fishing vessel-based met-ocean datasets (e.g. doi:10.17882/75396, doi:10.17882/91719). In general, DataCite is the proper Registration Agency for obtaining these DOIs. Concerning the repositories that facilitate assigning a DOI, these could be non-specific such as Zenodo (https://zenodo.org/) or more specific to shelter met-ocean data such for example, Pangaea (https://www.pangaea.de/), which addresses georeferenced data from Earth system research; SEANOE (https://www.seanoe.org/) and MDA (https://marinedataarchive.org/), which are focused on ocean data; NCEI (https://www.ncei.noaa.gov/products), which provides environmental data, products and services covering the ocean; GKH (https://gkhub.earthobservations.org/), which focus on Earth observation data; or the NERC Data Catalogue Service (https://data-search.nerc.ac.uk/geonetwork/srv/eng/catalog.search#/home), which shelters environmental data.




2.2 Making data accessible

Accessible: the dataset and its metadata record should be retrievable by using the persistent identifier and a standardized communications protocol. In turn, that protocol should allow for authentication and authorization, where necessary. All metadata records should remain accessible even when the datasets they describe are not easily accessible (from Tanhua et al., 2019).

Data published by data repositories or aggregators shall be made available through their data access protocols based on universal or standardized implementations (e.g. http, ftp). Machine-to-machine interface is also encouraged. The data provider and dataset creators should be granted to decide the required level of authentication, i.e. to which degree, or under which conditions the data are available (Mons et al., 2017). For instance, specific regulations might be applied when data are used for non-scientific or commercial purposes, or separate fees may apply for the reproduction and delivery of data when the transfer of data does not cover reproduction costs. In these cases, the user should find the contact information of the dataset creator in the metadata, or it should be provided during the data access steps, allowing users to ask for authorization. Nevertheless, access to the metadata of each dataset should be open without any restrictions and should continue to exist even if the data are no longer available.

The selection of the most appropriate data publisher depends on the research topic and data characteristics. Dataset creators should find the ones that best adjust to their requirements. Nonetheless, publishers with universal data access protocols are recommended. Several non-specific general data repositories have emerged in recent years such as Harvard Dataverse (https://dataverse.harvard.edu/), DataHub (https://datahub.io/) and Zenodo, the latter developed under the European OpenAIRE program (https://www.openaire.eu/). Through OpenAIRE, Zenodo allows for easy connection with specific European Funding that must be acknowledged when datasets are used. Concerning specific repositories that can shelter met-ocean data, examples include Coriolis (https://www.coriolis.eu.org/), which provides in-situ data for operational oceanography, and the above-mentioned Pangaea, SEANOE, MDA, GKH and NERC Data catalogue service, to name just a few. Regarding data aggregators, these are organizations that collect data from different sources and provide useful datasets with value-added processing (Loshin, 2012). For ocean data, in addition to sheltering ocean observations, several data aggregators make value-added ocean data publicly available, such as CMEMS (https://marine.copernicus.eu/), NCEI, SeaDataNet (https://www.seadatanet.org/) and EMODnet (https://emodnet.ec.europa.eu/en) among others. A comprehensive registry to find and assess the most suitable data repositories and aggregators can be found at http://www.re3data.org.

General or specific data repositories and aggregators publish the data through data servers, nevertheless, individuals or companies have also the option to establish their own. Several web platforms facilitate the creation of personal data servers such as OPeNDAP (https://www.opendap.org/), WCS (https://www.ogc.org/standard/wcs/), SOS (https://www.sosinventory.com/), OBIS (https://obis.org/) and ERDDAP (https://www.ncei.noaa.gov/erddap/index.html), among others. Each of them is good on its own, however, ERDDAP is especially interesting because it enables the creation of data servers in a free and open-source way and facilitates the easy downloading of subsets of scientific datasets in common file formats. Moreover, it allows the addition of extensive metadata and can unify data from different data servers with different file formats and consistently provide the data in the required one (it can provide data in e.g. NetCDF (.nc), .csv, .json, .mat, and other formats).

The above-mentioned non-specific or specific (for met-ocean data) repositories, can be suitable for fishing vessel-based met-ocean datasets. For instance, in the AdriFOOS project data is available in SEANOE (Penna et al., 2023). The mentioned aggregators can also be adequate to ingest these datasets as long as the required requisites (by the aggregator) are fulfilled. In fact, there already exist fishing vessel-based met-ocean datasets in SeaDataNet (https://cdi.seadatanet.org/search), EMODnet (https://emodnet.ec.europa.eu/geonetwork/emodnet/eng/catalog.search#/search?facet.q=keyword%2Ffishing%2520vessel&resultType=details&sortBy=sortDate&from=1&to=20&fast=index&_content_type=json&any=fishing%20vessel) or CMEMS (https://marine.copernicus.eu/news/fishing-data-meet-vessels-helping-monitor-and-map-north-sea). Data published in personal data servers is another option and the ERDDAP is widely used by met-ocean dataset creators. Particularly for fishing vessel-based met-ocean datasets, examples include the AdriFOOS (Penna et al., 2023; https://data-nautilos-h2020.eu/erddap/info/index.html?page=1&itemsPerPage=1000) and the ODN Fisheries Ocean Data (https://erddap.oceandata.net/erddap/index.html) ERDDAPs. Data aggregators also provide ERDDAPs to shelter met-ocean data such as the EMODnet Physics ERDDAP (https://erddap.emodnet-physics.eu/erddap/index.html) where for example, the Moana Project (Jakoboski et al., 2024) publish fishing vessels-based met-ocean datasets (https://erddap.emodnet-physics.eu/erddap/info/moanaproject/index.html).




2.3 Making data interoperable

Interoperable: Both metadata and datasets use formal, accessible, shared, and broadly applicable vocabularies and/or ontologies to describe themselves. They should also use vocabularies that follow FAIR principles and provide qualified references to other relevant metadata and data. Importantly, the data and metadata should be machine accessible and parsable (from Tanhua et al., 2019).

Interoperability allows easy data exchange and reuse between researchers, institutions, organizations, countries and others. To that end, datasets should follow recognized standards and conventions, as much as possible, so that they are understandable for everyone. The use of standard vocabularies is key for avoiding ambiguities and achieving the consistency required for Interoperable datasets. This ensures that data from different sources can be harmonized and compared more easily. Moreover, it contributes to a better interpretation by computers (machine readability) for more automated management of the data and thereby also facilitates integration into larger data systems. Vocabularies on their own should also adhere to the FAIR principles so that they can be found, accessed, interoperated and reused. For the oceanographic community, there exist several standard vocabularies such as the ones of the NERC Vocabulary Server (https://vocab.nerc.ac.uk/, https://vocab.nerc.ac.uk/search_nvs/), which includes controlled vocabularies and standardized concepts from SeaDataNet, EMODnet, OSPAR, etc. If a dataset is linked to another one (because it is built on it or provides complementary information) it should be specified in the metadata to provide more context on the dataset.

In addition to standard vocabularies, the way data and metadata are structured within the files, as well as the file format, should follow international standards or conventions (Smith et al., 2019). Note that, preferably, file formats should be machine readable by common or free-to-use software. As in many other communities, the oceanographic community commonly uses the NetCDF machine-independent format, created by UNIDATA, to support the creation, access, and sharing of array-oriented (temporal and spatial) scientific data (https://www.unidata.ucar.edu/software/netcdf/). This format enables the adoption of the CF conventions that combine data and metadata in a single file (https://cfconventions.org/). There are several versions of the CF conventions that use different attributes, and the datasets can additionally contain non-standard attributes without representing a violation of the convention. Moreover, there are other complementary standards such as ISO 19115, related to geographical information and ISO 19139, related to XML implementation schema for the geographical information of the metadata facilitating data and metadata exchange by machines. All these standards and conventions emerged several years ago as the principal ones for the oceanographic community (Hankin et al., 2010; Pouliquen et al., 2010; Snowden et al., 2010) and have had increasing adoption in recent years. Note that standards and conventions should be documented in the metadata.

The mentioned vocabulary standards as well as the file structure and format standards or conventions are widely used within the oceanographic community and arise as the appropriate ones for fishing vessel-based met-ocean datasets. In fact, the file convention adopted currently by FVON is the CF convention as the basis (Van Vranken et al., 2023) and different projects have adopted the CF convention and the NetCDF format such as Moana (Jakoboski et al., 2024), OBSERVA.FISH (Santos et al., 2024) and AdriFOOS (Penna et al., 2023).




2.4 Making data reusable

Reusable: To meet this principle, data must already be findable, accessible, and interoperable. Additionally, the data and metadata should be sufficiently richly described that it can be readily integrated with other data sources. Published data objects should contain enough information on their provenance to enable them to be properly cited and should meet domain-relevant community standards (from Tanhua et al., 2019).

Standards and conventions are needed to ensure Interoperability; however, they should also meet the ones of the targeted community or agree with the community’s best practices for being Reusable. In case the community’s best practices are undefined, the way to achieve the highest degree of Reusability is by using internationally agreed standards and conventions (Tanhua et al., 2019). For the oceanographic community, the standards and conventions defined in the previous section are the most used ones (Hankin et al., 2010; Pouliquen et al., 2010; Snowden et al., 2010). Additionally, it might be helpful to look at the standards, conventions and attributes used in similar datasets as done by the FVON-participating programs (Van Vranken et al., 2023).

Metadata is critical to making data Reusable. It should be carried together with the data and richly describe the dataset, also stating its provenance so that the user can make appropriate decisions on whether the data is Reusable in each case. In addition, the conditions for the use of the data (i.e. data usage license) should be explicitly specified (Margoni and Tsiavos, 2018). Nowadays, there is a wide range of licensing options available, ranging from more to less restrictive (Labastida and Margoni, 2020). Creative Commons licenses (https://creativecommons.org/), for example, facilitate a standardized way to grant the public permission to use creators’ (from individuals to large companies) work while recognizing the original creator under copyright law. There are also other legal tools called Open Data Commons (https://opendatacommons.org/), which are very specifically designed for open data rather than for different types of content. The license should be directly stated in the metadata as other previous information.

The adoption of the CF convention by FVON is in line with the trend of the oceanographic community (Hankin et al., 2010; Pouliquen et al., 2010; Snowden et al., 2010) and, thus should be the one used for fishing vessel-based met-ocean datasets. In addition to richly describing the provenance of the data, additional documentation can be added to the metadata thus increasing the Reusability. To this end, documents can be shared along with the data if the data repository or aggregator permits it (e.g. Zenodo, GKH, CMEMS). Concerning the conditions for the usage of the data, it is advisable to agree them with the data provider so that providers can contribute and have more control over what is done with their data (e.g. Jakoboski et al., 2024).

Once the datasets are created and published, the FAIRness can be assessed by introducing the DOI into online checkers such as https://fair-checker.france-bioinformatique.fr/check (Gaignard et al., 2023).





3 Met-ocean data lifecycle from fishing vessel observations

This section presents the lifecycle of fishing vessel-based met-ocean data through three specific case studies to showcase the steps followed for creating datasets that adhere to the FAIR principles as much as possible. The data used are (i) seawater near-surface temperature and (ii) wind measurements collected by fishing vessel onboard sensors (Figure 1A), and (iii) near-surface ocean currents derived from buoy trajectories collected by fishing vessels.




Figure 1 | (A) The location of the sensors in the vessels (adapted from Uriondo et al., 2024). (B) The area covered by the vessels in orange color in the Indian Ocean.



Temperature data were obtained by external Pt100 temperature sensors placed on the vessels’ hulls at -7 m (Figure 1A), thus providing near-surface temperature data with accuracies of 0.3°C. Wind data were obtained by Furuno FI5001 anemometers, which measure the speed and direction of the apparent wind relative to the vessel with accuracies of 10 m/s and 10°, respectively. Therefore, it was necessary to compensate for the vessels’ speed and heading to establish the true wind speed and direction (relative to the Earth’s north). To reduce vessels’ disturbances in the measurements, anemometers were positioned on the foreside of the bow pole as far as possible from the vessel structure and at 7.5 m from the deck (Figure 1A). The buoys, typically used by tuna fisheries, are attached to a floating structure usually made of a bamboo raft, equipped with floats and a subsurface structure built of old fishing nets that covers the upper water column and that follows the water parcels’ movement, like oceanographic drifters and their drogues. These buoys transmit their position by satellite communication and therefore can provide information about oceanic currents with accuracies of around 1 cm/s (Niiler et al., 1995; Poulain et al., 2012) as they have a similar configuration as drifters.

The steps followed during the lifecycles are depicted in Figure 2 and they are further described in the following subsections. As the main aim of this section is to showcase the steps of the data lifecycle, from acquisition to sharing, several non-essential details were omitted. However, the lifecycle is still comprehensively described, and more specific information can be found in the PDDs (later introduced in Sections 3.3 and 3.4; https://zenodo.org/records/10677365) generated for each dataset. Moreover, details such as the amount of fishing vessels or the exact area covered by the vessels were also omitted in order to anonymize the data provider and its activity, as agreed with them.




Figure 2 | Scheme of the lifecycle of met-ocean data from data acquisition to data sharing.





3.1 Data acquisition

All the data herein presented were collected by fishing vessels in the Indian Ocean (main sampling areas in Figure 1B). Temperature and wind data were collected for two years, whereas the buoy positions covered a period of a decade. Temperature and wind measurements were continuously made at 1 Hz and were also collected at an onboard server, while buoy positions were directly sent through a satellite connection. Then, all the data were automatically daily sent to land where they were stored at the data manager’s local data servers. For a detailed description of the onboard system and the data flow, the reader is referred to Uriondo et al. (2024).




3.2 Data QC, processing and validation

Once all the data were obtained, they were QC, processed and manually validated (in delayed mode). These steps are briefly shown herein, however, their complete description as well as a brief discussion of the results can be found in the PDDs (https://zenodo.org/records/10677365). For the validation, comparisons with datasets that do not contain in-situ data (i.e. remote sensing or even model data) and have a lower spatiotemporal resolution were performed because there was no other data available. Therefore, the observations were grossly validated. Specific validation with in-situ high-resolution reference observations along the vast ocean is a difficult task that would require the use of more means and planning (e.g. Santos et al., 2024). Given the complexity of this type of validation, it can be considered an optional exercise. In addition, note that QC, processing, and validation steps are not necessary for adhering to the FAIR principles (https://www.go-fair.org/fair-principles/r1-metadata-richly-described-plurality-accurate-relevant-attributes/), provided that data provenance is well documented in the global attributes of the metadata, such as ‘comment’, ‘qc_manual’, ‘references’ and ‘summary’ (see Section 3.3). However, QC is a globally recommended step by the Ocean Best Practices Community (https://repository.oceanbestpractices.org/; see examples in Penna et al., 2023 and Jakoboski et al., 2024) for having a known data quality, hence making the dataset more appealing to a wider range of users and more likely ingested into global data repositories or aggregators. Conversely, QC and the subsequent uncertainty estimations are needed for transforming raw data into EOVs/ECVs (Lindstrom et al., 2012).



3.2.1 Seawater near-surface temperature data

Temperature data were QC based on the QARTOD manual of the IOOS (Bushnell and Worthington, 2020), by selecting the QC filters that best suited the data and adapting them if needed. After the QC, 20.63% of the data were identified as spurious and then removed.

Then, the remaining data were compared against the satellite SST SST_GLO_SST_L4_REP_OBSERVATIONS_010_011 product from CMEMS (Good et al., 2020; https://doi.org/10.48670/moi-00168). Although this daily product has a lower temporal resolution compared to the 1 Hz data measured at the vessel, the comparisons enabled to grossly assess the quality of the vessel data. In order to make the data comparable, the temperature and position data from two selected vessels were daily averaged, and subsequently, CMEMS data were interpolated to the vessels’ positions.

The correlations show a good agreement (over 0.91), the RMSDs are not higher than 0.7°C (Table 2) and the uncertainty is 0.69°C. The slopes of the linear adjustment in Figure 3 are also close to 1. There is a slight overestimation of CMEMS temperature probably because it corresponds to the surface and not to temperatures at -7 m. This might also affect having RMSD values higher than the sensor accuracy (0.3°C). In any case, the general agreement is good.


Table 2 | Correlation, RMSD and slope of the linear regression (shown in Figure 2) values of the comparisons between the temperatures of vessels 1 and 2 versus CMEMS.






Figure 3 | Temperature comparisons between the vessel and CMEMS. For vessel 1 (A) and vessel 2 (B). The red line indicates the major axis regression model and the black line indicates the 1:1 isoline.



Given that temperature sensors were located at -7 m under the water, this was the depth considered for the datasets. For the final product, a final step was made towards the anonymization of the data provider, and temperature measurements (along with position and time data) from each vessel were half-hourly averaged and then the data of all the vessels were merged within the dataset as agreed with the data provider.




3.2.2 Wind data

Wind data were QC based on the IOOS QARTOD manual (Bushnell and Worthington, 2017), selecting the QC filters that best suited the data and adapting them if needed. In addition, data affected by the pole where the anemometers were located were also removed (this analysis can be found in the wind PDD: https://zenodo.org/records/10677365). On the whole, 22.58% of the data were identified as spurious and then removed.

Then, the remaining data were compared against two wind datasets. These datasets were the hourly WIND_GLO_PHY_L4_NRT_012_004 product of CMEMS (https://doi.org/10.48670/moi-00305) and the ERA5 dataset (Hersbach et al., 2023; https://doi.org/10.24381/cds.adbb2d47) that combine numerical model and satellite observations. To make the data comparable, data from two selected vessels were adapted by hourly averaging wind and position values, while CMEMS and ERA5 data were interpolated to the vessels’ positions. The correlations show a fair agreement (between 0.47 and 0.65), the RMSDs are not higher than 4 m/s (see Table 3) and the uncertainty is 3.66 (4.08) m/s for U (V), thus indicating that anemometer data fairly represents the wind as the accuracy of the anemometer is 10 m/s. Since the anemometers are located 10 m above the water, this was the height considered for the dataset.


Table 3 | Correlation and RMSD values of the comparisons between anemometer of vessels 1 and 2 versus CMEMS and ERA5 for U and V wind components.



For the final product, as with the temperature dataset, an anonymization step agreed with the data provider was performed by half-hourly averaging each vessel’s data and merging the information from all the vessels within the dataset.




3.2.3 Near-surface ocean currents data

First, several QC filters were applied based on Baidai et al. (2017) and Hansen and Poulain (1996) for removing erroneous locations, mainly related to failures in satellite communication, location data acquisition and onboard positions. 12.68% of the raw data were identified as spurious and consequently removed. Additionally, trajectories containing onboard sequences in between, as well as those with significant gaps, were split into separate trajectories.

Then, interpolation was carried out to obtain position data every 6 hours by the Kriging technique (Hansen and Herman, 1989; Hansen and Poulain, 1996). Once the positions were interpolated, the velocities were estimated using a 12-hour centered scheme and then decomposed into zonal and meridional components. A few positions (0.04% of the data) provided unrealistic velocities higher than 3 m/s (peak speeds of 2.6 m/s were observed in the Agulhas current (Lutjeharms, 2006)); thus, those positions were removed.

Subsequently, the velocity data obtained were compared against drifter-derived velocities. The drifter dataset used was the NOAA Global Drifter Program data drogued at -15 m (Lumpkin and Centurioni, 2019; https://www.aoml.noaa.gov/phod/gdp/interpolated/data/all.php), processed by the Drifter Data Assembly Center at the Atlantic Oceanographic and Meteorological Laboratory. Following the same approach as Imzilen et al. (2019), data pairs of the same date and a maximum distance of 10 nm were compared. As in Imzilen et al. (2019), the correlations showed good agreement with values of 0.90 for U and 0.89 for V (see Table 4). Concerning the errors, the mean of the absolute value of the difference between both datasets was around 10 cm/s and the RMSD value around 18 cm/s, much higher than the measurement accuracy (around 1 cm/s). However, note that all these comparisons were made with data pairs that did not correspond to the same position (maximum distance of 10 nm) resulting in bigger errors than for pairs that were closer to each other. These errors also depend on the oceanic processes occurring around the buoys, such as frontal areas, that can enlarge them, or (sub)mesoscale eddies, that can favor retention conditions and decrease the errors. The RRMSD ranged between 0.42 and 0.48, and the uncertainty is 29.9 (26.9) cm/s for U (V).


Table 4 | The mean of the absolute value of the difference between buoy and drifter-derived velocities and its STD, RMSD between both datasets, the RRMSD relative to the drifter dataset and the correlation values for U and V current components.



The depth of the buoys’ subsurface structure varies, reaching depths of -80 m; however, they usually reach depths of -50 m or less in the Indian Ocean (Murua et al., 2016). Given the good agreement between currents from both devices, the velocities contained within the created dataset were considered representative of the same depth as the drifters’, that is -15 m.

Finally, to anonymize the source of current velocities, the final spatiotemporal resolution was agreed with the data provider as with the temperature and wind datasets. Thus, currents inside a 4.5° x 4.5° grid cell were monthly averaged and data were provided at the center of each cell.





3.3 Documentation of the data

After the data acquisition, QC, processing and validation, the bulk of the datasets were almost ready to be shared. However, they had to be correctly documented and standardized to adhere to the FAIR principles, as much as possible. The tables in this section show the metadata describing the variables (Table 5) and the global attributes (Table 6) included within the three datasets, thus providing a rich description of the data.


Table 5 | The variables of the three datasets.




Table 6 | The global attributes metadata of the near-surface temperature dataset.



The proposed global attributes followed the standards and conventions of the ‘NetCDF CF Metadata Convention Standard Name Table Version 1.6’ (https://cfconventions.org/cf-conventions/v1.6.0/cf-conventions.html). They also followed the ISO 19115 for geographical information and ISO 19139 for XML implementation. All these standards were indicated in the metadata in the ‘standard_name_vocabulary’ global attribute. Regarding the vocabulary for naming the variables, the SeaDataNet standard (https://www.seadatanet.org/Standards/Common-Vocabularies) was adopted, also specified in the ‘standard_name_vocabulary’ global attribute. By adhering to commonly used standards and conventions within the oceanographic community, the datasets achieved increased Interoperability and Reusability and they also enhanced Findability. Additionally, certain global attributes, including the ‘distribution_statement’ specifying data usage conditions and the ‘acknowledgement’, ‘comment’ and ‘summary’ attributes detailing data provenance, further contributed to the Reusability of the data. Note that looking at the standards and attributes used in already published similar datasets was also helpful for structuring the data and metadata.

In addition to the information provided in the metadata, specific PDDs were generated for each dataset comprehensively describing the data lifecycle. These documents thoroughly outline QC, processing and validation steps, providing further description of the dataset provenance and thereby contributing to the Interoperability and Reusability while facilitating the reproducibility of the FAIR dataset generation.




3.4 Data sharing

Upon completing the documentation step, both data and metadata were saved as a unique NetCDF (.nc) file in each case. The NetCDF format and version were already specified in the ‘NetCDF_format’ and ‘NetCDF_version’ global attribute metadata. Then, the datasets were ready to be shared within the marine community and they were published in an ERDDAP server (https://erddap.sustuntech.eu:3030/erddap/info/index.html?page=1&itemsPerPage=1000). Although a personal ERDDAP server may not be recognized as a well-known data publisher for the community, it might be a convenient place for easily maintaining the data. From this server, well-known data repositories or aggregators can retrieve and subsequently publish the data. At this stage, the datasets were Accessible by the data access protocol of the ERDDAP. This server also contributes to the Interoperability by allowing the conversion of datasets into various interoperable file formats. Furthermore, the ERDDAP offers the capability to visualize the global attributes metadata of each dataset, thereby enhancing both the Interoperability and Reusability. Leveraging the easy retrieval from personal ERDDAPs into well-known data repositories or aggregators, the three datasets were ingested into the ERDDAP of the EMODnet Physics data aggregator (https://erddap.emodnet-physics.eu/erddap/search/index.html?page=1&itemsPerPage=1000&searchFor=Sustuntech).

Before the ingestion in the EMODnet Physics ERDDAP, the datasets, along with their associated PDDs, were also published through Zenodo, where a DOI was assigned (https://zenodo.org/records/10677365), contributing to the Findability. The location of the datasets in the mentioned ERDDAP servers was also displayed in Zenodo. Concerning the licensing of the datasets, the ‘Creative Commons Attribution-NonCommercial-NoDerivs 4.0 International License’ was applied, allowing their usage and sharing for non-commercial purposes as agreed with the data provider. This license protects the data and the provider while making the datasets open to the oceanographic community. Note that in this article the links to the PPDs are provided instead of using Supplementary Material, as their publication in Zenodo is part of the data lifecycle of the presented case studies.

Finally, the FAIRness of the datasets taken from the ERDDAPs was assessed through the checker mentioned in Section 2.4 (https://fair-checker.france-bioinformatique.fr/check) obtaining high FAIRness percentages of 91.67% for the three datasets.





4 Final remarks

This article aims to provide comprehensive guidance for creating highly FAIR datasets from fishing vessel met-ocean observations encouraging, supporting, and facilitating met-ocean data sharing within the marine community. First, the FAIR principles are defined and contextualized and then the necessary steps are illustrated through the use of three case studies. Despite the proposed steps, alternative approaches that best suit each case can be followed. Regardless of how the data is shared with the community, in near real-time (for instance by the GTS system) or in delayed mode (as in the cases shown in this article), it is crucial to thoroughly document the data provenance in the metadata along with the highest amount of information related to the dataset adhering, as much as possible, to the community standards and conventions (Van Vranken et al., 2023). The provided guidelines could also serve for data collected by other observing platforms or even for dataset creators within other communities.

Even if a dataset is no longer available, it is essential to retain the metadata as they need much lower maintenance costs and continue to serve as a reference for the dataset. This practice prevents users from perpetually searching for a dataset that no longer exists. The use of persistent identifiers is also key for the long-term maintenance of the dataset. Therefore, the created datasets should be published in data aggregators or repositories that ensure the highest degree of permanence possible. As long as a high degree of FAIRness is achieved, the submission of data into trustworthy digital repositories is preferable. These repositories should align with the TRUST principles (Lin et al., 2020), which guide digital data repositories towards creating and maintaining infrastructures that ensure continuous and long-term data management (L’Hours et al., 2019). In this context, the CoreTrustSeal certificate (https://www.coretrustseal.org/), launched in 2017, stands as the most recognized certificate to guarantee the quality and trustworthiness of repositories in the long term (L’Hours et al., 2019). In the same line, ISO/DIS 16363 (under development; previously: ISO 16363:2012) is presented as an auditor and certifier of trustworthy digital repositories. Although not all the widely used data repositories or aggregators possess this certificate within the oceanographic community, their use is encouraged whenever possible.

If QC, processing and validation of the raw data are performed, the dataset will probably be more appealing and reach more users. Moreover, the uncertainty estimates derived from these steps are needed to define the variables as EOV/ECVs (Lindstrom et al., 2012). However, although these steps are recommended (as performed in the three case studies shown in this article), they are not mandatory to adhere to the FAIR principles as long as the data provenance is comprehensively documented in the metadata and the pertinent standards and the DOI are used (https://www.go-fair.org/fair-principles/r1-metadata-richly-described-plurality-accurate-relevant-attributes/). The user needs to have enough information about the dataset to decide whether it is useful or not regardless of the state of the data. More information implies a better decision about its utility, thus enhancing proper Reusability. In case the data undergo QC and/or processing, widely used standards and procedures are also encouraged to increase the Reusability. Even if it is performed by the dataset creator or the user, the validation of the data also provides insights into the quality of the dataset, which should be considered for scientific studies (e.g. Bocca et al., 2011; Olofsson et al., 2013; Martinelli et al., 2016; Diky et al., 2019). The fair performance shown during the gross validations of the presented three datasets further indicates the potential of met-ocean datasets collected by fishing vessels for complementing observational gaps within the vast ocean (Van Vranken et al., 2020, 2023). Although not done in the examples provided in this article due to a lack of anticipation and means, and considered an optional exercise because of its complexity, planning and setting up optimal validation configurations against high-resolution datasets is preferable. This approach yields more accurate information about the quality of the final datasets (e.g. Santos et al., 2024).

While prioritizing open data is desirable, it may not always be possible, especially when dealing with sensitive or commercial data from companies or industry. In such cases, finding an intermediate solution agreed with the data provider, such as anonymizing the data, becomes preferable to secure their consent while maintaining the significance of the created dataset (Smith et al., 2019). As stated in the Introduction, the reluctance of fisheries to publicly share their data for commercial reasons remains a significant barrier to fully exploiting the met-ocean data they collect (Yochum et al., 2011; Van Vranken et al., 2023). During the data lifecycle presented in this article and within the documentation of the created datasets the data provider has been anonymized as much as possible. In addition, the information linked to vessel positions has been removed by creating averaged, merged and gridded datasets. Furthermore, despite the open availability of the datasets, they are only licensed for non-commercial purposes, further protecting the data provider while keeping data open to the oceanographic community. Implementing anonymization techniques and restrictive data access or licensing can encourage and promote the data sharing of fisheries. Consequently, this could foster closer collaboration between oceanographic and fisheries communities, which in the end leads to a better understanding of the marine environment and better decision-making in favor of both communities. Although they are out of the scope of this article, note that CARE principles (https://www.gida-global.org/care; Carroll et al., 2020), which aim to preserve the right to create value from Indigenous data for collective benefit, should be considered whenever they apply.

Despite the three datasets presented in this article being successfully published, the process posed several challenges and also provided valuable lessons. Firstly, when the met-ocean data were selected, a fourth dataset was discarded. These data comprised subsurface currents measured by onboard ADCPs, which are widely used sensors by fisheries. Along with the other three variables presented in this article, the data collected by ADCPs can greatly contribute to the oceanographic community as it comprises an EOV which is scarcely collected in the vast ocean. The potential addition of the ADCPs further showcases the potential of fishing vessels for the collection of relevant met-ocean data. However, the data from the ADCPs were excluded due to the limited information about the sensor and its configuration at the time of installation on the vessel, as well as the lack of attributes of the collected data. Therefore, the information obtained from this sensor was insufficient for extracting any dataset, even at its lowest raw quality level. This fact emphasized the importance of planning and documenting from the beginning the sensor data flow configuration so that all the information needed for extracting minimally valuable data and metadata is available.

After acquisition, QC, processing and validation steps, data had to be properly documented to adhere to the FAIR principles, as much as possible. At that point, the next challenge was to comprehensively understand FAIR principles and how to implement them, requiring a thorough review and consultation with experts. During the documentation of the datasets, the identification and search of the most appropriate standards and conventions for both format and vocabulary were another struggle. Concerning data sharing, it is worth highlighting that the setup of a personal ERDDAP server might be complicated depending on the computing capacity of the work team, available facilities and the available resources to maintain it. Nevertheless, this kind of data server can be beneficial as it enables direct management of the datasets and the subsequent ingestion into other ERDDAPs or data publishers. In case the setting up of an ERDDAP is not feasible, existing ones could shelter met-ocean data freely (e.g. EMODnet Physics ERDDAP). All in all, given the substantial volume of data daily collected by fishing vessels and its potential for the marine community, this article intends to fill the absence (to the author’s knowledge) of clear step-by-step guidance on creating fishing vessel-based met-ocean FAIR datasets as this might be a complex task.
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