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The Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2), featuring the advanced topographic laser altimeter system (ATLAS), pioneered spaceborne photon-counting LiDAR technology. The first spaceborne laser system in Earth’s orbit with water detection capabilities, offers a more direct approach for charting the bathymetry and underwater topography in coastal waters. However, the refraction effect of water column on light is not taken into account by ATLAS products, which will cause the position change of signal photons on the seafloor, consequently reducing the precision of nearshore bathymetry and underwater topography mapping. In the previous studies, the fluctuation water surface has been assumed as the plane to achieve the water refraction correction. In this process, the water incident angle, refraction angle and water refraction direction are same for all seafloor photons, which decreases the accuracy of the photon position and the nearshore bathymetry. Therefore, we present an innovative method for addressing refraction correction by tracking the trajectory of individual photons on the seafloor and reconstructing sea-wave profiles to achieve high-accuracy refraction correction for ATLAS data. In this method, the instantaneous sea wave has been modeled using the extracted signal photon of water surface and the proposed weight cubic polynomial model. Further, the corresponding various incident and refraction angles of each seafloor photon were accurately obtained to calculate various the displacement quantity and direction. Moreover, a coordinate correction model was introduced to aim at enhancing the accuracy of photon coordinates on the seafloor and mapping of underwater topography. Validation results demonstrate that the proposed method for refraction correction effectively enhances the bathymetric precision. The maximum depth displacement corrected in the study area reached 5.46 m, occurring at a water depth of 16.01 m. In the along-track direction, there was a range of maximum displacements from -0.54 to 0.47 m, while the maximum relative displacement reached 1.01 m, significantly exceeding the displacement observed in the cross-track direction.
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1 Introduction

The Ice, Cloud, and Land Elevation Satellite-2 (ICESat-2) incorporates an innovative topographic laser altimeter system (ATLAS), offering a unique method for precisely assessment of changes on the Earth’s surface (Neuenschwander et al., 2020). The ICESat-2 mission supported by NASA aims to collect and distribute data for various scientific fields, including monitoring changes in elevation of mountain glaciers and ice caps, measuring heights of land and vegetation, evaluating inland water elevations, recording sea surface heights, and observing cloud layering patterns (Shang et al., 2022). ATLAS is the first spaceborne laser altimeter employing a photon-counting technique, utilizing green laser light with the wavelength of 532 nm. The laser pulse is emitted at a rate of 10,000 times per second (10,000 Hz), as well as the energy of each pulse was approximately 0.12 mJ, resulting in a small footprint of 17 meters in diameter and a sampling interval along the track of 0.7 m (Dietrich et al., 2024). Owing to the use of green laser light, ATLAS provides the unique opportunity to achieve active remote-sensing bathymetry and underwater topography in nearshore areas (Yang et al., 2022; Xie et al., 2023; Le et al., 2022; Wu et al., 2024).

Nearshore bathymetry is a crucial research topic that is notoriously difficult to perform, particularly for those islands and coastlines far away from the mainland (Albright and Glennie, 2020; Salameh et al., 2019). Currently, existing methods (e.g., satellite derived bathymetry (SDB) airborne LiDAR bathymetric system (ALB) and shipborne multi-beam sonar system) are easily limited by various factors (Kim et al., 2014; Jawak et al., 2015; Xu et al., 2021; Yang et al., 2022), such as the acquisition of in situ data, spatiotemporal conditions, bathymetric resolution, and regional environment. ATLAS offers a more direct approach for bathymetric mapping, effectively addressing several existing limitations (Li et al., 2019; Xu et al., 2024). In a bathymetric process utilizing a method of photon-counting, it is necessary to detect photons that are dispersed across various spatial regions, including water surface and underwater (Xie et al., 2021; Bernardis et al., 2023). The signal photons, describing the seafloor topography, are detected and extracted from the underwater photons whose spatial density distribution changes with increasing water depth. The nearshore bathymetry and underwater topography can be measured and obtained by the geolocated coordinates of the detected seafloor photons (Ludeno et al., 2024; Cao et al., 2023; Zhong et al., 2023). However, the refraction effects, where photons change direction and speed as they pass from one medium to another, such as from air to water, were not considered. This phenomenon, along with the decrease in photon velocity in water (~225,000 km/s), resulted in a decrement of accuracy in the bathymetry of coastal areas (Zhang et al., 2022; Chen et al., 2021b).

The refraction effect and reduced velocity of photons in water have a significant influence on the nearshore bathymetry with LiDAR (Xu et al., 2021). It is imperative to correct the impacts of water refraction and the decreased velocity. This correction involves considering the refraction of individual photons as they traverse the aquatic medium and engage with the seafloor, employing Snell’s principle. However, these methods are only suitable for large laser divergence angles, where multiple wave cycles are covered by a large footprint and the wave effects are averaged (Westfeld et al., 2016; Yang et al., 2017). The instantaneous geometry of the sea surface should be precisely considered and determined for a bathymetric LiDAR system with a footprint that is generally smaller than the sea swell wavelength, which leads to significant underwater point displacement with increasing water depth (Saylam et al., 2018; Mandlburger et al., 2015). Tulldahl and Westfeld (Tulldahl and Steinvall, 2004) investigated the impact of refraction on the point accuracy of ALB systems by analyzing the spatial geometric correlation between the laser beam and its alignment with the angle at which it encounters the sea surface.

For ATLAS, the bathymetric mechanism is based on the probability detection of an underwater photon event, which is completely different from the full-waveform ALB (Leng et al., 2023). Each seafloor photon has a corresponding sea surface incident point, where the laser pulse intersects with the sea wave. Precisely determining the spatial location of this intersection point for each seafloor photon and obtaining a high-accuracy instantaneous sea-wave profile are difficult. Therefore, the currently proposed and adopted refraction correction methods are relatively simple and not rigorous. These methods typically assume the sea surface to be planar or simplified as a fluctuating plane (Parrish et al., 2019). The sea-wave profile, precision incident angle, and refraction angle of each seafloor photon were not completely considered (Ma et al., 2020). Additionally, the refractive displacement affected by sea waves has a complex geometric relationship with different pointing angles for the laser pulse, sea-wave height, and water depth (Chen et al., 2021b). Therefore, challenges emerge when attempting to tackle refraction and account for the specific displacement of photons from the seafloor in coordinate terms.

To overcome these problems, a novel refraction correction method is proposed, which involves ray tracing, a technique that simulates the path of photons as they travel through different media by calculating the changes in their direction and speed for each seafloor photon. Besides, the method reconstructs the sea wave profile to achieve high-accuracy refraction correction and nearshore bathymetry for ICESat-2. In this method, the instantaneous sea wave has been modeled using the extracted signal photon of water surface and the proposed weight cubic polynomial model. The rigorous space geometry relation of laser pulse penetrating the air-water interface of sea wave to the seafloor was established. The intersection point on the air-water interface of each seafloor photon can be accurately calculated using the instantaneous sea wave and photon emission angle. The corresponding various incident and refraction angles were accurately obtained to calculate various the displacement quantity and direction for the different seafloor photon. Therefore, the absolute and relative positions accuracy of the seafloor signal photon has been improved, which further increases the nearshore bathymetry and underwater topography. Therefore, the absolute and relative positions accuracy of the seafloor signal photon has been improved, which further increases the nearshore bathymetry and underwater topography. Additionally, a coordinate correction model for each seafloor photon is proposed to correct and obtain high-accuracy coordinates of the seafloor photons and underwater topography. Finally, various experiments are carried out to validate the suggested approach and estimate its accuracy and reliability.




2 Study area and dataset



2.1 Study area

The South China Sea, located south of China’s mainland, includes archipelagos such as Dongsha, Xisha, Zhongsha, and Nansha. It is categorized as one of China’s three marginal seas. Our study area Qilianyu Islands was located at the Xisha archipelago at 16.956° N, 112.318° E. It comprised several tiny islands, sand cays, and coral reefs. Figure 1 illustrates an image of the Qilianyu Islands, indicating their position through a red circle and an orange-dashed rectangle.




Figure 1 | The image highlights the Qilianyu Islands as the study area, which is represented by a blue pentagram.






2.2 ATLAS dataset

In the study area, we utilized eight ground tracks illustrated in Figure 2a, which are included in four ATL03 products. The ATL03 product is the Level-2 Global Geolocated Photon Data from ATLAS/ICESat-2, distributed in the standard HDF-5 format. This dataset provides precise geolocation information for each detected photon, including timestamp, elevation, and latitude/longitude coordinates referenced to the WGS-84 ellipsoid (Smith et al., 2019; Neumann et al., 2019). The data is organized into six ground track groups (“gtx”), corresponding to three strong and three weak laser beams. These tracks are plotted by dashed lines of various colors. The scanning tracks of two pairs of weak and strong laser beams, shown in blue and red, respectively, which overpass the Xisha Shoal in the islands of the study area. Table 1 lists the details for all the eight groud tracks, including the acquisition time, the range of geodetic coordinates, and the density distribution of photons.




Figure 2 | ATL03 datasets of eight ground tracks and the in situ data for the bathymetry are obtained for the study area, shown in (a-c), respectively.




Table 1 | Study sites, acquisition times, geodetic coordinates, and photon density distribution of the ATLAS datasets.






2.3 In-situ data

The in-situ data acquired by the Mapper-5000 was used to validate the accuracy of the proposed algorithm. Mapper-5000 was a dual-band ALB system developed by the Shanghai Institute of Optics and Fine Mechanics, and the nominally bathymetric accuracy of Mapper-5000 is approximately 0.2m at Xisha Islands (Liu et al., 2018). The density of the in-situ data was 0.83 points/m2, as well as the distribution of these bathymetric points was illustrated in Figures 2b and 2c. The in-situ data was obtained on September 27, 2017, therefore, the tidal correction must be conducted to minimize the errors caused by the inconsistent of the acquisition time between the ICESat-2 tracks and the in-situ data (Hsu et al., 2021). In this research, the long-term tidal data was acquired from the Sansha tide gauge station, and the in-situ datasets was tidal corrected to consistent with the specific ICESat-2 ground tracks. The time resolution of long-term the tidal data was first resampled from 1 h to 1 min, and variations in the tides among the ICESat-2 and ALB data were acquired (Le et al., 2021). Finally, the elevation of the water-surface for ALB data was adjusted to consist with the water surface elevation of the ICESat-2 data.





3 Methodology

To precisely correct the displacement of each seafloor photon caused by water refraction and the velocity change of photons in water, ray tracing of each seafloor photon was performed to reconstruct the local sea-wave profile using the sea-surface photon and piece-point with the weight cubic polynomial (PWCP) model. ATLAS uses green laser light (532 nm), at 10,000 pulses per second (10 kHz), with a footprint diameter of 17 m, and along-track sampling interval of 0.7 m (Smith et al., 2019). In ATLAS, the transmit laser pulse is split into three pairs of beams to improve the data acquisition efficiency. In ATLAS, the transmit laser pulse is split into three pairs of beams to improve the data acquisition efficiency (Neumann et al., 2019). Each pair consists of a strong and weak beam and is separated by a cross-track of approximately 3 km, with pair spacing of 90 m (Markus et al., 2017). The laser pulse reaches the sea surface and penetrates the air-water interface of sea wave to the seafloor. The intersection points and slope at the air/sea interface for each seafloor photon were precisely determined by utilizing the reconstructed local sea-wave profile and transmission path obtained by ray tracing. Subsequently, a model for correction in both along- and cross-track directions was developed. This model was derived from the scanning mechanism of ATLAS, the Snell principle, and the spatial geometric relationship among the sea-wave profile, seafloor photons, and their transmission paths. Finally, the displacement resulting from water refraction was projected onto the WGS-84 ellipsoid to perform coordinate correction for each seafloor photon. The flow chart of the proposed method is shown in Figure 3.




Figure 3 | Flow chart of refraction and coordinate correction method based on PWCP.



This method was chosen due to the complexity of accurately mapping nearshore bathymetry, where traditional approaches fall short in accounting for the effects of water refraction and dynamic sea surfaces. By using ray tracing, the method precisely simulates photon paths and reconstructs the local sea-wave profile. The incorporation of the PWCP model, Snell’s law, and spatial geometry ensures accurate corrections, making it well-suited for the ICESat-2 mission. The final projection onto the WGS-84 ellipsoid ensures globally consistent coordinate correction, providing a robust solution for high-precision coastal mapping. Therefore, comparing to the previous methods, the novel can effectively ensure the absolute and relative positions of the seafloor signal photon and improve the nearshore bathymetrical and underwater topographical accuracy.



3.1 Calculation of air/sea intersection point

The linear scanning structure of ATLAS is illustrated in Figure 4a. The x, y, and z axes represent the along-track, cross-track, and elevation directions in which the coordinates of each photon can be transformed. For the ATL03 datasets acquired in the water area, signal photons were detected and separated into two groups: the sea surface and the seafloor photons. Among the detected signal photons, some are reflected by the sea surface, while others penetrate the sea surface and reach the seafloor. When a seafloor signal photon encounters the air/water interface and penetrates the seafloor, its trajectory and speed undergo modifications due to the characteristics of the water medium.




Figure 4 | Diagram of three pairs of ground scanning tracks. (a) Each ground track contains the strong and weak laser pulse scanning. (b) Geometric relationship and distribution of the laser pulse trajectory, various photons, and sea-wave profile.



To precisely ascertain the air/sea intersection point for each seafloor photon, it is essential to employ the reconstructed local sea-wave profile (referred to as S) and track the transmission route of the seafloor photon illustrated in Figure 4b. A spatial line is determined for the laser pulse in its original path, disregarding any refraction caused by water. This is achieved by considering the positioning angle, φ, and the coordinate of each seafloor photon during ray tracing. The spatial line, depicted as the green line in Figure 4b, is mathematically formulated as Equation 1, where   is the coordinate of a specific photon on the seafloor, q, and   is the unit vector of the spatial line that passes through photon q. In the x direction, the laser pulse pointing angle is decomposed and described by φx, while the corresponding spatial line is expressed in Equation 2:

 

 

The local sea-wave profile was reconstructed and refined using the proposed PWCP model, which is a high-accuracy fitting with weighting factors. The PWCP is formulated using Equation 3, where symbols aj, bj, cj, and dj are the coefficients in the cubic polynomial, j is the number of seafloor photons, and the weight function is represented by w. Figure 5 illustrates the diagram of the PWCP, where point   is the intersection of the mean sea surface,  , with the spatial line constructed by the seafloor photon, q. In the x direction, point   is very close to point p, which is used to obtain the different weight factors of p by several photons around it. Additionally, the blue curve in the orange-dashed rectangle is the local sea-wave profile, S, precisely fitted by the PWCP model for seafloor photon q. In the PWCP model, the weighting factors are computed based on the disparity between any sea surface photon and point  , whose coordinate in the along-track direction is x. Symbols  ,  ,  ,   and   denote the along-track coordinate of photons on the sea surface around point  ; their corresponding weights are represented by  ,  ,  ,  , and  , respectively:




Figure 5 | Diagram of the PWCP model used to obtain the local sea-wave profile, S, and the intersection point, p, linked with each seafloor photon.



 

When the sea-wave fluctuation is smooth, the two-order polynomial is suitably utilized in the PWCP model. Correspondingly, the three-order polynomial is utilized. In the two-order polynomial, three parameters of its should be calculated by 3 points. For improving the calculation accuracy with the least square method, four points are needed at least. In the three-order polynomial, five points are needed at least for improving calculation accuracy of its parameters. Generally, one point is added to ensure the stability of calculation accuracy. Assuming that six sea-surface photons are used in the PWCP model, the cubic polynomial parameters for the seafloor photon, q, are solved using the least squares method. Equation 4 represents the error equation, as well as the coefficient matrix A, value matrix L, and unknown vector matrix X as shown in Equation 5:

 

 

Based on the weight equation, weights  ,  ,  , and   for the six sea-surface photons were calculated, followed by the construction of the weight matrix W. In accordance with the principles of the least squares, the coefficient matrix N for solving the normal equation, accompanied by its corresponding free vector U are created and present as follows. The parameters in the polynomial for the seafloor photon, q, are solved and obtained by matrix X which are represented in Equations 6 and 7, respectively:

 

 

Subsequently, the local sea-wave profile for the seafloor photon q was determined using the solved polynomial parameters. Finally, the precise calculation of the coordinates of the intersection point p was achieved by utilizing the local sea-wave profile and the constructed spatial line of photon q.




3.2 Refraction correction of seafloor photons

In the x direction, the slope of intersection point p can be determined using the first-order derivative of the cubic polynomial for point p. The first-order derivatives of the polynomial are given by Equation 8, in which symbols  ,   and   indicate the slope, slope angle, and coordinate of point p, respectively. Normal vector N of point p was calculated using Equation 9:

 

 

Based on intersection point p, the corresponding slope,  , seafloor photon, q, and incident angle, φx, the different geometric relationships of water refraction were constructed, as illustrated in Figures 6a–c, when   is positive, zero, and negative respectively. Within Figure 6, Lx and Rx denote the paths taken by photon q underwater with and without considering water refraction correspondingly. According to Snell’s principle, the relationship between Lx and Rx is formulated as shown in Equation 10:




Figure 6 | The diagram illustrates the relationship between water refraction and the geometric correlation among the laser pulse, sea wave, and seafloor photon. The black points on the diagram indicate where the laser pulse intersects with the air/sea interface. The green, orange, and blue lines with arrows indicate the original laser path, refracted laser path, and refraction displacement, reflectively. Subfigures a, b, and c represent three different refraction paths under the influence of sea waves.



 

where α and β represent the incident and refraction angles, respectively. The symbol na denotes the refractive index of air, which is equivalent to 1, while nw represents the refractive index of water, specifically measured as 1.33 (Xu et al., 2021). Since our study area is located far from continental inputs, the water clarity remains high, and the refractive index closely approximates that of pure water. We selected the refractive index of water as 1.33 based on its well-established value for visible light under standard conditions (approximately 20°C and at a wavelength of 589 nm). This value is widely adopted in optical studies (Hale and Querry, 1973) due to its consistency with experimental measurements of pure water. Additionally, Ca and Cw denote the velocities of laser in air and seawater.

Using the reconstructed local sea-wave profile and geometric relationship of water refraction, the incident angle, α, of a certain seafloor photon can be calculated via the pointing angle, , and the slope angle,  , which is expressed as Equation 11 for the three different angle ranges, such as  ,  , and  . Subsequently, the corresponding refraction angle, β, is acquired with the incident angle, α, and refractive index of air and sea water, represented by Equation 12. Finally, the displacement of seafloor photons caused by water refraction was derived and formulated using Equations 13–16 for the three different cases, where   and   represent the displacement in the x and z directions. The symbol   denotes the elevation difference between intersection point p where air meet sea and its corresponding photon q located on the seafloor.

 

 

 

 

 

 

In terms of the y direction, it is not possible to reconstruct the sea wave profile due to the linear scanning mechanism employed by ATLAS, as illustrated in Figure 3. However, displacements of each seafloor photon in this direction are influenced by the fluctuating sea surface. This variation arises due to the varying elevation and underwater path distance of each seafloor photon’s corresponding intersection point with the sea surface, as shown in Figure 6. The projection of these air-sea intersection points forms a vertical line along the y-axis, as shown in Figure 7a by a black vertical dashed line within the gray plane. Here, p, p1, and p2 represent different sea surface intersection points corresponding to different seafloor photons. Figure 7b illustrates that different intersection points have different heights in the elevation direction, resulting in a variety of laser pulse paths in the water body.




Figure 7 | Displacements of each seafloor photon in the y direction. (a) Geometric projection of where the laser pulse intersects with sea surface. (b) Various intersection points in the y direction and their corresponding geometric relationships before and after water refraction.



Considering the geometric relationship before and after water refraction in the y direction, the refraction displacement,  , of photon q is derived and expressed as Equation 17, in which the refraction angle,  , and the original underwater laser path,  , can be calculated from Equations 18 and 19. The along-track elevation difference,  , represents the vertical separation between point p where the air and sea intersect, and its corresponding photon q located on the seafloor.

 

 

 




3.3 Coordinate correction of seafloor photon

To perform the adjustment of coordinate in WGS-84 geographical system (consisting of latitude, longitude, and elevation), the refractive displacement of each photon on the seafloor should be projected onto the WGS-84 ellipsoid. Figure 8 illustrates the geometric projection correlation among latitude, longitude and spatial distance within the WGS-84 ellipsoid, in which the green and orange points,   and  , respectively, represent the original photon and the photon after coordinate correction. In Figures 8a, b, the blue curve represents the coordinate displacement of the original photon in terms of longitude and latitude. Lines N and M are the normal line of the longitudinal line and the flattening radius of the meridian, respectively.




Figure 8 | The relationship between the refraction displacement of seabed photons in both (a) longitudinal and (b) latitudinal directions and their geometric projection onto the WGS-84 ellipsoid.



By utilizing the geometric projection correlation, the coordinates of the seafloor photon in ATL03 ( ,  ,  ) were corrected and expressed as ( ,  ,  ) using Equations 20 and 21, respectively. Symbols  ,  ,’  ,  ,  ,’  , and   are the calculation parameters that do not have a concrete meaning. The semi-major axis of the ellipse in the equatorial plane is denoted by a. Based on the refraction displacement in different directions, the length of the refraction displacement projected on the parallel and meridian circles is represented by   and  , formulated in Equation 22:

 

 

 





4 Experimental results



4.1 Sea-wave profile fitting and photon ray tracing

Eight ATL03 ground tracks were used in this research, employing a high-accuracy adaptive variable ellipse filtering bathymetric method (AVEBM) to obtain the signals photon from the sea surface and the seafloor (Chen et al., 2021a). To automatically separate and detect the effective photon of the water surface and bottom, an ellipse filter is adopted in the AVEBM, with the filter size changing with different water depths and the density distributions of the water-column photon. To realize this aim, the proposed method has five parts, namely a) vertical segments and Gaussian curve fitting, b) separation of the above-water, water surface, and water-column photons, c) determining initial parameters of the elliptical filter, d) establishing the relationship between the initial ellipse filter and the water-column photon density, and e) detecting and fitting the different types of detected effective photons.

To assess the fitting precision and consistency of the sea-wave profile, the photon signal located at the sea surface was obtained by local fitting of the PWCP with different intervals. Figure 9a illustrates the sea-wave profile fitting and photon ray tracing, in which the sea surface and seafloor photons are denoted by blue and orange points. Points   and   denote the intersection points of the reconstructed transmission path of seafloor photon q with mean sea surface   and the local sea-wave profile. Using different interval widths, Figure 9 (b) displays the various fitting outcomes of the PWCP for a certain seafloor photon selected in 20181021GT1L, where the blue point represents the sea surface photon, as well as the red, green, and violet curves illustrate the fitting results at intervals of 6, 8, and 10 m, respectively. Figure 9c shows the root mean squared error (RMSE) of the fitting results at different intervals ranging from 4 to 15 m.




Figure 9 | (a) Schematic diagram of sea-wave profile fitting using PWCP, (b) statistically calculated fitting intervals, and (c) fitting accuracy variations for the 20181021GT1L dataset.



The statistical results show that a shorter fitting interval has a higher fitting accuracy for the sea-wave profile. For ICESat-2, the sample interval of the photon was 0.7 m. However, the short fitting interval generally covered the smaller number of sea-surface photons; the sea-surface photon may be missing in some sample intervals owing to various factors. According to the statistical analysis of the number and distribution of sea-surface photons in the eight ATL03 datasets obtained in the study areas, the number of the sea-surface photons was set as 6 to adoptively determine the fitting interval in the PWCP. Table 2 presents the mean height of sea-wave and the RMSE obtained from fitting the sea-wave profile for each track dataset as well as all datasets, using a fitting interval of 5 m. The RMSE of each dataset ranged from 0.015 to 0.023 m; the average RMSE of all datasets reached 0.019 m.


Table 2 | The mean wave height and RMSE from fitting the sea-wave profile for each dataset and all datasets based on the PWCP model with a fitting interval of 5 m.






4.2 Results of refraction correction and coordinate compensation

The refraction correction was done by utilizing the reconstructed sea-wave profile and the point where the laser pulse path intersects with the air/sea interface. Figures 10c, d display the correction results for 20181021GT1L and 20181021GT1R, which represent a pair of ground tracks. These tracks are denoted by the corresponding red-dashed and solid lines depicted in Figure 10a. The correction result for 20190819GT1L, which had a high-density photon distribution, is shown in Figure 10e. This ground track is shown by the yellow line in Figure 10b.




Figure 10 | Ground tracks of 20181021GT1L and 20181021GT1R shown in (a) and the corresponding correction results illustrated in (c, d), respectively. Ground track and refraction correction result of 20190819GT1L, which has a high-density photon distribution, shown in (b, e).



Additionally, Table 3 outlines the range of water depths before and after refraction correction, along with the range of displacements in the elevation direction for the eight tracks. In this table, various bathymetric results were obtained with tide correction to ensure and enhance the precision and reliability of bathymetric result. Before the refraction correction, the recorded water depths ranged from -0.15 m for 20190117GT1L and -21.47 m for 20190819GT1L. Correspondingly, the minimum and maximum water depths were measured as -0.12 m for 20190117GT1L and -16.01 m for 20190819GT1L after refraction correction. The respective elevation displacement caused by refraction amounted to 0.03 and 5.46 m.


Table 3 | Comparisons of the minimum and maximum bathymetry result before and after refraction correction, along with the corresponding elevation displacement observed in the eight-track datasets of ATLAS acquired at the study areas.



The displacements caused by refraction in different directions were statistically computed and denoted as   and  . Moreover, using the coordinate correction method, the displacements of each seafloor photon in different directions were projected to the latitude and longitude of the WGS-84 ellipsoid, denoted as ΔB and ΔL. This ensures and enhances the accuracy of seafloor photons and the precision of underwater topography. Table 4 presents the range of displacements observed in the eight ground tracks, encompassing both x and y directions, along with the corresponding latitude and longitude displacements. Negative values in this table indicate that the displacement direction is opposite to the x or y directions, which is caused by the different geometric refraction relationships.


Table 4 | The displacements in both the x and y directions, along with the corresponding latitude and longitude coordinate displacement for the eight-track datasets of ATLAS located at the study areas.



The displacement in  ,  , ΔB and ΔL (Table 4) was small relative to the displacement of  . In the x direction, ground tracks 20190819GT1L and 20181021GT1L exhibited the widest range between maximum and minimum displacement, with values ranging from -0.54 to 0.47 m and from -0.04 to 0.24 m, respectively. The relative displacements in these tracks reached a maximum of 1.01 m and a minimum of 0.28 m. In the y direction, the displacement was very small and the maximum displacement ranged from -0.22 m to zero for 20190819GT1L. Correspondingly, the displacement values for latitude and longitude were extremely small, at the level of 10–8 degree. The highest displacements for latitude and longitude occurred for track 20190819GT1L, ranging from -396.6 to 503.8 10–8 deg and from -230.5 to -4.7 10–8 deg. For 20181021GT1L, there was a minimum displacement in latitude and longitude, ranging from -217.1 to 36.2 10–8 deg and from 1.1 to 49.4 10–8 deg.

In Table 4, the x-direction displacement is more pronounced than in the y direction. This difference arises because our method can determine varying slopes and incident angles in the x direction using the laser beam’s pointing angle and the reconstructed sea wave. In contrast, while the slope at the air/sea intersection in the y direction cannot be directly determined, the fluctuating height of this point can be measured. The refraction displacement in the y direction is thus calculated based on the laser beam’s pointing angle and the photon’s transmission path. The smaller pointing angle in the y direction results in less displacement compared to the x direction.




4.3 Bathymetric accuracy and validation

The bathymetric results of the tracks were corrected using the tide data recorded by the tide station to eliminate the error caused by tidal influence and perform a comparison with the in-situ data (Guan et al., 2019). Figure 11 presents a comparison between the bathymetric results of all the tracks after refraction correction and the in-situ bathymetry, in which various colored circles, triangles, and squares indicate the different scatter point distribution relationships of the bathymetry of the different track datasets with the in-situ data.




Figure 11 | (a) Distribution of the scatter point and assessment of the (b) bathymetric accuracy between bathymetry result after refraction correction and in-situ data for all eight-track datasets.



The determination coefficient (R2), mean absolute error (MAE), and RMSE were statistically calculated, as presented in Figure 11a. For all the tracks, the value of R2, MAE, and RMSE reached 0.955, 0.43 m, and 0.55 m. Figure 11b presents the MAE and RMSE values at the different water depths, in which the minimum MAE value was approximately 0.3 m and appeared at a depth range from 0 to -2 m and from -4 to -6 m, respectively. The corresponding maximum value was approximately 1.2 m located between -14 and -16 m. Additionally, the minimum RMSE value was approximately 0.3 m when the water depth ranged from 0 and -2 m; the corresponding maximum was located between -6 and -8 m, reaching 0.9 m.

Table 5 lists the R2, MAE, and RMSE of each track before and after refraction correction to analyze the influence of refraction on bathymetry in detail. Before the refraction correction, the MAE values ranged from 2.91 m for 20190819GT1L to 0.26 m for 20190421GT1L. After the refraction correction, these MAE values decreased to 0.61 and 0.41 m. The R2 value of each dataset remained unchanged before and after the refraction correction. In addition, the change in RMSE value was relatively smaller compared to that of the MAE value. RMSE values for 20190819GT3L and 20190421GT1L were reduced from a minimum of 0.52 m to 0.40 m and from a maximum of 1.13 m to 0.81 m, respectively. The highest accuracy for the bathymetry, after the refraction correction, reached 0.26 m for the MAE and 0.38 m for the RMSE in 20190819GT2L.


Table 5 | Comparison of bathymetric accuracy before and after implementing refraction correction for eight-track ATLAS datasets.







5 Analysis and discussion



5.1 Analysis of sea-wave profile fitting with PWCP

As illustrated in Figures 8b, c, opting for a shorter fitting interval in the PWCP yielded superior accuracy in fitting the sea-wave profile. Figure 8c shows that the highest fitting accuracy was approximately 0.01 m of the RMSE when using the fitting interval of 4 m. However, during the process of sea-wave profile fitting, the sea-surface photons may be missing in some sample intervals of ATLAS, e.g., 0.7 m, which would result in an insufficient number of sea-surface photons in the polynomial parameter solutions and yielding decrements of the fitting accuracy. For this situation, six water-surface photons located at both the left and right sides of the intersection point was used to calculate the curve parameters of PWCP and reconstruct the corresponding instantaneous curve of the sea waves. The number of the water surface photons is utilized to determine the fitting interval, which actually is an adoptive selection of the fitting interval. Therefore, this method can be used to other track datasets obtained at all areas. In our experiments, when a certain seafloor photon required refraction correction, we selected and used six water surface photons to reconstruct the corresponding instantaneous curve of the sea waves (Chen et al., 2021a; Zhang et al., 2022).

Additionally, for the eight ground tracks, the average wave height was statistically calculated (Table 2), which ranged from 0.42 to 0.71 m. Considering these factors, the fitting interval for the PWCP was generally 5 m to ensure the high-accuracy reconstruction of the sea-wave profile and to precisely determine the intersection point for each photon on the seafloor. Finally, the results listed in Table 2 reveal that the fitting accuracy of the sea-wave profile achieved an exceptionally high level, reaching accuracy down to the centimeter.




5.2 Analysis of refraction influence and bathymetric accuracy

Figures 9c, d illustrates that the seafloor photon number detected by the strong laser pulse was notably greater than that by the weak laser pulse, which became more significant with the increasing water depth. According to Table 3, the maximum water depth detected by two adjacent weak and strong laser beams (20181021GT1L and 20181021GT1R) was -8.50 and -10.77 m, and their difference reached 2.27 m. For 20190421GT1R and 20190421GT1L, a difference of 0.22 m was observed in the maximum water depth. For the above two pairs of laser beams, the difference in the maximum water depth, i.e., 2.27 and 0.22 m, had a relatively large difference, mainly caused by the different environment between the water body and atmosphere in the two data acquisition periods. However, for each pair of laser beams, the environment of the water body and atmosphere should be the same because the ground scanning interval in the pair of weak and strong laser beams is close to 90 m (Parrish et al., 2019). This indicates that the environmental conditions of the water body and atmosphere at the time of acquiring datasets 20190421GT1R and 20190421GT1L were better than those of 20181021GT1L and 20181021GT1R. Both the weak and strong laser beams could penetrate the sea surface to almost the same water depth.

Based on Tables 3 and 4, there is a positive correlation between water depth and the refractive displacement. Additionally, the displacement in the z direction surpassed that in both the x and y directions, which was determined by the complex geometric relationship between the wave height, laser pulse pointing angle, and water depth. Compared to the displacement observed in the y direction, the displacement along the track was relatively large owing to the instantaneous sea-wave profile. Most displacements in the y direction, as documented in Table 4, approached zero. Therefore, when evaluating the bathymetric results of ICESat-2, it is possible to neglect the potential influence of displacement in this direction (Coveney et al., 2021).

Findings presented in Table 5 demonstrated that refraction correction plays a pivotal role in nearshore bathymetry when utilizing the ATLAS dataset. After refraction correction, the bathymetric accuracy of the MAE improved significantly. Compared to the MAE, the RMSE value improved relatively less. Analyzing the experimental data and results, a large number of the detected seafloor photons were situated within the depth range of 0 to -6m, as demonstrated in Figure 10a. In this depth range, the displacement is relatively small. In contrast, a large displacement mainly occurs at a deeper range; the number of seafloor photons in this range is relatively small, which results in a smaller improvement in the RMSE. According to the comparisons of the in-situ data with the bathymetric results of all eight-track datasets and each track dataset before and after water refraction, the different bathymetric results were validated and had high-accuracy.

Furthermore, the remote sensing retrieval technique was employed to obtain the nearshore bathymetry of the entire study area. This involved utilizing the multi-spectrum image captured by Sentinel-2 satellite and incorporating the bathymetric data from ATLAS (Xu et al., 2021; Liu et al., 2024). The Sentinel-2 satellite Level-2A image acquired on 13 October 2021 was downloaded from the Copernicus data center (https://scihub.copernicus.eu/dhus/#/home) of the European Space Agency (Drusch et al., 2012; Toming et al., 2016). The blue and green band with resolution of 10m from the Sentinel-2 image, as well as the ICESat-2 bathymetric points, were used to build the SDB model (Yang et al., 2022). In this research, the widely used band ration model proposed by Stumpf et al. were utilized to produce the bathymetric maps. This model used a ratio logarithmic transformation to capture the relationship between the reflectance of image and the ICESat-2 water depth, and the bathymetric maps which was shown in Figure 12a.




Figure 12 | (a) Bathymetric results based on Sentinel-2 multispectral imagery and (b) their comparison with ATLAS bathymetric results.



In comparison with the in-situ data, the bathymetric accuracy was assessed through the metrics of R2, MAE, and RMSE, yielding corresponding values of 0.91, 0.92 m, and 0.97 m, respectively (Figure 12b). In summary, based on various validations of the bathymetric results, the PWCP model advocated for ICESat-2 exhibits exceptional levels of accuracy, reliability, and precision when employed in the mapping of nearshore bathymetry and underwater topography.




5.3 Comparing water refraction correction with different methods

Comparing experiments between methods proposed in this manuscript and the previous published paper that the sea surface was assumed as the plane, it is demonstrated that the fluctuation sea wave would has the relatively big impact on the result accuracy of the water refraction and the nearshore bathymetry. As shown in Figures 13a–c, the same track dataset of ATL03 (20181021GT1R) has been used to achieve the signal photon extraction located on the sea surface and bottom. Subsequently, the water refraction correction has been performed by the proposed method based on sea-wave profiles with a piece-point polynomial and the previous method that sea surface was simplified as the plane, which is represented by Figure 13a. As shown in Figures 13b, c, the maximum results deviation of the water refraction correction reached around 0.5 m, where the sea wave has the bigger fluctuation represented by the local amplification area in Figure 13a. Counting the bathymetric results obtained by the different refraction correction methods, the deviation of the bathymetric accuracy reaches around 0.1 m RMSE, which is determined by the fluctuation degree of the sea wave. This deviation approximately accounts for one fifth of the bathymetric accuracy with ICESat-2.




Figure 13 | Comparing the water refraction correction with the method based on sea-wave profiles with a piece-point polynomial and the method that sea surface was simplified as the plane. The dataset of 20181021GT1R was used to extract the signal photons of sea surface and floor shown in (a). The deviation of the refraction correction and bathymetric result with different methods were represented by (b, c).






5.4 Relationship for refraction influence with different factors

Refraction correction in nearshore bathymetry using ATLAS datasets involves a complex geometric relationship influenced by factors such as wave height, laser pulse pointing angle, and water depth (Ma et al., 2020; Zhang et al., 2022). To scrutinize and investigate the relationship between refraction and wave height, incident angle, and water depth, simulations were conducted to ascertain the displacements in different directions caused by various wave heights and pointing angles across varying water depths. These simulations are depicted by the array of colored lines showcased in Figure 14. Wave heights of 1, 3, and 5 m, and the various of laser pulse pointing angle, ranging from 5 to 25° at intervals of 5°, were simulated and utilized to reveal the variety of displacements in  ,  , and   in the different water depths and to analyze their relationship in detail.




Figure 14 | Relationship for refraction displacement in different directions caused by the various wave heights, laser pulse pointing angles, and water depths, represented by the various colored lines.



As shown in Figure 14, when the wave height was 3 m, the displacements of  ,  , and   were enhanced with the increased pointing angles of   and  . The displacement of   had the largest change rate compared to that of   and  , with an increasing pointing angle. The variations in   and   were relatively minor, with   experiencing the smallest rate of change. This phenomenon occurred because the refraction correction factored in the sea-wave profile, and the various incident angles were obtained by the different normal vectors, N, at intersection points on the sea surface (Figure 5). When the laser pulse pointing angle was 15° (Figure 14), the higher wave height would increase the displacements of  ,  , and   in the different water depths. Additionally, the change rate of   was at a minimum because the plane refraction correction was performed at a different height (Figure 6). The change rate of   was relatively large and the change rate of   was at a maximum, which illustrates that different wave heights had notable impacts on the displacements of   and   during refraction correction. In summary, by simulating and analyzing of the relationship between refractive displacements and different wave heights, incident angles, and water depths, we have substantiated the correctness of the proposed method, which leverages the reconstruction of the sea-wave profile.





6 Conclusions

This research introduces a new approach, named PWCP, for addressing refraction correction, which relies on the ray tracing of each seafloor photon and sea-wave profile reconstruction. Using the extracted signal photon of water surface, the instantaneous sea wave has been modeled with PWCP. The rigorous space geometry relation of laser pulse penetrating the air-water interface of sea wave to the seafloor was established. For each seafloor signal photon, the air/sea intersection points can be calculated, and the corresponding slope, incident and refraction angles can be determined. Through the rigorous space geometry relation established, the novel refraction correction method is proposed and unitized to improve the absolute and relative positions accuracy of the seafloor signal photon. Meanwhile, the accuracy of the nearshore bathymetry could also be increased relative to the previous study, in which the water surface was assumed as the plane. Additionally, a coordinate correction model was proposed to correct and obtain high-accuracy coordinates of the seafloor photons. According to the results of these experimental and statistical analysis, it is evident that the PWCP model efficiently enhances the precision of nearshore bathymetry. The maximum corrected depth displacement in the study area was 5.46 m at a water depth of 16.01 m. In the along-track direction, the displacement ranged from -0.54 to 0.47 m and the maximum relative displacement reached 1.01 m, which was notably larger than the displacement observed in the cross-track direction, primarily owing to the small pointing angle in this direction. Finally, displacements with various wave heights and pointing angles were simulated and used to analyze the relationship between wave height, incident angle, water depth and the influence of refraction, which further demonstrated the accuracy and reliability of the proposed PWCP model for ICESat-2. Comparing to the previous studies, the novel can effectively ensure the absolute and relative positions accuracy of the seafloor signal photon further for improving the nearshore bathymetrical and underwater topographical accuracy. Future research should be conducted using ATLAS datasets and remote-sensing images with different resolutions to delve into the capabilities of ICESat-2 for nearshore bathymetry across diverse water environments.
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