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The aquatic environment of the coastal Arctic is rapidly changing, and

understanding how this change will affect the coastal ocean is critical across

sectors. To address this, a three-dimensional (3-D) hydrodynamic model was

constructed, spanning the coastal Beaufort Sea from −153° to −142° W, explicitly

including river delta channels and lagoons, and extending to the continental

shelf. The Finite Volume Community Ocean Model (FVCOM) was used to predict

ocean physical properties from January 2018 to September 2022, including

dynamic sea ice and landfast ice. Model calibration and validation were

conducted using a variety of data sources, including in situ hydrodynamic data

from oceanographic cruises and moorings. Overall, the model captured

interannual temperature variation at Prudhoe Bay from 2018 to 2022 with a

model efficiency (MEF) score > 0 (better than the average) for all years (MEF =

0.59, 0.63, 0.23, 0.46, and 0.55). The seasonal temperatures in 2018 and 2019 at

bottom-mounted moorings were also well captured (R2 = 0.80–0.90), and sea

surface height (SSH) was compared to hourly observations at Prudhoe Bay, with

both the low-frequency (R2 = 0.42) and diurnal (R2 = 0.71) variations validated

over the model period. Modeled salinity and water current velocity had mixed

results compared to the observations: seasonal trends in salinity were generally

captured well, but hypersaline lagoon conditions in the winter were not

replicated. Measured bottom water velocity proved difficult to recreate within

the model for any given point in time from 2018 to 2019. Covariance analyses of

the surface wind velocity, SSH, and current velocity indicated that wind forcing

significantly correlated to errors in local SSH predictions. Current velocity

covaried substantially less with SSH and wind velocity, with large differences

across the three moorings: this suggests that local factors such as bathymetry

and shielding by islands are likely important. Future work building on this system
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will include analyses of the drivers of landfast ice and sea ice breakup; the

potential for erosion via waves, large storms, and elevated surface temperatures;

and the linkage to an ecosystem model that represents processes from carbon

cycling to higher trophic levels.
KEYWORDS

coastal processes, Arctic Ocean, river-ocean interactions, hydrodynamic modeling,
polar processes
1 Introduction

The Arctic is one of the most rapidly changing environments on

Earth, steadily warming two–three times faster than the planet

(Fang et al., 2022; Serreze and Barry, 2011; Zhou et al., 2024). The

warming atmosphere and ocean are causing cascading changes

through nearly all aspects of the environment. Overlaid on the

accelerating climate change, seasonality dominates in the coastal

Arctic: the transitions between sea ice and ice-covered rivers to the

spring river freshet and ice break and into summer set up the water

column in terms of physical properties, biogeochemistry, and

biology. From ever-changing navigational conditions to local

subsistence, climate change feedbacks, and infrastructure stability,

the Arctic is the frontline of change. High spatial and temporal

variance, and the remoteness of the region make using observations

alone to understand this environment challenging.

The spring freshet is occurring earlier in major Arctic rivers

(Ahmed et al., 2020), the hydrograph is becoming flatter, and

overall, more freshwater is entering these coastal systems from

rivers (Feng et al., 2021; McClelland et al., 2006; Peterson et al.,

2002). These changes appear to be occurring most rapidly in the

shoulder months and winter, especially in the coldest large rivers

(Clark et al., 2023), and evidence shows an acceleration of

freshwater inputs specifically on the North Slope of Alaska (AK)

(Rawlins, 2021). Sea ice cover is rapidly declining, with projected

increases in the number of days with open water expected to

continue over the next century (Nielsen et al., 2022). These

relatively rapid changes in hydrologic and coastal ice processes

that are emerging with Arctic warming can potentially have

widespread implications for the physics, biogeochemistry, ecology,

and subsistence resources of Arctic coastal waters. Ice protects the

shoreline from erosion (Lantuit and Pollard, 2008) and decreases

turbulent mixing due to wind stress, thus limiting gas exchange

(Qi et al., 2024). Additionally, sea ice algae seed the spring benthic

faunal community with food to grow (Grebmeier, 2012; Lovvorn

et al., 2016), and ice provides a vital means of transportation for

local people for subsistence hunting activities (George et al., 2004;

Lovvorn et al., 2018).

The river input of heat directly thaws landfast ice and sea ice in

the nearshore region (Park et al., 2020), and the river input of

nutrients and carbon fuels primary and secondary production
02
(Dunton et al., 2006; Harris et al., 2018; McMahon et al., 2021;

Terhaar et al., 2021). The rapid changes in the terrestrial water

cycle, river flow, and landfast sea ice, underlain with oceanographic

changes such as changing marine currents, increasing water

temperature (Danielson et al., 2020; Woodgate, 2018), and intense

surface warming (Rantanen et al., 2022), are all happening to

varying degrees at the same time. This necessarily requires a

holistic, integrated, and comprehensive approach to quantify

present and near-future coastal processes in the Arctic.

The rapidly changing marine environment in the Arctic has

widespread cross-sector implications. For example, wave action and

thermal intensity erode shorelines, affecting infrastructure on land

and depositing sediment into the ocean, subsequently affecting

navigation; open water allows for more marine traffic, causing

concerns about local security and safety along the Alaskan coast;

warming water temperatures allow for highly adaptable species from

plankton to fish to enter the Arctic, modifying a food web that had

been stable for centuries. Processed-based fundamental

understanding of change in the coastal Arctic is key for the future

safety and security of the region. A well-constructed regional

hydrodynamic model can serve as a foundational tool to

understand and predict the current and future marine conditions of

the coastal Arctic. High-resolution, unstructured, three-dimensional

hydrodynamic models are unique tools to explore physical

oceanographic processes and their drivers in complex shallow

regions, especially where sparse observations are challenging to

capture the spatial and temporal variability and coarse models

cannot represent the nearshore environment with high precision.

To begin addressing these pressing issues in the coastal Arctic, a

new hydrodynamic model was developed for the coastal Alaskan

Arctic: the Coastal Beaufort Sea Finite Volume Community Ocean

Model (CBS-FVCOM). This paper describes the foundational

construction, testing, and validation of the model and explores

some uncertainty in the physical oceanographic conditions,

providing areas of improvement and the potential for future

work. The hydrodynamic model development and analyses are

described for the period from January 2018 to September 2022

with model validation based on the various in situ data. This paper

will detail the modeled landfast ice and sea ice validation and

explore the drivers of coastal ice variability. Furthermore, a

biogeochemical model that was previously implemented in the
frontiersin.org
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Yukon River (Clark et al., 2022) has been coupled to the

hydrodynamic model and is currently being run to explore how

various factors affect the nearshore biogeochemistry.
2 Study site: the coastal Beaufort Sea
model domain

The CBS-FVCOM domain is located on the North Slope of AK

(Figure 1a), extending from the west of the Colville River outflow to

the east of Kaktovik Lagoon (Figure 1b). The model includes river

inflows from the eight major rivers located within the domain: the
Frontiers in Marine Science 03
Colville, Kuparuk, Sagavanirktok (Sag), Kavik, Canning, Hulahula,

Okpilak, and Jago (Figure 1b). Of the eight, four have been regularly

gauged for river discharge.

The Colville River is the largest river draining the North Slope

of AK, with a watershed area of 59,756 km2 (McClelland et al.,

2014), of which 35,897 km2 is upstream of the United States

Geologic Survey (USGS) gauge station at Umiat (69.3605° N,

−152.1277° W). The Colville River has a mean annual discharge

of 9.0 km3 at Umiat with the maximum daily discharge occurring

on June 6, on average, based on measurements from 2003 to 2022.

The Sag River is gauged at Pump Station 3 off the Dalton Highway

(69.0158° N, −148.8178° W) with 4,792 km2 of the 12,580 km2
FIGURE 1

(a) The Northern Bering Sea and Pacific Arctic Ocean showing the main water bodies, large rivers, and the CBS-FVCOM domain outlined in green;
(b) the model domain showing the rivers that were used to force the model with freshwater (black diamonds) and the station locations for the
NASA/NRL 2021 and 2022 cruises used for model validation. The depth color scale was limited to 45 m, but the model depth extends to >1,000 m
across the continental shelf. The red point indicates NOAA Tides and Currents station Prudhoe Bay, AK #9497645, which was used to compare sea
surface height, water temperature, and wind velocity. CBS-FVCOM, Coastal Beaufort Sea Finite Volume Community Ocean Model.
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watershed upstream of the gauge station. The mean annual

discharge for 2003–2022 was 1.62 km3, and the average day of

maximum discharge at the gauge station was July 1. Unlike the

Colville and Sag rivers, nearly the entire Kuparuk River watershed is

upstream of the USGS gauge station near Deadhorse, AK (70.2817°

N, −148.9597° W). For the 2003–2022 period (excluding 2011, for

which data are unavailable), the Kuparuk River had a mean annual

discharge of 1.57 km3, and, on average, the maximum daily

discharge occurred on June 2. The Sag River is much steeper than

the Colville and Kuparuk rivers, on average (McClelland et al.,

2014). The final gauged river, the Hulahula River, drains into

Kaktovik Lagoon in the far eastern portion of the model domain.

The Hulahula watershed area is 1,779 km2 north of the USGS gauge

station (69.7039° N, −144.1983° W), with a mean annual discharge

of 0.51 km3, and the average day of maximum discharge was July 1

for 2003–2022. The other four rivers do not have continuous

measurements of flow, and therefore, the river forcing at the

model boundary was estimated using a combination of the other

rivers, for simplicity. More details can be found in Section 3.4.

The coastal ocean along the North Slope of AK is relatively

shallow and contains numerous lagoons bordered by islands.

Detailed bathymetric data are lacking, but soundings taken during

two research cruises were utilized to estimate the accuracy of the

bathymetric data used for the model in the coastal areas. The ocean

is covered with landfast ice and sea ice the majority of the year, with

freeze-up historically occurring in October–November and ice

persisting through May–June (Mahoney et al., 2014). The sea ice

thaws from the east to the west, with the area around the Colville

River delta typically maintaining sea ice the longest into the spring

river freshet period (Mahoney et al., 2014). The major currents

typically run west to east (Gao et al., 2011; Proshutinsky et al.,

2005), and the large freshwater outflow of the Mackenzie River

influences the hydrographic conditions in the Beaufort Sea,

including the eastern portion of the model domain, especially

during the spring freshet.
3 Methods

3.1 The Finite Volume Community Ocean
Model for the coastal Beaufort Sea

The FVCOM (Chen et al., 2003) version 4.3 is a primitive

equation three-dimensional hydrodynamic model that is based on

an unstructured triangular grid geometric framework. The model is

well-suited to represent areas with complex bathymetry and

shorelines. The adaptive geometry of the unstructured mesh

allows the spatial resolution of the model to stretch and bend to

conform to geographic features such as islands and river deltas.

Previously, multiple models have been tested and compared in the

Arctic Ocean Model Intercomparison Project (AOMIP)

(Proshutinsky et al., 2005), and papers describing various

systematic aspects are held in a special collection in the Journal of

Geophysical Research: Oceans (Proshutinsky and Kowalik, 2007).

The FVCOM has been implemented in the Arctic at multiple
Frontiers in Marine Science 04
resolutions (Chen et al., 2009; Chen et al., 2016; Gao et al., 2011)

and recently in Elson Lagoon in the western coastal Arctic (Li et al.,

2024), and the lower Yukon River and Northern Bering Sea (Clark

and Mannino, 2022). The model solves for physical fluid properties

in three dimensions with an internal and external mode split

routine and calculates turbulence, temperature (T), salinity (S),

horizontal (u and v) and vertical (w) velocity, and sea surface height

(SSH). T, S, and SSH are calculated at each node connecting

triangular elements, and velocity vector components are

calculated at the element centers. The vertical domain is

represented using vertically stretching sigma layers that make up

a fixed proportion of the water column with the thickness of each

layer dependent on the total water depth at each node.

The CBS-FVCOM has 230,064 triangular elements connected at

121,313 nodes, with 10 vertical layers that each make up 1/10th of

the water column in an even proportion. The model was solved in

hydrostatic mode with the time step generally 4 seconds external

and 12 seconds internal, although time step reduction occurred

when necessary to avoid numerical instability. Overall, runtime for

the 1,734 model days would take ~6 wall clock days on 2,000 cores

of the NASA Center for Climate Simulation supercomputer

Discover. The bottom roughness length scale and roughness

coefficient were spatially uniform at 0.001. The model was

operated in the spherical coordinate system, and the turbulence

closure was done using the MY 2.5 scheme (Mellor and Yamada,

1982). The horizontal mixing coefficient was 0.1, and the vertical

diffusivity was set to 1 × 10−6. All model parameterizations can be

found in the BLE_2018_2022_run.nml file in the repository.

The FVCOM has also been coupled with the Los Alamos sea ice

model (CICE) (Hunke and Lipscomb, 2006) in the unstructured

grid domain (FVCOM-UG-CICE), previously implemented across

the Arctic to simulate interannual sea ice dynamics (Chen et al.,

2016; Gao et al., 2011). The FVCOM has previously shown success

in recreating historical sea ice observations and larger-scale currents

(Chen et al., 2016; Gao et al., 2011) but was not configured until

recently to represent parameterizations to account for landfast ice

(Lin et al., 2022). The landfast ice formulations of Lemieux et al.

(2015, 2016) were built into the FVCOM-UG-CICE and initially

tested in the Great Lakes (Lin et al., 2022). Here, we incorporated

the formulations specific for landfast ice to capture the different

dynamics that drive landfast ice formation and persistence in

Alaskan coastal waters. Ice formation and thaw influence the

hydrodynamics in the ocean and therefore must be included to

recreate ocean currents, temperature, and salinity even in ice-free

months. The landfast ice and sea ice model setup, parameter tuning,

validation, and analysis will be in the forthcoming manuscript, and

initial results are promising.
3.2 Triangular grid construction

The unstructured triangular mesh in the FVCOM must meet

specific quality requirements to prevent unstable and/or spurious

model solutions. Multiple geospatial datasets were required to

specify the shoreline and the bathymetry, which were both used
frontiersin.org
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to construct the unstructured mesh. The model bathymetry was

defined from the 200-m-resolution International Bathymetric Chart

of the Arctic Ocean (IBCAO) version 4.1 (Jakobsson et al., 2020).

The model shoreline and islands were defined using the 1:250,000

Alaska Shoreline dataset (Gibbs and Richmond, 2017), a vector

geospatial product that includes lower river reaches, river deltas,

and coastal islands. The shoreline data file was cut to include only

the North Slope region spanning our study area, and the various

polygons were merged to create one continuous polygon in QGIS

before being exported into the Aquaveo Surface Water Model

Software (SMS version 13.1) for mesh generation.

The merged shoreline polygons and the IBCAO dataset were

loaded into the SMS for triangular mesh construction. Both datasets

were used in the polar stereographic projection (NSIDC EASE-Grid

2.0 North #6931) within the SMS to retain the most realistic spacing

between locations within the model domain. The model grid

spacing was set using the internal SMS data calculator function

that calculates the wavelength of a gravity wave based on

bathymetry. The grid spacing was set at the wavelength to the

power of 1.25, which gave a range of 63 to 2,469 m of spacing

between adjacent nodes, largely dependent on bathymetry. The
Frontiers in Marine Science 05
model has a finer resolution in shallower regions (~50 m)

(Figure 2a), stretches to resolve narrow channels and around

islands, and coarsens toward the continental shelf, reaching a

maximal resolution of ~2.5 km (Figure 2b). Each node was

connected to a maximum of eight triangular elements. The

bathymetric data were then linearly interpolated into the model

in the SMS. The bathymetry was set to have a minimum value of 1.5

m because of uncertainty within the near-shore regions due to a

general lack of observations in shallow waters in this region of the

Arctic. However, sounding data obtained from a recent set of

cruises in the area (Supplementary Material Figure S1) showed

good agreement in the mid-shore regions, although there is a bias in

the model in shallow areas, resulting in an underestimation of

depth. The bathymetry was smoothed to avoid abrupt transitions

between shallow areas moving away toward the continental shelf.

The total depth range was 1.5 to 1,709 m. A new version of the

model still being tested and to be included in a subsequent version

has the recently published bathymetric dataset along the coast

(Zimmermann et al., 2022), but the results presented here were

carried out using the IBCAO data only. We have provided an

additional file with statistical evaluation metrics using the new
FIGURE 2

(a) Mean element grid spacing (distance of node to adjacent node) as a function of depth colored by the total area of the triangular element, (b) the
distribution of the grid spacing, and zoomed-in plots of the mesh showing the BLE-LTER mooring stations for (c) Stefansson Sound near Prudhoe
Bay and (d) Kaktovik and Jago Lagoon. The wiNAdiamonds are bottom-mounted moorings with velocity, depth, and temperature sensors, and the
green squares are conductivity, temperature, and depth (CTD) sensors.
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bathymetry showing minimal improvement in the predictions of

SSH, T, and S in addition to statistical analyses using the same

criteria as a separate file in the Supplementary Material.
3.3 Surface weather forcing

The National Centers for Environmental Prediction (NCEP)

North American Regional Reanalysis (NARR) (Mesinger et al.,

2006) was used as the surface weather forcing. The weather data

products are specified at each node or element across the model at a

daily time step interpolated from the NARR grid to the closest

model location using the nearest neighbor scheme. The weather

forcing includes 10-m wind velocity vector components, downward

longwave and shortwave radiation, surface pressure, precipitation

and evaporation, relative and specific humidity, and cloud cover

(Supplementary Material Figure S2). The COARE 26 Z algorithm

(Fairall et al., 2003) is used within the FVCOM to calculate the

sensible and latent heat fluxes. The CICE algorithm modifies the

heat flux appropriately with the internal ice thermodynamics,

although brine formation and ejection processes were not

accounted for in this version of the CICE model used within the

FVCOM 4.3. Wind velocity is converted to wind stress within the
Frontiers in Marine Science 06
model, which imparts a force onto the ocean surface, driving surface

currents within the model domain. Notably, an explicit wave model

was not included in this version of the CBS-FVCOM. Cloud cover is

utilized within CICE as a factor to account for ice albedo and

longwave radiative balance within the ice formulations.
3.4 River forcing

Eight rivers were included in the model domain as freshwater

flux and temperature forcings (Figure 1b). The river flow

information was acquired from the USGS gauge station from

January 1, 2018, to October 1, 2022, for the Colville, Kuparuk,

Sag, and Hulahula rivers. River temperature was available only from

the Kuparuk and Sag rivers and only during ice-free periods. The

river discharge observation data were scaled to the total watershed

area defined by HydroATLAS (Linke et al., 2019), including all

areas up to the model coastline, using a simple proportional

increase. The unmeasured rivers (Kavik, Canning, Okpilak, and

Jago) were scaled by relative watershed area to the closest measured

river, which was the Sag for the Kavik and Canning, and the

Hulahula for the Okpilak and Jago. The time series of river

discharge (Figure 3) show strong seasonality across each of the
 
FIGURE 3

River forcing time series for the eight major rivers for (a) river discharge and (b) temperature. Temperature was only measured in the Kuparuk and
Sagavanirktok rivers on a regular frequency, and therefore, the others were assigned as mean between the two. Note the log scale in panel (a).
frontiersin.org
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rivers over the model region. To account for the minimal flow of

liquid water during the winter under the ice, river water

temperature was set to be 0.1°C in the months from November to

May. The temperatures for the Sag and Kuparuk rivers were then

interpolated to a daily interval to match the daily mean river

discharge dates. The average of the two monitored rivers was

used as a proxy for the forcing on the other six rivers for which

temperature measurements were not available (Figure 3b). All river

inflow salinity was set to 0.0.
3.5 Open boundary forcing

The open ocean boundary of the FVCOM requires

oceanographic time series data to force the model. The needed

data include depth-resolved T, S, and SSH, which drive the tidal

forcing within the model domain. The Navy global HYCOM 1/12°

Region 17 model predictions were utilized as the basis for the open

boundary forcing (Chassignet et al., 2009; Metzger et al., 2014). T, S,

and SSH were extracted at the HYCOM 8-h output frequency and

directly interpolated in time and space to the model boundary using

linear 3-D (T and S) and 2-D (SSH) methodologies using the

MATLAB function griddatan.m. Where data were missing, a

nearest neighbor approach was used, such as in shallow areas

where the HYCOM model is not resolved. A map of the model

study domain overlaid with the matching HYCOM Region 17 grid

and the selected grid cells used for the boundary forcing can be

found in Supplementary Material Figure S3. T and S are forced in

the model at each boundary node and layer at a daily frequency.

The SSH forcing is on an hourly timescale to resolve the sub-

daily tidal frequency. This required a combination of the HYCOM

sub-tidal predictions and the OSU Tidal Prediction Software TPXO

tidal predictions (Egbert and Erofeeva, 2002). The main tidal

frequency components of SSH were calculated using TPXO,

resolving the main components of the tidally driven SSH at each

hour and each model boundary node specified in the TPXO input

files. The HYCOM-estimated SSH was then extracted, low-

frequency pass-filtered at a 36-h frequency to retain the sub-tidal

variation in SSH that is not accounted for by the TPXO tidal

prediction software, and then added back to the TPXO-predicted

SSH. This combined HYCOM–TPXO product was used as the final

boundary forcing for SSH, which drives the variations of SSH

within the model. This importantly allows for capturing storm

events that can drastically affect coastal SSH variation in this region

that has a relatively low tidal range and could be important for

future studies on erosion and inundation.
3.6 Model evaluation data and statistical
analyses

3.6.1 Moorings and in situ measurements of
velocity, SSH, temperature, and salinity

Multiple datasets were utilized to tune and evaluate the model

throughout the development process and for the finalized
Frontiers in Marine Science 07
simulation. Measurements collected during ship-based surveys in

August 2021 and August 2022 as part of a NASAOcean Biology and

Biogeochemistry/Naval Research Laboratory collaborative field

campaign were also utilized for model tuning and evaluation

(blue-shaded dots in Figure 1b). These measurements included T

and S measured from the YSI EXO2 sensor package that allowed a

vertically distributed assessment of the model accuracy over a larger

area. In 2021, only the surface and bottom (or the lowest reach of

the instrument) were reported, while in 2022, vertical profiles were

collected. The closest model point in time and space was identified

for each cruise sampling station, and comparisons were made to

assess the model’s accuracy. Finally, T and SSH measured at the

NOAA Tides and Currents station in Prudhoe Bay (Station ID

9497645; 70.4117° N, −147.4683° W; red dot Figure 1b) were

compared with the model estimates at the closest node within a

lateral offset distance of 50 m. In addition, the NARR wind forcing

was compared with measured wind velocity vector components at

Prudhoe Bay for error analysis.

The BLE-LTER has time series data collected from moorings in

Stefansson, Kaktovik, and Jago lagoons [Beaufort Lagoon

Ecosystems Long Term Ecological Research (LTER), Core

Program, 2018 to present] (Dunton and McClelland, 2021).

Bottom-mounted moorings were deployed to measure current

velocity, T, and SSH from August 2 to 9, 2018, to August 11 to

19, 2019, at one location in each lagoon (Figures 2c, d).

Conductivity, temperature, and depth (CTD) sensors were also

deployed at two locations each in Jago and Kaktovik lagoons from

August 2–9, 2018, to August 11–19, 2019, which measured S and T,

both of which were used for further model tuning and validation

(Figure 2d). The mooring deployment details are in Table 1, and

information on the specific instrumentation, mooring setup, and

data processing can be found in the associated metadata from the

BLE-LTER data hub (https://ble.lternet.edu/catalog). Mooring data

and modeled data were averaged over each day and matched in time

and space for statistical comparisons. The closest model node (for

T, S, and SSH) and element center (for u and v velocity

components) to the observation location were used. Target

diagrams utilized the data aggregated by month to assess model

performance across the year rather than in total.

3.6.2 Statistical analysis
All model-observation comparisons were assessed using the

Nash–Sutcliffe model efficiency (MEF; Equation 1) (Nash and

Sutcliffe, 1970; Stow et al., 2009), the correlation coefficient (R2) as

the square of Pearson’s correlation coefficient (r; Equation 2) (Stow

et al., 2009), the median symmetric accuracy (z; Equation 3) (Morley

et al., 2018; Smith et al., 2021), and the symmetric signed percentage

bias (SSPB; Equation 4) (Morley et al., 2018; Smith et al., 2021). MEF

is a measurement of the model’s ability to represent the modeled

variable, y, relative to the observational variable, x, compared to the

mean, x; an MEF of 0 indicates that the model is no better than the

mean at representing the data, while a value of 1 indicates a perfect fit.

z is the percentage of the exponentially transformed median (M) of

the absolute value of the natural log (ln) of the ratio of the predictions

(y) to the observations (x) (Equation 3). zmitigates problems related
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to the penalization of over- and under-estimation and the effects of

outliers skewing the interpretability while necessarily operating across

multiple orders of magnitude (Morley et al., 2018). SSPB (Equation 4)

further utilizes the concept of z and assigns a sign, sn, by utilizing the
sign (+1 or −1) of the median absolute log ratio (the exponent in

Equation 3). SSPB and z are useful metrics to assess model-data

comparisons across multiple orders or magnitudes.

The downside to utilizing statistical analyses that operate in the

log space is the difficulty with negative values and zeros, which often

occur in oceanographic and aquatic variables such as T, S, SSH, and

velocity vector components. Therefore, variables where negative

and zero values are possible (except ice cover) were transformed by

subtracting the minimum value (mostly negative or zero) and

adding 1 × 10−8– to avoid zeros. This allows for the use of log-

based statistics for these variables without altering the magnitude

and variance within the data. R2, MEF, and root mean square

difference (RMSD; Equation 5) utilized the un-transformed values

before scaling.

Target diagrams were also produced to summarily display the

model-observation matchups for ice, velocity, and other variables

(Jolliff et al., 2009). These diagrams place the modeled-observation

comparisons into RMSD space, utilizing the unbiased RMSD

(uRMSD) (Equation 6) multiplied by the sign, sn, of the

difference in standard deviation, s, and bias (Equation 7). The

distance from each point is thus equal to the total RMSD. All other

variables used uRMSD in non-normalized native units.

MEF =
(on

i=1(xi − �x)2−on
i=1(yi − xi)

2

on
i=1(xi − �x)2

(1)
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r = on
i=1(xi − �x)(yi − �y)ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

on
i=1(xi − �x)2on

i=1(yi − �y)2
q (2)

z = 100(eM( ln (yx)j j) − 1) (3)

SSPB = 100 sn(eM( ln (yx)j j))(eM( ln (yx)j j) − 1) (4)

RMSD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
on

i=1(xi − yi)
2

n

s
(5)

uRMSD =

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
on

i=1(xi − �x)2 −on
i=1(yi − �y)2

n

s
(6)

Bias = �y − �x (7)
4 Results: model evaluation and
analysis

4.1 Comparison with in situ hydrodynamic
data

4.1.1 NOAA Tides and Currents SSH and water
temperature

The NOAA Tides and Currents observation station in Prudhoe

Bay allowed for a direct comparison of the measured T and SSH
TABLE 1 Mean and standard deviation (s) of the u and v velocity vector components, temperature (T), and salinity (S) for the Beaufort Lagoon
Ecosystems LTER mooring data collected in the lagoons in 2018–2019 at the locations in Figure 2.

Current tilt meters

Station Location
Period
(DD/MM/YYYY)

SSH ± s (m) N u ± s (cm s−1) v ± s (cm s−1) T ± s (°C)

JAL
70.1667°
−143.4400°

Aug 9, 2018
Aug 11, 2019

2.94 ± 0.18 8,816 2.69 ± 5.34 −2.20 ± 6.18 −0.28 ± 2.60

KAL
70.1108°
−143.5608°

Aug 9, 2018
Aug 11, 2019

3.10 ± 0.18 8,817 0.79 ± 2.31 −0.03 ± 1.76 0.35 ± 3.46

STL
70.4021°
−147.8367°

Aug 2, 2018
Aug 19, 2019

6.85 ± 0.20 9,189 2.48 ± 6.42 −0.27 ± 5.17 −1.03 ± 1.68

Conductivity, temperature, and depth sensors

Station Location Period SSH ± s (m) N T ± s (°C) S ± s

JALD1
70.1041
−143.4892

Aug 8, 2018
Aug 11, 2019

NA 8,815 −0.13 ± 2.69 30.92 ± 7.23

JALD2
70.1068
−143.4435

Aug 8, 2018
Aug 11, 2019

3.35 ± 0.18 8,816 −0.24 ± 2.49 35.38 ± 6.80

KALD1
70.0890
−143.6233

Aug 7, 2018
Aug 10, 2019

NA 8,839 0.20 ± 3.56 29.79 ± 10.72

KALD2
70.1009
−143.5709

Aug 7, 2018
Aug 10, 2019

2.87 ± 0.38 8,839 0.18 ± 3.53 33.18 ± 7.57
N is the number of observations (hourly) over the observation period.
LTER, Long Term Ecological Research; SSH, sea surface height.
frontiersin.org

https://doi.org/10.3389/fmars.2025.1580690
https://www.frontiersin.org/journals/marine-science
https://www.frontiersin.org


Clark et al. 10.3389/fmars.2025.1580690
(Figure 4). Overall, the model accurately estimated the seasonal

progression and interannual variability of the daily average T

(Figure 4a). The model did not capture some of the variability

observed in the spring and summer months, but the drawdown

from summer into fall was well recreated for 2019, 2020, and 2021.

The very low wintertime T was not captured for any of the four

years for which data were available, with the measured T nearing

−1.9°C in the winter months, while the modeled T never got below

−1.75°C. This is exhibited by the positive SSPB and z, although
MEF and R2 were 0.51 and 0.48, respectively, indicating that the

temporal variances were well represented (Table 2). The lack of the
Frontiers in Marine Science 09
ability to reach very low temperatures in the winter is a challenging

aspect of this system, as the minimum modeled temperature is

based on the freezing temperature of water at a given salinity and

thus also depends on the model’s ability to accurately predict

salinity. This will be discussed further in Section 4.1.3.

The hourly SSH was well recreated in the model (Figure 4b),

including inter-tidal and inter-seasonal variations in SSH (Table 2).

SSH residuals (errors) were generally evenly distributed

(Supplementary Material Figure S5), so the SSPB and z were

relatively low, although there was a slight negative bias in the

sub-tidal and diurnal tidal components (Table 2). Removing the
FIGURE 4

Model-data comparison of NOAA Tides and Currents station 9497645 of daily average (a) temperature and (b) matched hourly velocity, with panels
(c, d) showing the same data. DOY stands for the day of the year.
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tidal signal using a low-frequency pass filter of 36 h led to an MEF of

0.70 and R2 of 0.70, which also indicated somewhat strong

predictive capability beyond the semi-diurnal tidal frequency.

When analyzed monthly (Supplementary Material Table S1), the

MEF declined in warmer months, although R2 increased, in

addition to subsequent increases in RMSD. This seasonal bias

suggests that predictive capacity within the model for estimating

SSH declines as the ice recedes. In general, the tidal range is quite

small in this area, and the influence of ice on dampening surface-

driven variation in the winter likely contributed to the lower errors

in cold months and larger errors in ice-free months. This

phenomenon warrants more investigation on trying to capture

SSH dynamics in these shallow coastal waters, which may include

changing parameterizations on the bottom drag coefficient within

the FVCOM. Across all five years, the high R2 and MEF indicate

that the temporal variance was captured quite well within the

FVCOM despite missing some of the extrema in SSH and some

of the high SSH in the summer.

4.1.2 NASA/NRL 2021 and 2022 cruises
The cruise data collected in 2021 and 2022 provided a spatial

comparison across the nearshore regions, which is important for

validating the spatial variability in hydrodynamics within the

modeling system. The measurements in 2021 included the surface

(matched to the top layer of the model) and bottom measurements

of T and S, while full vertical profiles recorded every 1 second and

binned in 0.5 m were acquired in 2022. Overall, S was better

predicted by the model in both years, relative to T, with S having

low z and SSBP and being positively correlated (R2 = 0.58 and R2 =

0.29 in 2021 and 2022, respectively; Table 3) with the observations

(Figures 5a–d). In 2021, the modeled T was generally

underestimated relative to the observations, while in 2022, there

was a depth-varying bias, with surface T underestimated and

bottom T overestimated (Figures 5b, d). This indicates that the

modeled water column, relative to observations, is less thermally

stratified even though the salinity comparison across depth has

little bias.

In past implementations of the FVCOM where sea ice was not

being predicted, T was generally well modeled (Clark and Mannino,

2022) and S was usually more difficult to predict, especially in

nearshore river-influenced/stratified systems. This indicates that the

sea ice thermodynamics and seasonal cycle provide some degree of

regulation of T into the summer and that small deviations in sea ice
Frontiers in Marine Science 10
predictions and sea ice cover can have large effects on the

summertime water T. The sea ice implementation in the model

did not account for nuanced ice thermodynamics that may be

important in these shallow coastal areas of the Arctic. These include

mechanistic brine dynamics, melt pond formation, and a more

sophisticated treatment of snow cover and solar irradiance

penetration that heats the water column such as in the newest

version of CICE (CICE 6.6.0 Hunke et al., 2024). There are now

formulations for including some aspects of these processes within

the CICE framework, and ongoing work continues to update the

model to include these processes more mechanistically. In addition,

the biological aspects of the water column may also regulate the

finer-scale aspects of water column heating in the spring. These

include ice algae formation and solar irradiance absorption and the

absorption of ultraviolet–visible light by terrestrially derived and

strongly humic colored dissolved organic matter (CDOM) (Hill,

2008) as well as CDOM ejected with brine (Hill and Zimmerman,

2016). CDOM absorbs UV and visible light energy in the upper

ocean, leading to thermal energy retention and driving up to 48% of

the sea ice melt in the Chukchi Sea (Hill, 2008). The potential

increase in coastal CDOM as river flows increase (Clark et al., 2023)

can lead to further ice loss and heating due to river inflow effects as a

positive climate feedback. However, to include these biochemical

feedbacks in the model as currently constructed would require two-
TABLE 3 Comparison statistics of the model predicted temperature and
salinity with the NASA/Naval Research Laboratory sponsored cruise data
collected in 2021 and 2022 on the R/V Ukpik.

Salinity Temperature

Metric 2021 2022 2021 2022

RMSD 4.35 4.08 2.31 1.90

MEFa 0.35 −0.02 −1.01 −0.11

R2b 0.58 0.29 0.14 0.02

z (%)c 8.33 12.8 45.2 −08.2

SSPBd % 6.28 2.34 −45.2 −108.2
RMSD, root mean square difference.
aNash–Sutcliffe model efficiency (MEF) with a value greater than zero indicates that the model
is better at representing the data relative to the mean (Nash and Sutcliffe, 1970; Stow
et al., 2009).
bCorrelation coefficient (Stow et al., 2009).
cMedian symmetric accuracy (Morley et al., 2018).
dSymmetric signed (Morley et al., 2018).
TABLE 2 Comparison of daily averaged model output of sea surface height (SSH) and water temperature (mean of upper three layers of the model)
with NOAA Tides and Currents station 9497645 at −148.5317° W and 70.4117° E.

n matches RMSD (salinity or °C) MEF R2 z (%) SSPB (%)

Daily T 1,604 1.82 0.51 0.48 170.9 116.5

Hourly SSH 41,592 0.19 0.18 0.44 11.15 −8.64

Filtered SSHa 41,592 0.19 0.13 0.42 18.5 −14.2

Diurnal tidalb component 41,592 0.04 0.70 0.71 5.67 −0.13
RMSD, root mean square difference; MEF, model efficiency; SSH, sea surface height.
aFiltered SSH uses a moving box car filter with a cutoff frequency of 36 hours to remove the diurnal tidal signal.
bDiurnal tidal component is the filtered signal minus the actual SSH, thus removing the non-diurnal tidal component due to other factors.
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way coupling between the biogeochemical model (Clark et al., 2022)

and the CBS-FVCOM, which is currently run offline from the

hydrodynamic model.

4.1.3 Lagoon temperature, salinity, and velocity
The bottom-mounted moorings in Stefansson (STL; Figure 2c)

and Jago and Kaktovik lagoons (JAL and KAL; Figure 2d) and the

bottom-mounted temperature and salinity sensors in Jago and

Kaktovik lagoons (JALD1, JALD2, KALD1, and KALD2; Figure 2d)

allowed comparisons to assess the model’s ability to capture temporal

trends of S in these shallow lagoon environments over an entire year.

Model-data comparison statistics are available in the Supplementary

Material file Table2.xls, and MEF and R2 respectively varied from 0.82

and 0.86 (JALD2) to 0.91 and 0.92 (KALD1). Seasonal trends in T

were captured quite well by the model, with the drawdown occurring

in September/October, followed by periods of sub-zero T in the winter

and subsequent thaw and T increase in June/July (Figure 6). There
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were strong intra-seasonal variations in Stefansson Sound (Figure 6a)

in the fall of 2018 and the spring of 2019 that were largely not captured

by the CBS-FVCOM, and the modeled winter T at Stefansson Sound

was warmer than observations. Jago Lagoon and Kaktovik Lagoon,

however, both showed a better comparison across all seasons, with

inter-seasonal and short-term variations captured quite well

(Figures 6b, c). Statistical analyses indicated good predictive

capability for all three locations (Stefansson MEF = 0.50, Kaktovik

MEF = 0.94, and Jago MEF = 0.78).

The model-predicted SSH in the lagoons showed very little bias

across seasons, with the daily averaged modeled SSH capturing the

patterns of variation quite well for 2018–2019 (Figure 7). The model

SSH was relatively dampened compared to observations (similar to

Prudhoe Bay), with uRMSD substantially less for model predictions

relative to the observations (Figure 7). High water events in

September 2018, February–March 2019, and April–May 2019

occurred at all three locations and were represented in the model.
FIGURE 5

Modeled vs. observed (a) salinity and (b) temperature in 2021 and (c) salinity and (d) temperature in 2022 from the OBB research cruises.
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Generally, the statistics show good agreement between the model

and observations at these stations, and in combination with the SSH

comparisons from Prudhoe Bay (Figures 4b, d), we conclude the

model had sufficient skill at capturing SSH.

Daily mean west-to-east (u; Figure 8) and south-to-north (v;

Figure 9) current velocity showed less agreement among the model

and the mooring measurements. MEF for both vector components

at all three stations were less than 0, indicating that for a given day,

the mean value would give a better estimate for velocity than the

model predictions. However, the model fidelity for predicting

velocity varied seasonally and between years, as indicated by the
Frontiers in Marine Science 12
insets for the ice-free periods (Figures 8, 9c, d, g, h, k, l). There was a

pronounced seasonally varying bias in the u velocity in Jago and

Kaktovik lagoons (Figures 8e, f, i, j), with the model-predicted

wintertime u less the consistent eastward flow. This is when the

lagoons are covered in ice and there is very little exchange and

surface energy momentum transfer to drive currents. Jago Lagoon

exhibited this bias across all seasons (Figure 8f), as indicated by

negative values on the y-axis of the target diagram. There was little

bias in the Stefansson Sound u velocity in the winter (Figure 8b),

although there was an obvious lack of ability to estimate u velocity

in Stefansson Sound in the summer/fall of 2018 (Figure 8c). This
FIGURE 6

Comparison of daily averaged model predicted temperature vs. Beaufort Lagoon Ecosystems Long Term Ecological Research for (a) Stefansson
Lagoon, (b) Jago Lagoon, and (c) Kaktovik Lagoon. The associated target diagrams are in the same units. Target diagrams indicate the model’s bias
(y-axis) as a function of its variability (x-axis) relative to the observations. A bullseye indicates that the model has no bias and has the same variance
as the observations.
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contrasts with good model performance in the spring/summer of

2019. This qualitative comparison is reinforced by the evaluation

statistics: the Stefansson Sound summer/fall u velocity in 2018 had

poor predictive capability (MEF = −2.18; R2 = −0.12), while in 2019,

the model’s predictive capability improved dramatically (MEF =

0.11; R2 = 0.29). The opposite pattern held for Jago and Kaktovik

lagoons, with the summer/fall of 2018 both having a better model-

data comparison than 2019 and the overall time series. In addition,

model performance for v velocity was worse for all three lagoons in

the spring, summer, and fall.

The measurements of T and S in Kaktovik and Jago lagoons

(green squares in Figure 2d) showed high overall skill at capturing

the seasonal variation in T while missing some of the short-term
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intra-seasonal variation, like the other lagoon mooring

measurements (Figures 10a–d). S was also generally captured well

in the ice-free months (August–October 2018 and June–August

2019), although S at KALD1 in 2019 was poorly represented, as the

model missed the near-zero values that occurred in the spring

(Figure 10c). Modeled S in the winter was underestimated at each

lagoon during the ice-covered months, unable to represent the slow

accumulation of hypersaline water until the spring thaw in May–

June 2019. The modeled S remained flat through the fall and winter,

near 30 for each lagoon, while the observations showed a gradual

increase in S over time. This upper limit of modeled salinity is based

on a simple linear regression of the freezing temperature of seawater

in the UG-CICE model. More discussion will occur in Section 5.
FIGURE 7

Comparison of daily averaged model predicted sea surface height (SSH) vs. Beaufort Lagoon Ecosystems Long Term Ecological Research for (a)
Stefansson Sound, (b) Jago Lagoon, and (c) Kaktovik Lagoon. The associated target diagrams are in the same units. Target diagrams indicate the
model’s bias (y-axis) as a function of its variability (x-axis) relative to the observations. A bullseye indicates that the model has no bias and has the
same variance as the observations.
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4.1.4 Wind velocity, sea surface height, and
current velocity error analysis

The complex patterns of observed velocity across the lagoons

warranted further investigation. NARR forcing for the grid cell over

Prudhoe Bay was notably dampened compared to the NOAA
Frontiers in Marine Science 14
observations (Figures 11a–d). The values of mean ± standard

deviation for the modeled magnitudes of the u and v wind forcing

components (u = 3.23 ± 2.43 m s−1 and v = 1.43 ± 1.01 m s−1) were

much lower than those for themeasured u and vwind components (u =

5.74 ± 4.12 m s−1 and v = 1.72 ± 1.35 m s−1). Overall, u was much
FIGURE 8

Comparison of daily averaged model predicted west to east (W–E) velocity vs. Beaufort Lagoon Ecosystems Long Term Ecological Research for
(a–d) Stefansson Lagoon, (e–h) Jago Lagoon, and (i–l) Kaktovik Lagoon. The associated target diagrams are in the same units, and the insets show
the velocity in the ice-free periods. Target diagrams indicate the model’s bias (y-axis) as a function of its variability (x-axis) relative to the
observations. A bullseye indicates that the model has no bias and has the same variance as the observations.
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stronger than the v component, indicative of the typical easterly wind

regime over the region. The errors were generally normally distributed,

with the mean residuals for u and v near 0 (u = 0.83m s−1 and v = −0.64

m s−1) (Figures 11c, d). The errors in wind forcing and the connection

between ocean currents afforded exploration of how wind forcing
Frontiers in Marine Science 15
uncertainty can affect the hydrodynamic (SSH and current velocity)

performance of the model.

There was a clear offset in the wintertime west–east bottom

current velocity in Jago and Kaktovik lagoons (Figures 8e, i), but the

relationship between the wind velocity, SSH, and bottom current
FIGURE 9

Comparison of daily averaged model predicted south to north (S–N) velocity vs. Beaufort Lagoon Ecosystems Long Term Ecological Research for
(a–d) Stefansson Lagoon, (e–h) Jago Lagoon, and (i–l) Kaktovik Lagoon. The associated target diagrams are in the same units, and the insets show
the velocity in the ice-free periods. Target diagrams indicate the model’s bias (y-axis) as a function of its variability (x-axis) relative to the
observations. A bullseye indicates that the model has no bias and has the same variance as the observations.
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velocity in the ice-free months was less clear. Using the MATLAB

function xcov, the cross-covariance analysis of wind forcing velocity

components, SSH, and current velocity components was conducted

for each time series from August to November 2018 to exclude ice-

covered periods. Cross-covariance measures the covariance between
Frontiers in Marine Science 16
two stationary time series at varying time lags (± 10 days in this

study) to assess the temporal variation between two time series.

Time series were normalized to the range of 0–1 to remove the

effects of the sign convention. In addition, modeled minus observed

wind forcing residuals were compared with SSH residuals and
FIGURE 10

(a–d) Time series of model predictions and observations of water temperature and salinity from bottom moorings in Jago and Kaktovik lagoons with
the titles corresponding to the station locations in Figure 2d.
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current velocity component residuals for each lagoon to quantify

how potential error in the surface wind forcing could propagate into

the hydrodynamics.

u wind forcing and residuals were strongly related to SSH in each

lagoon (coefficient of covariance, C = 0.62–0.70) (Figures 12a, b).

v wind forcing residuals were strongly related to the SSH residuals

(C = −0.41 to −0.60), indicating that underpredictions in v wind

forcing magnitude (less extrema) drove larger errors in SSH. v wind

velocity was generally lower in magnitude with smaller residuals

relative to u wind velocity (Figures 11c, d), but the strong anti-

covariance between v wind residuals and SSH residuals indicates that

SSH is more sensitive to variance in v wind relative to u wind. Strong

northward (positive) v winds drove water offshore and out of the
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lagoons, leading to a decrease in SSH, while strong southward

(negative) v winds drove water onshore, increasing SSH. The

relatively dampened v wind forcing magnitude thus drove the

underprediction of SSH magnitude in the opposite direction of the

forcing. The opposite pattern holds for u winds. In the absence of

other forcing, eastward (positive u) wind pushes water onshore, while

westward (negative u) wind pushes water offshore. The strong positive

covariance in forcing magnitude and SSH indicates that overall wind

drives much of the sub-tidal variance in SSH in all three sites.

Wind velocity had varying effects on the bottom current

velocity and residuals, with cross-covariance between wind and

bottom current velocity components exhibiting inconsistent

patterns across locations, relative to SSH. The strongest
FIGURE 11

Time series of wind (a) u and (b) v North American Regional Reanalysis Forcing and observations at NOAA Tides and Currents station Prudhoe Bay,
the residuals of the forcing minus observations (c, d) and the residuals of the modeled minus observed (e) sea surface height (SSH), (f) west–east (u)
current velocity, and (g) south–north (v) current velocity at the three bottom-mounted moorings in the lagoons.
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covariance occurred between wind and current velocity in

Stefansson Sound, with Jago and Kaktovik lagoons exhibiting

inconsistent and weak covariance with wind overall. Jago and

Kaktovik lagoons are shallow and enclosed, and the fetch of the

wind and exposure to the open ocean is much less than where the

Stefansson Sound mooring is located. The Stefansson Sound u wind

did not cross-covary with u current velocity magnitude or residuals

(Figure 12c), but u current velocity moderately covaried with v wind

(Figure 12d). The Stefansson Sound v current velocity and residuals

were more closely coupled to wind (both u and v; Figures 12e, f) and

followed the same direction of cross-covariance as SSH.

In mid-September 2018, there were two pronounced storm events

when the observed bottom u and v current velocity increased for a

sustained period, coinciding with strong northeastward winds blowing

offshore toward the Beaufort Sea. Prior to September 12, u wind and u

current velocity positively covaried, and v wind was relatively weak.

Beyond September 12, they were decoupled, with the u current
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velocity opposite of the u wind (Figure 8a), and the v current

velocity was consistently negative, indicating a southeastward

bottom flow—opposite of the northward winds. This is indicative of

an upwelling pattern that would be driven by the offshore and

downcoast (eastward) wind velocity, a priori. However, the model

current velocity was not sensitive enough during these wind events to

recreate this two-layer flow, possibly because the model wind forcing

was much lower in magnitude. Without observations of water column

profile velocity, upwelling cannot be confirmed. However, these

limited results suggest that northward winds can drive upwelling

favorable conditions that may lead to strong shoreward bottom

currents. This has implications for sediment redistribution, ice

movement, and coastal bluff erosion, among other oceanographic

processes. However, without distributed observations of surface wind

and water column water velocity (surface and bottom, at minimum),

the relationship of wind to ocean currents in these topographically

complex systems is difficult to fully quantify.
FIGURE 12

Cross-covariance of observed wind velocity vector components at Prudhoe Bay and of observed (a, b) sea surface height (SSH), (c, d) u current
velocity, and (e, f) v current velocity at the three moorings. Solid lines are for the magnitude of the observations, and the dashed lines represent the
cross-covariance of the residuals of the wind (forcing minus observed) and the bottom current velocity (modeled minus observed).
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The Stefansson Sound mooring was more exposed to the open

ocean and therefore more influenced by larger-scale current

dynamics and oceanographic processes. Comparison to the

closest grid point from the NAVY 1/12° HYCOM model

indicates very similar temporal patterns in the vertical

distribution of W–E velocity (Figure 13). Hypothetically, during

the two north-westward wind events in mid-September and early

October, wind-driven surface ocean currents push/pull water away

from the shore, decreasing SSH (negative u, low SSH, positive

covariance; positive v, low SSH, negative covariance; Figures 12a, b).

This offshore flow would lead to upwelling near the coast, which

would drive bottom currents toward the coastline (positive u and

negative v), which is what the observations indicate (Figures 8a–c).

However, time series of depth contour plots of u, v, and vertical

velocity (Figure 14) do indicate upwelling in the model despite the

mismatch in u current velocity between the model and the

measurements (Figure 8c). Figure 14b clearly indicates two-layer

flow in the N–S direction with the onshore flow (negative) at the

bottom and offshore flow (positive) near the surface during the

wind events, and this logically coincides with upwelling (positive

vertical velocity) (Figure 14c). During the two storm events, u

velocity is uniformly in the direction of the wind, albeit decreasing

in magnitude with depth, as is also indicated in Figure 13. Initial

hypotheses have centered around the poor representation of the v

wind velocity in the model forcing, relative to the observations, and

the orientation of the shoreline, making this region more

susceptible to variations in v wind velocity to drive upwelling/

downwelling conditions. From a formulaic perspective, the model

parameterization of turbulent processes, numerical diffusivity, or

limiting the number of vertical layers in the model to 10 may have
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decreased the ability to capture this reverse flow at the bottom.

Finally, a subsequent test run using the observed wind from

Prudhoe Bay showed no significant improvement in bottom

current velocity predictions. Current velocity data are the best

data for coastal ocean model validation when transport is a key

process to be represented, and higher spatial resolution and

vertically distributed arrays of current meters are needed to better

constrain model results ultimately for process understanding.
5 Model strengths, areas for
improvement, and further research

5.1 Strengths

The model was adept at predicting the seasonal progression of T

across years as indicated by the comparison of modeled vs. observed

T in Prudhoe Bay. In addition, SSH was extremely well represented at

Prudhoe Bay, and tidal and sub-tidal variability was recreated across

stations where measurements were available. Limited observations of

the vertical distribution of S collected during cruises in 2021 and 2022

also showed that the model captured first-order changes in S

stratification in nearshore environments, although the concurrent

measurements of T were not as well recreated (Figure 5). There was

hardly any bias in the predictions of SSH and T at Prudhoe Bay,

where the longest period of observations was available for

comparison, although bottom water T did not reach those

measured in situ. This indicates that on a year-to-year basis, the

estimates of these basic oceanographic properties within the model

are very reliable and the model is suitable for studies using the
FIGURE 13

Time–depth contour plots u current velocity from CBS-FVCOM and the Navy Global HYCOM model at the closest matched grid cells for each over
the fall of 2018. CBS-FVCOM, Coastal Beaufort Sea Finite Volume Community Ocean Model.
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hydrodynamic solution for interannual analysis and subsequent

coupling to biogeochemical simulations.

Another strength of the holistic observational-modeling system

is the availability of sustained observations, providing the ability for

future model enhancements and evaluation. At the time of model

construction, only 1-year moored observations from the BLE-LTER

were available for model comparison. Since then, 5 years of CTD

data from Jago and Kaktovik lagoons and 2 years (2022–2023) from

Stefansson Sound have been made public. This allows for the

planned extension of the model in time and the potential to

support future field missions as forcing data are made available

and will be included in future publications. New field programs to

collect additional data (Madison Smith, personal communication)

will also begin in 2025, allowing the further extension of the model

in time, potentially making it suitable for operational capabilities to
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support regional interests related to navigation, security, and local

travel over ice.
5.2 Areas for improvement

Some shorter timer variations (sub-seasonal to sub-weekly) in T

and S were sometimes captured (e.g., the fall of 2018 in Jago

Lagoon), but often large fluctuations in observations on short

time scales were not predicted. Extreme values in daily mean SSH

were also not well captured generally, with the overall model SSH

being dampened relative to observations (Figure 7). This suggests

an improvement in model forcing to better include storm-driven

events in both wind effects and boundary currents. We tested the

model by forcing with the velocity at the boundary to better
FIGURE 14

Time–depth contour plots of modeled (a) u velocity, (b) v velocity, and (c) vertical velocity at the model element center closest to the Stefansson
Sound Mooring. Positive u velocity is to the east, positive v velocity is to the north (offshore), and positive vertical velocity is upward. Note that the
units for vertical velocity are in mm s−1, while the others are in m s−1.
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improve velocity predictions within the model, but no substantial

improvements were observed, and it made the model setup

unnecessarily complex.

The model exhibited a clear lack of ability to capture very low

wintertime T in bottom waters (Figure 6) in addition to the gradual

accumulation of hypersaline water in Kaktovik and Jago lagoons

(Figure 10). This is highly likely due to brine formation and ejection

that occur as first-year sea ice forms in the lagoons. These complex

processes are not represented in the version of CICE within our model,

and the minimum model water temperature is limited by a relatively

simple linear relationship between T and S of T = −0.054S. Further

analysis using the gsw_SA_freezing_from_t and gsw_t_freezing from

the Gibbs SeaWater Oceanographic Toolbox (McDougall and Barker,

2011) to calculate the freezing temperature of seawater and the

absolute salinity (SA g kg−1) of seawater at a given temperature and

pressure (decibar) indicated a decoupling in these enclosed lagoons

between T and S (Supplementary Material Figure S6). This can be

directly compared to Figure 10. As sea ice ejects hypersaline brine that

is very dense relative to the surrounding water, it sinks to the sea floor

where the sensors are mounted. Bear in mind that the depth of these

sensors is only 3–4 m from the surface. This sinking and subsequent

stratification could insulate the brine mix from further cooling and

concentration of salinity. The freezing of seawater occurs at the bottom

of the ice and is salinity dependent, and we hypothesize that the

insulation of the water from further cooling and slowing the growth

rate of ice limits the upper concentration of brine over the winter

before spring melt. As a thought experiment, if winter continued

indefinitely and the brine reached the eutectic point of a seawater

mixture (T = −36.2°C), only then would it begin to freeze, and the

salinity of this nominally small pool of water would be ~250 g kg−1

(Vancoppenolle et al., 2019). This would lead to a fully frozen water

column with a thin layer of highly saline water at the bottom, a

condition that clearly did not exist in the lagoons and was notmodeled.

Clearly, to represent these processes of first-year ice formation in these

shallow lagoons, the CICE code within this version of the FVCOM 4.3

should be updated to the most recent. We saw a limited ability to

capture observed bottom water velocity at the moorings, although

there were time periods where the model better matched the

observations. Li et al. (2024) provided a detailed analysis of the

interaction between wind and water flow in a lagoon to the west of

our domain, clearly showing the complexity of these regions that are

confined, have multiple flow pathways, and are shielded from the open

ocean barrier islands. One improvement to test in the future is to

increase model layers (Li et al., 2024, used 40 layers relative to our 10),

but that substantially increases model run time. The inability of the

model to recreate this phenomenon may be due to multiple factors,

such as the model parameterization of turbulent processes, numerical

diffusivity, or limiting the number of vertical layers in the model to 10.

Our goal was to set up a new system that can uniquely capture the

interannual variability from rivers to the continental shelf, and not to

specifically diagnose drivers of water current velocity at a fine scale.

However, we acknowledge that water current velocity is the ultimate

driver of constituent distribution, sediment erosion and deposition,

and coastal erosion (Piliouras et al., 2023). A targeted study with a

smaller nested model with high vertical resolution is warranted to
Frontiers in Marine Science 21
better understand the response of water currents to varying wind

regimes and storms at the lagoon sites within the model domain.

The uniform bathymetry < 1.5 m was also a limitation in this

first version of the CBS-FVCOM. We have since updated the

bathymetry with high-resolution bathymetric data (Zimmermann

et al., 2022) that were published after the initial model setup,

although preliminary results with the new bathymetry show little

change in model performance with the additional bathymetric data

interpolated into the model (see Supplementary Material Figure S4

for the difference in bathymetry and file stationstatistics_Run22.xls

for comparison).
6 Conclusions and future work

The CBS-FVCOM system serves as the backbone for a coupled

hydrodynamic–ecosystem model that is currently being tested and

run to simulate nutrients, carbon, phytoplankton, multiple classes

of organic and inorganic sediment, and inherent optical properties.

Linking a high-resolution coastal ocean model to regional and

global models could offer a better methodology for understanding

how regional coastal processes affect basin scale dynamics. This

modeling system allows a direct link, without coarse

parameterization, to include nearshore processes. This has

implications for erosion, navigation, security, infrastructure

stability, directly understanding how rivers, both large and small,

mix in the ocean, and numerous other processes that a model that is

regional or global parameterizes at best or ignores entirely.

Additionally, the future potential to link with a land surface

model of the region (e.g., Rawlins, 2021) would allow for a fully

coupled land–river–ocean modeling system to simulate water fluxes

and carbon processes from the rivers and along the shore. The

addition of erosional mechanics and coastal permafrost dynamics

(e.g., Repasch et al., 2024; Undzis et al., 2024) would be necessary to

complete the coastal ecosystem model to simulate nearly all

processes relevant from applications such as navigation and

infrastructure security to long-term climate change impacts to the

coastal Arctic. The ability to simulate year-round physical processes

at such high spatial resolution and to resolve delta channels and

shallow lagoon systems allows for a deep exploration of the

changing physical–biogeochemical processes in this region of the

coastal Arctic. The coastal Beaufort Sea is a region with substantial

economic and cultural importance and is already seeing the

potential impacts of a warming climate on phytoplankton

communities (Anderson et al., 2022) in addition to the ongoing

threat of erosion (Jones et al., 2009). CBS-FVCOM is poised to

answer many questions moving forward, and this publication is the

first step in describing the model setup.

While changes to the physical dynamics and setup within the

model and expansion into past and more contemporary years are

ongoing, field data and especially current velocity measurements are

needed to better understand the coastal dynamics. The flow of water

ultimately determines the fate of riverine-derived materials in the

ocean, including how long a given parcel of water remains intact

with the surface and thus able to grow phytoplankton, exchange
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CO2, and transport sediment. Substantial and continued investment

in observation networks, from basic physics (currents, CTD, and

waves) to more complex properties, is absolutely critical to have a

robust and scientifically rigorous modeling system. This is a matter

not just of long-term potential carbon-climate feedbacks but also of

national security, food security, and cultural identity of the region.

The CBS-FVCOM (version 1.0 presented here) currently provides a

platform to simulate these processes in the region; we look forward

to a more detailed analysis of ice formation and melting, landfast ice

dynamics, biogeochemical processes, and carbon cycling in

the future.
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