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Machine learning (ML) models have emerged as powerful tools for accelerating
materials discovery and design by enabling accurate predictions of properties
from compositional and structural data. These capabilities are vital for
developing advanced technologies across fields such as energy, electronics,
and biomedicine, potentially reducing the time and resources needed for
new material exploration and promoting rapid innovation cycles. Recent
efforts have focused on employing advanced ML algorithms, including
deep learning-based graph neural networks, for property prediction.
Additionally, ensemble models have proven to enhance the generalizability
and robustness of ML and Deep Learning (DL). However, the use of such
ensemble strategies in deep graph networks for material property prediction
remains underexplored. Our research provides an in-depth evaluation of
ensemble strategies in deep learning-based graph neural network, specifically
targeting material property prediction tasks. By testing the Crystal Graph
Convolutional Neural Network (CGCNN) and its multitask version, MT-
CGCNN, we demonstrated that ensemble techniques, especially prediction
averaging, substantially improve precision beyond traditional metrics for
key properties like formation energy per atom (AE"), band gap (E4), density
(p). equivalent reaction energy per atom (E,, .om). €Nergy per atom (E,ion,)
and atomic density (p,,,) in 33,990 stable inorganic materials. These
findings support the broader application of ensemble methods to enhance
predictive accuracy in the field.

KEYWORDS

material property prediction, graph neural networks, ensemble model, prediction
ensemble, model ensemble

1 Introduction

Predicting material crystal properties involves forecasting the chemical and physical
traits of crystalline materials based on their molecular and atomic structures. This task
is vital for fields like electronics, medicine, aeronautics, and energy storage management
Shen et al. (2022); Shahzad etal. (2024); Weietal. (2019); Liuetal. (2017). Accurately
predicting these properties from compositional and structural data is instrumental in
the discovery of new materials for advanced technologies. Using computational methods
and data-driven strategies, researchers can efficiently explore and optimize material
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designs, avoiding the slow and costly process of experimental
trial-and-error Kauwe et al. (2020). Understanding how a material’s
crystalline structure impacts its properties requires a blend of
computational and experimental investigations. Although density
functional theory (DFT) Kohn and Sham (1965); Hohenberg and
Kohn (1964) is a well-established method, it is often perceived as
computationally complex and time-intensive. Moreover, the quest
for materials with specific properties within an extensive material
search space poses challenges, and delays progress in swiftly evolving
domains like medical science, aeronautics, and energy engineering,
where accuracy and speed are paramount.

Machine learning (ML)-based models have emerged as a
promising solution to this challenge. These models can match
the accuracy of DFT calculations and support rapid material
discovery, thanks to the growing material databases Jain et al.
(2013); Choudhary et al. (2020); Kirklin et al. (2015). By harnessing
the capabilities of ML algorithms and the growing abundance of
data in material repositories, these models can effectively navigate
the vast material landscape and pinpoint promising candidates
with desired properties. This data-driven approach for predicting
material crystal properties has shown promise and gained significant
attention for its accuracy and unparalleled speed Choudhary and
DeCost (2021).

However, the intricate atomic arrangements and the intrinsic
correlations between structure and properties present formidable
challenges for ML models to encode pertinent structural
information accurately, mainly because of the number of
atoms involved and the internal degrees of freedom within the
crystal structures. Thus, effective representation capturing spatial
relationships, and periodic boundary conditions within a crystal
lattice become challenging. Furthermore, a model adept with one
crystal structure might falter with another, given crystals’ inherent
periodicity and symmetry. Also, traditional ML models often fail to
incorporate the nuanced knowledge of unit cells and their repetitive
nature, an essential aspect of crystallography Chen et al. (2019).

Moreover, for ML models the challenge of representing crystal
systems, which vary widely in size, arises because these models
typically require input data in the form of fixed-length vectors.
To address this, researchers have developed two main approaches.
The first involves manually creating fixed-length feature vectors
based on basic material properties Isayev etal. (2017); Xue et al.
(2016), which, though effective, necessitates tailored designs
for each property being predicted. The second approach uses
symmetry-invariant transformations Seko et al. (2017) of the atomic
coordinates to standardize input data, which, while solving the
issue of variable crystal sizes, complicates model interpretability
due to the complexity of these transformations. Historically, AI-
driven material science has focused on creating custom descriptors
for predicting material properties, utilizing expert knowledge for
specific applications. However, these custom descriptors often lack
versatility beyond their initial scope.

To address these challenges in material property prediction,
the shown
significant promise Cao etal. (2019). These networks are adept

recent adoption of deep learning (DL) has
at learning data distributions as embeddings, serving as effective
feature descriptors for predicting input data characteristics. Unlike
traditional grid-like image representations, crystal structures—with
their node-like atoms and bond-like edges—are ideally represented
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as graph-based structures. This has highlighted the suitability of
graph neural networks (GNN) for modeling crystal structures,
leveraging their natural composition and bonding structures. GNNs
thus facilitate the automatic extraction of optimal representations
from atoms and bonds by representing these materials in
deep networks.

While current DL models, including advanced GNNs, have
successfully integrated complex structural, geometrical, and
topological features for predicting material properties, a critical
aspect often overlooked is the comprehensive exploration of their
training dynamics. Typically, the quest for the lowest validation loss
serves as a proxy for identifying the optimal model. However, due to
the highly non-convex nature of training deep neural networks, this
lowest validation loss does not necessarily correspond to the true
optimal point Gyawali et al. (2022); Garipov etal. (2018). Other
regions within the loss landscape might capture the relationship
between material structure and properties differently. There has
been limited focus on understanding model behavior beyond the
conventional point of lowest validation loss. This oversight suggests
we might not fully grasp the potential and versatility of these models
in capturing structure-to-property relationships.

In this research, we propose a critical yet often overlooked
hypothesis: optimal model performance may not reside solely
at the singular point of lowest validation loss. Instead, it could
be spread across multiple valleys within the loss terrain. Our
objective is to highlight these hidden, underexplored models that
could offer more accurate predictions and a deeper understanding
of material attributes. Furthermore, this approach may reveal
models that provide a better balance between variance and
bias, underscoring the necessity of examining the overall loss
landscape to fully understand the adaptability and efficiency of
deep learning models.

Thus, we investigate various regions within the loss landscape
where models still perform satisfactorily. This exploration has
yielded insights into models that are robust and generalize well to
new data. We propose combining these different models to create a
unified ensemble model. First, we analyze the property prediction
performance of a prominent GNN-based material prediction
model, CGCNN Xie and Grossman (2018), and its multi-task
variant, MT-CGCNN Sanyal et al. (2018), focusing on six widely
studied properties: formation energy per atom, bandgap, density,
equivalent reaction energy per atom, energy per atom and atomic
density. We then examine the impact of ensemble techniques on
model performance, specifically the model average ensemble and
prediction average ensemble methods, to support our hypothesis
of identifying influential models within adjacent areas of the loss
landscape. Finally, we conduct an extensive evaluation to understand
the ensemble’s effect on prediction performance across the spectrum
of properties. Overall, our contributions include:

1. We introduce ensemble techniques to improve the material
property prediction capabilities of prominent GNN-based
methods, including CGCNN Xie and Grossman (2018),
and MT-CGCNN Sanyal et al. (2018).

2. We conduct comprehensive experiments on six widely studied
properties: formation energy per atom, bandgap, density,
equivalent reaction energy per atom, energy per atom and
atomic density.
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3. We assess the impact of ensemble models across a wide
spectrum of material properties, highlighting the effectiveness
of ensemble-based approaches in extreme test conditions.

2 Related work

Not having regular grid-like structures such as images
or 1-D signals, CNN could not be the automatic choice for
studying material structure from DL point of view. Rather its
irregular structural shape made it a suitable candidate for graph
representation and graph neural network (GNN), where atoms are
considered nodes and atomic bonds edges. Therefore, convolving
on the graph structure which is converted from the actual atomic
structure of the material was a prominent choice for the researchers.
Crystal Graph Convolutional Neural Network (CGCNN) Xie and
Grossman (2018) and SchNet Schiitt et al. (2018) first proposed this
graph representation and utilized raw features like atom type and
atomic bond distance to predict material properties comparable
with DFT computed values. Although these models performed
very well in terms of predicting material’s properties they also
exhibit inevitable and notable challenges due to their reliance on
distance-based message-passing mechanisms Gongetal. (2023).
Firstly, neglecting many-body and directional information can
overlook critical aspects important for understanding material
properties. Secondly, the reliance on nearest neighbors to define
graph edges could misrepresent key interactions due to the
ambiguity of chemical bonding. Lastly, the models are limited by
their receptive field, compounded by issues like over-smoothing
and over-squashing, which restrict their ability to account for the
long-range or global influence of structures on properties.

The more recent DL models for material property prediction
such as Atomistic Line Graph Neural Network (ALIGNN)
Choudhary and DeCost (2021), iCGCNN Park and Wolverton
(2020),MatErials Graph Network (MEGNet) Chen etal. (2019),
Orbital Graph Convolution Neural Network (OGCNN)
Karamad et al. (2020), DimeNet Gasteiger et al. (2020), GemNet
Gasteiger etal. (2021) and Geometric-information-enhanced
Graph Neural Network (Geo-CGNN)
(2021) thus tried to incorporate more geometrical information

Crystal Cheng et al.
like bond angle, orbital interaction, body order information,
directional information, distance vector to outperform previously
proposed distance-based models. Some models proposed attention
mechanisms and self supervised learning (SSL) as well to choose the
relative importance of features in predicting material properties
like Matformer Yanetal. (2022), Equiformer Liao and Smidt
(2022), GATGNN Louis et al. (2020), Crystal-Twins Magar et al.
(2022) and DSSL Fu et al. (2024).

It is a well-known fact that Deep learning models for
complicated tasks navigate a high-dimensional space to minimize
a function that quantifies the “loss” or error between the actual data
and the expected results. We refer to this optimization landscape
as the “loss landscape” Lietal. (2018); Goodfellow et al. (2016);
Garipov etal. (2018). It is frequently represented visually as a
surface or landscape with hills and valleys. The loss landscapes
of deep neural networks are extremely intricate and non-convex.
This indicates that while the model may converge to numerous
local minima (valleys), not all of them will result in the best
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solution (global minimum). The training epoch in which the model
achieves the lowest validation loss is referred to as the “best-
validated epoch.” Nevertheless, the model at this epoch may not truly
represent the best generalizable model because of the complexity
of the loss landscape and elements like overfitting and identical
loss with differences in functional space Draxler et al. (2018); Fort
and Jastrzebski (2019); Fortetal. (2019). Though they may have
a little larger or the same loss, models from other epochs may
perform better on unknown data or have superior generalization
ability for having differences in loss dynamics. Therefore, our focus
in this work is not on the GNN models or associating features with
them to strengthen material property prediction but on creating
a generalized framework of ensemble models based on the cross-
validation loss trajectory that might yield better generalization of the
prediction task with improved accuracy of prediction.

The comprehensive approach of any ensemble technique is
to combine a set of models using an aggregation mechanism. It
has been widely used to enhance the performance of ML models.
Consequently, various data fusion methods, such as max-voting,
average voting, weighted average voting, and meta-learning, have
been proposed Mohammed and Kora (2023). Additionally, these
ensemble techniques have been adopted in the literature, including
bagging, boosting, stacking, and decision fusion Ganaie etal.
(2022). Even within the materials science literature, the use
of ML-based ensemble techniques has demonstrated improved
results Mishra et al. (2022); Ghosh et al. (2022a); Hou et al. (2023);
AlFaraj et al. (2023); Karandeetal. (2022) compared to single
models. For instance, Mishra et al. (2022) predicted the phase of
high-entropy alloys with greater accuracy than SVM and random
forest by utilizing a stacked ensemble model. Similarly, Ghosh et al.
(2022a) proposed an ensemble of trees to classify cation ordering
with a higher confidence level of prediction. Further, there have
also been efforts to create ensembles from DL models, such as
using an ensemble of neural networks to select features free of
artifacts and to generate uncertainty maps for imaging data from
materials Ghosh etal. (2021), as well as applying an ensemble
of models to identify atomistic features in graphene Ghosh et al.
(2022b). Compared to these existing works, our study is the
first to consider ensembles for graph-based deep learning models,
particularly since these architectures have demonstrated improved
generalization performance in material property prediction. In
general deep learning applications, the ensemble approach has
shown improved performance across several domains, including
speech recognition Li et al. (2017), healthcare Tanveer et al. (2021);
Gyawali et al. (2022), natural language processing Elnagar et al.
(2020), and computer vision Roshan etal. (2024). In contrast to
these efforts, our work is the first to explore ensemble strategies
for material property prediction tasks. Our ensemble framework
is straightforward, focusing on model aggregation across different
training stages.

3 Methodology

In this section, we first provide background details about
the GCNN framework for material property prediction, and
then introduce our ensemble framework to achieve enhanced
predictions.
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3.1 Preliminary: GCNN

Graph Convolutional Neural Networks (GCNNs) have emerged
as a powerful tool in materials science, enabling researchers to
analyze and predict the properties and behaviors of materials in a
novel and efficient manner. Unlike traditional convolutional neural
networks that process grid-like data (e.g., images), GCNNs are
designed to handle graph-structured data, which is intrinsic to
the representation of atomic and molecular structures in materials
science. These models exploit the graph structure of materials, where
nodes can represent atoms and edges can denote chemical bonds or
spatial relationships. By doing so, GCNNs can capture both the local
and global structural information of materials.

Crystal Graph Convolutional Neural Networks (CGCNN) Xie
and Grossman (2018) and SchNet Schiitt et al. (2018) represent
the two most prominent graph neural network architectures
tailored for material science applications. These models refine atom
representations within a structure by considering the types and
bond lengths of neighboring atoms. Subsequently, they aggregate
these updated atom-level representations to form a comprehensive
representation of the entire structure. In CGCNN, the crystal
architecture is represented as a graph that accommodates the
details of atoms and their bonds with neighbors, and a graph
convolution network is constructed on such graph to attain
the representations useful to material property prediction. The
architecture can comprise of single-task head Xie and Grossman
(2018) or multi-task Sanyal etal. (2018) head depending on the
application. We present the overall diagram combining the single-
and multi-task setup in Figure 1. In the presented network, the atom
feature encoding vector can be noted as v; where i is an atom or node
in the graph. Similarly, an edge or atomic bond among neighbors
is denoted as (i,f), representing k™ bond between atoms i and j,
and its feature vector is u;; . The goal here is to update the atom
feature vector v; by iterative convolution with neighbors and bonds
Equation 1 and generate a comprehensive feature vector for the
crystal structure by pooling Equation 2.

VEHI) = Conv(v?t),v](,t),u(i,j)k>, (i,j) € G. (1)
v, = Pool(véo),v(lo), ...,vﬁ\?), ...,vﬁ)) (2)
mvivnl(y,f(C;W)) (3)

The training procedure involves minimizing a cost function
J(y;7) where y is the DFT computed value and 7 is the prediction
of the model. Therefore, CGCNN can be considered a function that
tries to approximate the actual property value y by mapping a crystal
C employing weights W as shown in Equation 3.

3.2 Ensemble models

In this section, we present an ensemble framework to enhance
the results obtained from GCNN networks. Our central hypothesis
is that in the training of deep neural networks, selecting a single
model based solely on the lowest validation error may not always
guarantee the most comprehensive learning of all features within
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the dataset. This limitation can be attributed to the highly non-
convex nature of the loss landscape that characterizes neural
network optimization Cooper (2018). In such a complex terrain,
the path to minimizing loss involves numerous local minima and
saddle points. This suggests that multiple models—each residing in
different areas of the loss landscape—could perform similarly well
on the validation set, albeit potentially capturing different aspects
of the data Gyawali et al. (2022).

Toward this, we propose ensemble framework for achieving
ensemble models from the training dynamics of GCNNs, that
capitalizes on the temporal evolution of model parameters across
training epochs. Consider the training process to span a fixed
number of epochs, T, during which each epoch yields a candidate
model characterized by unique properties and attributes reflective
of its learning state at that point in time. Let, f(x;®,) represent the
GCNN model at some epoch t. Here x is the input data and ®,
represents the model’s parameters (weight and biases) at epoch ¢.
By running the training for T epochs, we generate the sequence of
models { f(x;0,), f(x;0,), ..., f(x; @)}, and for each model f(x;0,),
we compute the MSE on a given validation set as:

Nyal
MSE = 1= 3 (- f(x:©)’ @)
val j=1

where N, is the number of sample in the validation set, y, is
the true value and f(x;©,) is the predicted value for the it
sample in the validation set by the model at epoch t. Using
the metric from Equation 4, we sort the models based on their
MSE, selecting the top n models with the lowest MSE values. Let
0W,0@,..,0" be the parameters of these top-n models after
sorting, and we present two different strategies for aggregating these
n models.

3.3 Prediction-based ensemble modeling

For prediction-based ensemble modeling, we first calculate the
prediction for each ®” model, within the top-n as shown in

Equation 5:
= f(x0,) (©)
and create prediction ensemble as in Equation 6:
1 n
yprediction—ensemble = ; zj/n (6)
i=1

3.4 Model-based ensemble modeling

Here, we first aggregate top-n models together by creating an
ensemble model ©,,,, as given in Equation 7:

e g
2V a0
i

The final prediction of the ensemble model for a new input x is

®avg (7)

as shown in Equation 8:

(®)

Ymodel-ensemble — f(x’ ®avg)
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Overview of GCNN in material property prediction tasks. Initially, the crystal structure is created from information files. Then, the crystal graph is
constructed from the structure. GCN layers and pooling layers are utilized to obtain crystal embeddings, after which fully connected (FC) layers are
employed to predict properties. For a single-task head, a single FC layer is used, while for the prediction of multiple properties, multiple FC layers
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FIGURE 2

Overview of ensemble strategies: (A) prediction averaging ensemble technique and (B) the model averaging ensemble technique.

We present the overall schematic of our proposed ensemble-
based framework in Figure 2. On the left, we illustrate the prediction
ensemble, and on the right panel, the model ensemble framework
is depicted.

4 Experiment

In this section, we discuss the data we have used for experiments,
the implications of choosing the properties we worked with, the
outline of the experimental setup, and the results with their
interpretation, significance, and implications.

4.1 Data

All the models in this study were trained on the dataset from
the Materials Project Jain et al. (2013) (MP). The MP database uses
the first-principles Density Functional Theory (DFT) calculations
to derive the majority of the material properties. It is a multi-
institutional, multinational effort to compute the properties of all
inorganic materials and provide the data and associated analysis
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algorithms to every materials researcher free of charge. One of the
largest and most popular three-dimensional (3D) materials datasets
in the materials science field, the MP collection covers approximately
155,000 materials, including a wide variety of inorganic compounds.
This broad coverage guarantees a representative and varied sampling
of material kinds, extending the generalizability of our results.
Moreover, the MP dataset has been successfully used in numerous
studies to create and evaluate predictive models for a range of
material properties. The trustworthiness of the dataset and the
accomplishments of earlier studies employing MP data highlight
its suitability for verifying our methods. For this study, we worked
with 33,990 stable materials, which refers to the set of materials
that, under standard conditions, have a low energy state and are
hence thermodynamically favorable to exist in their current form.
An indicator of stability is the “energy above hull” metric, which
shows how much energy would be released by each atom in the event
that the material changes into the most stable phase combination.
For several reasons, it is critical for this work to concentrate on
stable materials. Stable materials are more important for real-
world applications because they are thermodynamically favored,
meaning they occur naturally or can be created with less energy.
Focusing on these materials allows the research to directly target
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Class-wise distribution of 33,990 stable materials from the Materials Project Jain et al. (2013) used in our study, illustrating the proportional breakdown
across key material properties: conductivity, direct band gap, metallic, and magnetic. Conductivity is categorized into conductor, semiconductor, and
insulator, while the remaining properties are classified as either true or false.

materials that are useful in energy storage, electronics, and catalysis,
among other real-world applications. To demonstrate the efficacy
of the proposed ensemble framework, we focused on six distinct
properties: Formation energy per atom (AE/, eV/atom), Density (p,
g/cm®), Bandgap (Ep» €V), Equivalent Reaction Energy Per Atom
(E xnatom> €V/atom), Energy Per Atom (E,,,, eV) and Atomic
Density (0, atoms/A®). These six properties are important
because formation energy determines the thermodynamic stability
of a material, bandgap signifies whether a material is an insulator,
conductor, or semiconductor, and density defines the stiffness.

Equivalent Reaction Energy Per Atom (E, provides insight

rxn,atom)
into how much energy is involved in chemical reactions at the
atomic level, which is important for applications such as catalysis
and material synthesis. Energy Per Atom (E_,,,,) measures the total
energy within a material on a per-atom basis, helping to evaluate
its stability and the energy landscape for different configurations.
Atomic Density (p,,,,,) describes the number of atoms per unit
volume, which affects the material’s mechanical and structural
properties, such as how compact or porous the material is.

the distribution of 33,990
stable material structures based on four distinct material

Figure 3 shows class-wise
classes—conductivity, direct band gap, metallic, and magnetic
property. Each bar shows the percentage of the dataset’s elements
that fall into each category within each property. In the first bar
graph, the proportion of the dataset divided in terms of Conductor,
Semiconductor, and Insulator is shown. This distribution shows that
most of the materials in the dataset are conductive, with a significant
portion also exhibiting semiconducting or insulating properties.
In the case of the type of band gap, 16% exhibits direct and 84%
indirect bandgap. The dataset is almost evenly split between metallic
and non-metallic materials. This near-equal distribution indicates
a balanced representation of metallic and non-metallic materials in
the dataset. Furthermore, the relatively low proportion of magnetic
materials highlights the prevalence of non-magnetic materials in
the dataset.

We also analyze the frequency of different elements within the
materials in the dataset. Figure 4 shows the frequency distribution
of 88 unique elements. Each tile represents an element, with color
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indicating frequency, ranging from low (purple) to high (yellow).
This visualization highlights the diversity of elements across the
33,990 material structures in the dataset. As seen in Figure 4,
oxygen (O) is the most frequent element, appearing 64,331 times,
reflecting its prominence in inorganic compounds and oxides,
which are common in materials science. Neon (Ne), with just
one occurrence, is the least frequent element, consistent with the
chemically inert nature of noble gases, making them less prevalent
in solid-state material compositions. The Shannon entropy of the
element distribution in the dataset is 3.81, indicating a moderate
level of diversity. A lower entropy would suggest dominance by
a few elements, while a higher value would indicate a more even
distribution. Although the dataset contains a wide range of elements,
some, like oxygen, are far more common, as reflected in the
entropy value.

4.2 Experimental setup

For exploring the efficacy of our proposed ensemble model,
we primarily consider CGCNN Xie and Grossman (2018) and
its multi-task extension, MT-CGCNN Sanyal etal. (2018), as
base models, and apply our proposed ensembling to construct
the ensemble framework. Furthermore, we vary the number
of convolutional layers within CGCNN and MT-CGCNN to
create two separate versions of the network for each category.
Throughout our experiments and results, we refer to them as
CGCNN; (number of convolutional layers, nc = 3), CGCNN,
(nc = 5), MT-CGCNN;, (nc = 3), and MT-CGCNN, (nc = 5).
For the MT-CGCNN models, our multi-task objective involved
predicting three properties together using three separate heads, and
optimization weights of 1.5 were used for AE , 3 for Eg, and 1.5
for p. Although we present both prediction and model ensemble
frameworks, we found the prediction ensemble to yield the best
results. Therefore, we utilize the prediction ensemble for all our
analyses and comparisons against the Best-val model. However,
it is important to note that we also compare the performance
between prediction and model-based ensembles to establish the

frontiersin.org


https://doi.org/10.3389/fmats.2024.1474609
https://www.frontiersin.org/journals/materials
https://www.frontiersin.org

Rahman et al. 10.3389/fmats.2024.1474609

Element Intensity in Dataset

64331

10000

<]

o

o
Frequency

2000

1000

FIGURE 4
Element frequency distribution in the dataset that we use for experiments. Oxygen (O) is the most common element, while Neon (Ne) appears the

least. The color scale reflects element frequency, with a Shannon entropy of 3.81 indicating moderate diversity.

TABLE 1 Comparison of Best-val and Ensemble for CGCNN; , (20 models) across six different properties.

CGCNN, CGCNN,

Best-val Ensemble Best-val Ensemble

Formation Energy (eV/atom) 0.058 0.054 (6.90% 1) 0.060 0.055 (8.33% 1)
BG (eV) 0.322 0.301 (6.90% 1) 0.293 0.278 (5.12% 1)

Density (g/cm®) 0.134 0.128 (4.47% 1) 0.145 0.146 (0.69% |)

Eq. Reaction Energy (eV/atom) 0.086 0.077 (10.47% 1) 0.085 0.065 (23.53% 1)
Energy Per Atom (eV) 5.38 4.19 (22.12% 1) 3.84 3.77 (1.82% 1)
Atomic Density (atoms/Af\3) 0.680 0.600 (11.76% 1) 1.42 1.00 (29.58% )

TABLE 2 Comparison of Best-val and Ensemble for MT-CGCNN, , (40 models).

MT-CGCNN;, MT-CGCNN,
Best-val Ensemble Best-val Ensemble
Formation Energy (eV/atom) 0.082 0.073 (11%1) 0.081 0.076 (6.17% 1)
BG (eV) 0316 0.307 (2.85% 1) 0.294 0.280 (4.76% 1)
Density (g/cm®) 0.216 0.192 (11.11% 1) 0.205 0.190 (7.32% 1)
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TABLE 3 Comparison of CGCNN,; and CGCNN, models on different material classes for various properties.

Properties Material class CGCNN, ’ CGCNN,
Best-val Ensemble ‘ Best-val Ensemble
Conductor 0.0555 0.0480 0.0579 0.0552
Semiconductor 0.0652 0.0593 0.0649 0.0588
Insulator 0.0534 0.0533 0.0572 0.0524
Formation Energy (eV/atom) Metal 0.0555 0.0550 0.0579 0.0553
Non-metal 0.0605 0.0530 0.0620 0.0547
Magnet 0.0591 0.0523 0.0606 0.0553
Non-magnet 0.0569 0.0557 0.0597 0.0547
Conductor 0.180 0.154 0.129 0.128
Semiconductor 0.282 0.251 0.299 0.279
Insulator 0.504 0.498 0.451 0.427
Bandgap (eV) Metal 0.167 0.142 0.118 0.117
Non-metal 0.475 0.458 0.465 0.436
Magnet 0.358 0.335 0.325 0.307
Non-magnet 0.286 0.267 0.261 0.249
Conductor 0.160 0.152 0.180 0.177
Semiconductor 0.128 0.123 0.134 0.135
Insulator 0.114 0.109 0.121 0.126
Density (gm/cm?) Metal 0.149 0.147 0.155 0.154
Non-metal 0.121 0.109 0.135 0.138
Magnet 0.133 0.130 0.141 0.143
Non-magnet 0.136 0.126 0.149 0.146

TABLE 4 Comparative results to evaluate the performance of prediction
ensemble on noisy test dataset for CGCNN, ,(20-models).

Models

Results Formation Bandgap Density

energy
Best-val 0.121 0.380 0.442
CGCNN,
Ensemble 0.116 (1) 0.356 (1) 0.430 (1)
Best-val 0.128 0.340 0.480
CGCNN,
Ensemble 0.125 (1) 0.331 (1) 0.484 (])

efficacy of the prediction average ensemble over the latter.
Moreover, as mentioned in sub-Section 4.1, MP properties are DFT
calculated and we train, evaluate, and test the models using these
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values. Therefore our primary objective is to design an improved
ensemble of models from deep graph networks that predicts DFT
calculated material properties with better accuracy and speed.
Thereby, all the results of the single best model and our proposed
ensemble model are benchmarked against the DFT calculated
values from the MP database.

Across all models, the length of the atom feature vector was set
to 64, and the hidden feature vector to 128. For all experiments,
MSE was used as the loss function, SGD as the optimizer, and a
fixed learning rate of 0.01 was applied. We utilized an NVIDIA
GeForce GTX TITAN X graphics processing unit (GPU) with
12 GB of memory for all model training and evaluation tasks. The
training, validation, and test data were randomly selected from
33990 data points and were kept consistent across all experiments,
employing a 70-10-20 distribution strategy, and the batch size
was uniformly set at 256. This random selection ensures that our
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Results for prediction ensemble on single-task CGCNN and mulit-task CGCNN.

model is not biased towards any specific subset of data, thereby
enhancing its ability to generalize to unseen data. Our sampling
strategy did not follow any particular distribution, ensuring that
the training, validation, and test sets were representative of the
overall dataset. By not constraining the sampling process to a
specific distribution, we mitigate the risk of overfitting to particular
patterns in the training data, thus improving the model’s robustness.
All models were run for 100 epochs, and up to 50 models were
considered for the ensemble. To determine the best model among
the baseline models, and to select several models for creating the
ensemble, MSE loss on validation data was used. However, for
reporting results, we used MAE on the test dataset to follow standard

practice in the literature.
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We progressively calculated the average prediction from subsets
of the best-performing models, starting with smaller subsets and
increasing the number, to find the ideal number of models to
average for predictions. To maximize prediction performance, we
used two different ensemble settings in our study: a single-tasking
strategy (CGCNN) with an average of predictions from 20 models,
and a multi-tasking approach (MT-CGCNN) with an average of
predictions from 40 models. For the case of the CGCNN setup,
based on empirical study, the best results were obtained by averaging
the predictions from the first 20 models based on MSE, since
this approach balanced model diversity and accuracy. Less than
20 models decreased the benefit of ensemble variety; more than
20 models included models with larger mean square error (MSE),
which may adversely affect the prediction accuracy overall. We
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FIGURE 6
Prediction ensemble CGCNN; across different groups of data distribution for three properties.

increased the ensemble size to 40 models for the multi-tasking
strategy, where models were trained to predict three properties at the
same time. To fully take advantage of the diversity and stability of the
predictions, a more comprehensive ensemble was required, as multi-
tasking models typically capture more complex interactions between
properties. Upon assessing various ensemble sizes, we discovered
that 40 models offered the best balance between computational
economy and performance. Beyond this, more models introduced
diminishing returns and did not enhance accuracy considerably.
We customized each configuration by utilizing these two distinct
ensemble sizes. While the multi-tasking setup benefitted from a
bigger ensemble to reflect the broader complexity involved in
predicting numerous properties simultaneously, the single-tasking
setup did better with a smaller, more concentrated ensemble. In both
situations, we were able to optimize prediction accuracy because of
this flexible approach.
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5 Result

We present our main results in Table I to demonstrate the
benefits of doing ensemble over its non-ensemble counterpart for
six different properties. For other analyses, which we present in
the remaining tables and figures, we used the three most studied
properties in material property prediction literature: formation
energy per atom, bandgap and density. Specifically, in Tables 1, 2 we
present outcomes from the prediction ensemble for a fixed number
of epochs (20 for single-task and 40 for multi-task) as determined by
validation performance. In Table 3 we have shown the improvement
of the performance of ensemble models (20 for CGCNN; and
CGCNN,) over the single best models for various class categories
in the test dataset. Besides, in Table 4, we included the results
that analyze the effect of applying noisy material structures to the
proposed ensemble scheme. In Table 1, we compare the ensemble
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FIGURE 7

Prediction ensemble MT-CGCNN;, across different groups of data distribution for three properties.

framework (prediction ensemble) against CGCNN,; and CGCNN,
across all six properties. We found that, out of twelve different
settings, our proposed ensemble framework achieved better results
in eleven settings. Moreover, in one of the settings where the
standard approach achieved a better result, the gap between our
results and the baseline was the smallest (0.69%) compared to other
margins (4%-23.53%). In Table 2, we observed enhanced results
by our proposed framework in all six different settings, with an
improvement margin of up to 11%. To analyze the effect of the
ensemble approach with a better understanding, we divide our test
set in terms of important material classes available in MP. It is to be
noted that we are already working with a class of materials that are
flagged as stable in the MP database. Therefore, we believe analyzing
the proposed scheme on the basis of different classes might provide
more insight. We demonstrate the performance of the ensemble
approach in comparison to the Best-val model for material classes
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like conductor, semiconductor, insulator, and so on in Table 3. It is
clearly visible in the results that the ensemble approach generates
better results in almost all the cases in Table 3. In Figure 5, we analyze
the effect of the prediction ensemble across a different number of
models. The leftmost point, representing the number of models
used to create an ensemble as one, is the best validation model and
represents the standard practice of validation using a single model.
Compared to that single point, every result to the right represents
our proposed approach of using an ensemble-based framework. As
seen in both single-task (left panel) and multi-task (right panel) and
across all three properties, the effect of ensembling for enhancing
property prediction is quite evident. It should be noted that in some
cases, such as the formation energy per atom for the single-task
model, the behavior of the ensemble framework appears not to be as
effective after a certain number, but we can still see that the ensemble
framework is always better or similar to the best validation model.
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This also underscores the importance of the ensemble framework in
achieving enhanced prediction results.

We also explore the impact of the ensemble-based framework
across different regions of the material property spectrum. This
analysis is crucial for a comprehensive understanding of the
various properties involved in our study. For example, specific
regions of the bandgap determine a material’s suitability as a
conductor, semiconductor, or insulator. Grasping the range of
formation energy per atom is vital, as it reflects the stability and
synthesizability of materials. Materials that are thermodynamically
stable, and therefore more likely to occur in nature or be successfully
synthesized in the laboratory, are distinguished by lower formation
energies. Additionally, pinpointing the extremes within density
ranges aids in assessing the durability of high-density materials or
the practicality of lightweight insulators with low density.

We present the results in Figures 6, 7, where we partitioned the
test data from the 10th to the 90th percentile in both top-bottom (left
panel) and bottom-top (right panel) distributions. This approach
helps to identify performance differences across different regions of
the property spectrum for CGCNN,; and MT-CGCNN, models. It
is observed that the ensemble model, in all instances, aligns with the
trend of the original single best model, exhibiting a reduced MAE
value or improved accuracy across all percentiles of data distribution
in most scenarios. Notably, significant improvement is observed
in certain regions, for example, for the bottom 10% of bandgap
materials in multi-task models.

To check the generality, robustness, and applicability of the
ensemble approach in effectively improving the prediction accuracy
from the baseline, we also perform for the first time in material
property prediction literature, a noise tolerance test for the ensemble
models. In this test, we inject variation in the material structure
by masking random atoms and edges and changing the structure
making it noisy from the perspective of material construction.
Therefore, we purposefully remove 5% random atoms and edges
from each data point of the test dataset and then apply the
prediction ensemble technique to calculate the MAE of the altered
test dataset. It is to be mentioned that, the trained models used
for the ensemble are the same models we used to compute the
MAE for the un-altered test dataset and our goal is to establish
the fact that, the ensemble improves the prediction accuracy even
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if the unseen data points are altered. The noise test results are
depicted in Table 4, where it is evident that although the MAE
values for prediction have aggravated, the ensemble improves
the prediction accuracy for noisy data points for most of the
cases. For CGCNN, setup where the ensemble fails to improve
the result, it should be noted that similar trend is seen for the
particular setup in Table 1.

Finally, although our experiment clearly demonstrated the
benefit of a prediction ensemble over a model ensemble, in Figure 8,
we include an analysis in this paper that compares the performance
between a prediction ensemble and a model ensemble for both
single-task and multi-task frameworks for band gap. As shown in
the figure, although the performances of both ensemble approaches
appear similar in the multi-task settings (right panel), for the
single-task model, we observe that the model ensemble resulted
in the worst performance, even when compared to the single best
validation model.

6 Conclusion

In this paper, we explore the impact of an ensemble framework
on the task of material property prediction. Our proposed
framework is both simple and effective, leveraging the loss landscape
of deep neural network training without requiring computationally
expensive ensemble strategies. We present two types of ensembles:
prediction-based and model-based. The former involves aggregating
predictions across different models to form the ensemble model,
while the latter aggregates the models first, and then generates
a single prediction as the ensemble result. Our analysis shows
that the prediction ensemble consistently outperforms the model
ensemble. As a result, we conducted a comprehensive analysis across
various models (single-task vs. multi-task), architectures (variations
in GCNN depth), and properties, finding that the prediction
ensemble almost always improves the predictive performance
overthe single best validation model. Moreover, to better understand
the effect of the ensemble on material properties, we divided
the test dataset into different broad classes based on electronic
and magnetic characteristics and our analysis reveals that the
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ensemble invariably improves prediction accuracy for those sub-
categories of materials. To test the noise tolerance of the ensemble
approach we injected material defects in the test dataset and
observed that although the prediction accuracy is affected by
noise, the ensemble approach is still performing consistently well
for noisy unseen data points for most of the cases. We also
examined the efficacy of our proposed framework across different
property spectra for test data distribution. Overall, our extensive
analysis demonstrates the robustness of the proposed framework
in generating enhanced predictive results. Future work will focus
on investigating systematic approaches for calculating the number
of models to select candidate models for the ensemble framework,
extending the analysis to include other GNN models, and expanding
our results to 2D datasets.
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