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Pyrolysis of synthetic or natural polymers is an important process in many industries such as fire safety, thermal recycling, and biomass power generation. The kinetics of pyrolysis is usually studied by thermogravimetric analysis (TGA), which is based on measuring the mass loss of a microscale sample and measuring the temperature of the surrounding fluid during controlled heating. The literature is rich in TGA measurements, which are often assumed to be governed solely by chemical kinetics. Heat and mass transfer effects, however, can occur when the sample mass is too large. Only a few studies in the literature quantify the threshold for the initial mass, above which heat transfer effects are significant. Here, we systematically analyse the role of heat transfer in TGA measurements, review existing formulations, and provide a novel threshold for the maximum sample mass. We focus on the natural polymer cellulose, a surrogate for biomass, and split the problem into heat transfer within the sample (intraparticle) and between the sample and the fluid (interparticle). Using dimensional analysis we derive two upper bound thresholds for the initial sample mass as a function of heating. One threshold is calculated based on interparticle heat transfer and depends on flow and heating conditions as well as material and fluid properties. The other is calculated based on intraparticle heat transfer and depends on heating conditions and material properties. Both thresholds were validated with measurements and previous studies from the literature. Comparing both thresholds shows that the maximum sample mass in a TGA is dictated by interparticle heat transfer and rapidly reduces with heating rate from 1.8 mg at 10 K/min to 0.15 mg at 50 K/min. These results enable the selection of appropriate sample masses and heating conditions in TGA measurements, which in turn will lead to a better understanding of polymer pyrolysis.

Keywords: chemistry, transport, kinetics, cellulose, TGA, thermal lag

INTRODUCTION

Pyrolysis of polymers is a crucial process in fire safety, thermal recycling, and power generation. For example, pyrolysis of agriculture waste produces high-quality oils and biochar (Ranzi et al., 2016). In a fire, pyrolysis controls the burning rate of a polymer, and subsequently the fire dynamics in many cases (Rein, 2008). Fundamentally, pyrolysis is controlled by kinetics as well as heat and mass transfer. Kinetics is studied at the microscale with residual mass-temperature histories of mg-samples from a small furnace, called a thermogravimetric analyser (TGA). In these experiments, the residual mass of the sample and temperature of the fluid surrounding the sample over time are measured. Two temperature histories are used in the literature: isothermal (constant temperature) and non-isothermal (constant heating rate). The temperature of the fluid is assumed equal to the surface temperature of the sample (negligible interparticle heat transfer). Further, the temperature gradient within the sample is assumed negligible (negligible intraparticle heat transfer). Similar assumptions are made for mass transfer. In short, the sample in a TGA experiment should be sufficiently small for heat and mass transfer effects to be negligible, so that the degradation of a polymer is purely kinetically controlled. If the sample is insufficiently small—meaning the sample mass is too large—the true sample and the measured fluid temperature will differ, due to either inter- or intraparticle heat transfer. This difference between the two temperatures is called thermal lag, and occurs even with commonly used sample masses (Narayan and Antal, 1996). Thermal lag masks the true chemistry of degradation and, therefore, leads to inaccurate kinetic parameters.

Currently, thermal lag is either assumed negligible (sufficiently small samples) or corrected with numerical and analytical models. For example, Antal (Narayan and Antal, 1996) and Bilbao (Bilbao et al., 1991) both studied interparticle heat transfer with a surface energy balance and a source term calculated by a kinetic model or from an experiment respectively. They and others (Bilbao et al., 1991; Narayan and Antal, 1996; Stenseng et al., 2001; Lin et al., 2009; Lédé and Authier, 2015) found that thermal lag—difference between sample and fluid temperature—is significant even for sample sizes below 10 mg. All of the above studies did not study intraparticle heat transfer. Lyon et al. (2012) developed a threshold between sample mass and heating rate for intraparticle heat transfer, and recommended to study synthetic polymers below 10 K/min with sample masses below 10 mg. They (Lyon et al., 2012) did not study interparticle heat transfer. Burnham and colleagues wrote two brief reviews of heat transfer studies (intra- and interparticle heat transfer) under non-isothermal conditions recently (Burnham et al., 2015; Burnham, 2017). Various other authors (Prins et al., 2006; Hayhurst, 2013; Paulsen et al., 2013) found that the sample size has to be reduced with increasing temperature under isothermal conditions from mm-scale at low temperatures (below 300°C) to μm-scale at high temperatures (above 550°C). These authors considered both inter-and intraparticle heat transfer but did not extend their analysis to non-isothermal conditions.

These models and studies have varying results due to differences in input parameters and formulation. Here, we aim to systematically analyse the role of heat transfer in TGA experiments, quantify the uncertainty of current models, and provide a novel threshold for maximum sample size. We concentrate on heat transfer as it is faster than intra- and interparticle mass transfer, based on the Lewis number (below one) (Chan et al., 1985) and experimental evidence (Lin et al., 2009).

In the first half of the paper, we present the sensitivity studies of the model formulation and input parameters to correct thermal lag. Then, in the second half, we derive thresholds for inter- and intraparticle heat transfer respectively and jointly discuss their agreement with the literature.

SENSITIVITY STUDY

Formulation of Mathematical Model

In this section, we outline the formulation of the only three methods from the literature—Lin (Lin et al., 2009), Antal (Narayan and Antal, 1996), Bilbao (Bilbao et al., 1987)—to estimate and correct thermal lag (difference between surface and fluid temperature). All described equations and system of equations were implement in Matlab R2015a and solved with a stiff numerical solver.

Lin et al. (2009) measured the heat release during their experiments, from which they found a constant C to correct the measured fluid temperature (Tf = T0 + βt) to get the surface temperature (Ts) as in Equation (1).
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Antal (Narayan and Antal, 1996) and Bilbao (Bilbao et al., 1987) used a thermal model instead to get Ts from Tf, after obtaining the experimental data (step 1 in Figure 1). In the Antal method, one chooses a thermal (heat transfer) model and a kinetic model which are coupled through the source term (step 2 in Figure 1). In the Bilbao method, one chooses a thermal model and takes the residual mass and temperature (Tf) histories from the experiment. In other words, the Antal methods calculates the residual mass and fluid temperature (Tf) histories, while the Bilbao methods takes them directly from the experiments. Solving the respective system (step 3), either Bilbao or Antal, one obtains the thermal lag history of the sample. The surface temperature (Ts) of the sample is then found by subtracting the thermal lag from the fluid temperature (Tf) (last step in Figure 1). Notably, in Figure 1 we display the original methodology by Antal, where the residual mass history is calculated based on the surface temperature but presented as function of fluid temperature. Hence, the degradation is shifted to higher fluid temperatures on the graph. In the Bilbao method the results are presented in terms of surface temperature (degradation shifts to lower temperatures after accounting for thermal lag).
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FIGURE 1. Overview of the two methodologies for estimating thermal lag in the literature. Both the method by Antal and Bilbao use an energy balance at the surface of the particle (assume lumped capacitance) as a thermal model, but Antal finds the source term from a kinetic model, while Bilbao finds the source term from a measurement.



The thermal model, in both methods, is an energy balance on the surface of the sample. Assuming the sample as an opaque, small, thermally thin spherical particle with surface area S in a large, open, heated environment yields (Equation 2)
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Where the left-hand side is the heat exchange with the environment. The first term on the right is the enthalpy change of the solid and the second term on the right is the enthalpy change due to the degradation of the solid (Atreya, 1998). Any released gas is assumed to be immediately transported away from the surface (Rein et al., 2006). The conservation of mass is expressed as in Richter and Rein (2017) and shown in simplified version in Equation (3).

[image: image]

Where m is the residual mass, A the pre-exponential factor, E the activation energy, and Ru is the universal gas constant. The reaction order is assumed to be one and the order of oxidation zero (pyrolysis reaction).

Rearranging Equation (2) gives Equation (4), which is in the same form as the conservation of mass.
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Assuming a shrinking spherical particle (Lin et al., 2012), we estimate the instantaneous surface area S and the convective heat transfer coefficient h as in Equations (5)–(7).
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In Equation (7) we assumed that the Nu → 2, which applies to a spherical particle moving with the flow (no relative velocity) (Hayhurst, 2013). It follows that Re → 0. Our estimation puts the Reynolds number (Re = UR/ν) at 2.4, based on flow velocity of 100 ml/min (Lin et al., 2009) in duct with a 12 mm diameter (Kislinger, 2016), a particle radius of R = 0.0013 m (~5 mg), and ν = 1.57 x 10−5 kg/m−s (Lemmon et al., 2016). This estimate supports the above assumption.

Method of Sensitivity Study

Here, we outline the procedure of the sensitivity study of the model formulations and the input parameters. The sensitivity of a thermal model was studied by comparing different formulations of the energy balance, which were coupled with the same kinetic model (Antal method). We compare five models labeled A to E. The first one, model A, is simulating just the mass loss, so that TS = Tf. This case is the mode commonly found in the literature. The second one, model B, is the simulation of the surface temperature with a thermal model as given by Equations (4–7). The third one, model C, is model B with ϵ = 0. The fourth one, model D, is also model B, but with ϵ = 0 and assuming hS = 2.25 x 10−3 J s−2 K (Lin et al., 2009) (just Equation 4). This last assumption represents a sphere of constant volume with diminishing density (Narayan and Antal, 1996). In the last one, model E, we use the kinetic and thermal model by Narayan and Antal (1996) as in Lin et al. (2009), where the kinetic model is expressed in mass conversion instead of residual mass. For all models we simulated the experiment of Lin et al. (2009) at 150 K/min to show the largest possible difference between the assumptions. The parameters for all simulations are given in Table 1.


Table 1. Parameters for the validation and sensitivity study of the models.
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A sensitivity coefficient was used to quantify the uncertainty due to the input parameters. The sensitivity coefficient for the maximum thermal lag is defined in Equation (8) (Wang and Sheen, 2015):
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Where [image: image] is the maximum thermal lag in the base case, [image: image] is the maxium thermal lag for the case with the modified parameter [image: image], [image: image] is the value in the base case for the jth parameter, and sj is the sensitivity coefficient for the jth parameter. The parameters for the base case (model B) are reported in Table 1, and represent a typical experiment in a TGA. Each parameter was varied by ±25% and ±50% from its base value. The sensitivity coefficient reported here is the mean of these four simulations. Model B is used for the sensitivity study of the input parameters.

Selection of Input Parameters

This section describes the input parameters for each simulation in the subsequent sections of the paper. The validation was done with Model B and the parameters from Lin et al. (2009), fluid conductivity of nitrogen from Lemmon et al. (2016), and the initial and boundary conditions from Grønli et al. (1999). The analysis of the Antal and Bilbao method was done with Model E and the kinetic parameters, material properties, and experimental data from Lin et al. (2009). This formulation was chosen for consistency with the literature (Grønli et al., 1999; Lin et al., 2009). The density and the emissivity, not given by Lin et al, were taken from Narayan and Antal (1996) and Curtis and Miller (1988) respectively. The parameters of model B were modified from the validation case for the base case of the sensitivity study in order to vary them conveniently in their physical range. For all models, other than Model E, a char yield is required in the kinetic model. We estimated this missing char yield from the experiments by Lin et al. (2009).

RESULTS

Comparison and Validation of Methods to Estimate Thermal Lag

Here, we validate and compare the three methods (Lin, Antal, Bilbao) to correct and estimate thermal lag in TGA experiments. Grønli et al. (1999) conducted three experiments to show the increase in thermal lag with sample mass using cellulose. To validate the Antal method, we corrected—by subtracting the thermal lag at each time step from the reported temperature (Tf) to obtain the surface temperature (Ts)–these measurements, as shown in Figure 2. All corrected measurements overlap—meaning that we eliminated thermal lag—so that we can judge the Antal method with our set of input parameters as valid for Avicel PH-101 cellulose.
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FIGURE 2. Validation of the Antal method using model B and a kinetic model expressed in mass conversion. The experiments and corresponding kinetic model are taken from Grønli et al. (1999). The material properties and heat of pyrolysis from Narayan and Antal (1996) (same author and cellulose as in the shown experiments). The shadow area represents the random error (2 K) in TGA. The symbols are the measurements by Grønli et al. (1999), and the lines are the corrected measurements using the Antal method.



To evaluate the difference between the Antal and Bilbao method we applied both methods to study the experiments of Lin et al. (2009). As shown in Figure 3, we compare the surface temperature, residual mass, mass loss rate, and thermal lag between the two methods at different heating rates. Figures 3A,D show that Antal's method predicts an earlier and lower thermal lag than Bilbao. Thermal lag is caused by the thermal inertia of the sample and the heat consumption of pyrolysis counteracted by the heat supply via convection and radiation. We had, therefore, expected the maximum thermal lag at the point of maximum heat consumption (peak mass loss rate in Figure 3C). The maximum thermal lag, however, occurs after the peak mass loss rate—roughly between 660 and 720 K—when the mass loss rate decayed. Cellulose has a sharp mass loss rate peak (around 650 K) at which the heat supply is small compared to the heat consumption. The thermal lag increases during this period (around 650 K), and only decreases when the mass loss rate decays (reduction in heat consumption). In other words, when the heat supply starts to becomes important again. Hence, the predicted peak thermal lag is delayed to the decay period of the mass loss rate, and higher for the Bilbao method, which predicts a longer decay (Figures 3B,C). The difference between the methods in magnitude (4 K) and position (20 K) is, however, small.
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FIGURE 3. Comparison of the Antal (kinetic model) and Bilbao (no kinetic model) method using the thermal model E. All material properties, kinetic parameters, initial conditions, and boundary conditions are taken from Lin et al. (2009) for each shown simulation. (A) Comparison between measured (Lin et al., 2009) and corrected surface temperature by the Bilbao and Antal method of a cellulose particle at 15 and 150 K/min in helium. The normalized time is defined as τ = βt/(Tt = ∞−T0). (B) Comparison between measured (Lin et al., 2009) and corrected residual mass–temperature history by the Bilbao and Antal method of a cellulose particle at 150 K/min in helium. (C) Comparison between measured (Lin et al., 2009) and corrected mass loss rate by the Bilbao and Antal method of a cellulose particle at 150 K/min in helium. (D) Comparison between calculated thermal lag by the Bilbao and Antal method of a cellulose particle at 15 K/min and 150 K/min in helium.



Lin et al. (2009) (Equation 1) also found a small difference between the Antal method and their own. Both methods yield the same kinetic parameters within 15% for the pre-exponential factor and 0.5 % for the activation energy. All three methods (Lin, Antal, Bilbao) yield, therefore, the same results. The method of Lin, however, is restricted to cellulose and similar polymers as it uses an empirical constant. Antal and Bilbao methods are instead valid generally by choosing the input parameters accordingly.

Uncertainty Quantification: Parameter Uncertainty vs. Model Uncertainty

In order to rigorously quantify the uncertainties of the predictions, we analyzed both the influence of model formulation and input parameters. Figure 4 presents the sensitivity study of the model formulation of the thermal model. It compares the different forms of the energy balance, model B to E, with the predicted residual mass, model A. Thermal lag (average: 16 K) is significant at this heating rate, but the exact formulation of the energy balance is not. All results (model B–E) adjusted with an energy equation lie closely together (Figure 4) with an average deviation of 2 K. This fact holds for both the residual mass and mass loss rate. For example, take model B and C that differ only by the radiation term. The maximum difference between the two is small (~5 K) compared to the actual thermal lag (~20 K). Hence, convection dominates the heat transfer, and the exact form of the energy equation is unimportant. Consequently, the uncertainty in the model assumptions (model uncertainty) is small.


[image: image]

FIGURE 4. Sensitivity study of the model formulation of the thermal model. The simulations represent a 5 mg cellulose sample in inert atmosphere at 150 K/min. Model E has not been corrected with the final residual mass in this case.



Another source of uncertainty are the input parameters for which the sensitivity study is shown in Figure 5. Parameters which enhance thermal contact between the particle and fluid (kf, ϵ) show a negative correlation with maximum thermal lag, as shown in Figure 5. On the other hand, parameters which reduce thermal contact, increase heat storage or consumption (m0, ρ, c, ΔH) show a positive correlation with thermal lag. The most sensitive parameter, ΔH, is also the least known parameter for cellulose and biomass, varying by two orders of magnitude and the sign (endothermic or exothermic) (Roberts, 1971; Atreya and Baum, 2002; Anca-Couce, 2016). With a sensitivity factor of 0.84, this means that a thermal lag of 1 K could vary by 84 K which is significantly larger than the variation due to the choice of method (~20 K) or formulation (~5 K). It follows that uncertainty due to model formulation (model assumption) is small compared to the uncertainty in the input parameters. Bal and Rein (2013) previously discussed this trade-off between model and parameter uncertainty for polymers at the mesoscale (g-samples). Their discussion suggested that models should be kept simple (model D) until the uncertainty in the input parameters has been reduced. Further, it follows that one should only use the above methods to estimate uncertainties instead of correcting measurements, until the input parameter become more certain.


[image: image]

FIGURE 5. The sensitivity coefficient of the different input parameters of the thermal model. The coefficients were calculated from the maximum thermal lag at 15 K/min of the variation of the base case and have been averaged from four simulations (±25 and ±50%). The base case conditions and parameters are given in Table 1.



DISCUSSION AND DERIVATION OF THRESHOLDS

Intraparticle Heat Transfer

In order to study the intraparticle heat transfer, we derive a threshold of the sample mass below which temperature non-uniformities within the sample are negligible. We quantify the temperature uniformity within the sample by a temperature difference between the surface and center temperature (shown later). A temperature difference is a more convenient choice than a thermal gradient, as it allows us to define temperature uniformity independent of sample size. A negligible temperature gradient follows from a negligible temperature difference, and the two terms are used interchangeably.

We model the microscale sample as a particle. Let us write the heat-diffusion equation for an inert, solid cellulose particle—cellulose's heat of pyrolysis only reduces thermal differences (Appendix)—of outer radius R in perfect thermal contact with the surrounding fluid (h → ∞, Bi → ∞) as in Equation (9):

[image: image]

With the following boundary and initial conditions

[image: image]

The Biot number (Bi = ∞) suggest significant thermal differences for all heating rates for this case. However, the analytical solution (Carslaw and Jaeger, 1959) to Equation (9) is Equation (11)

[image: image]

As the surface of the particle is heated at a constant rate, we define in Equation (12) the temperature difference with respect to the surface temperature

[image: image]

Now we can insert (Equations 10, 11) into (Equation 12) to obtain Equation (13)

[image: image]

Examining Equation (13) reveals two things. Firstly, that the temperature difference is directly proportional to the ratio of heating rate and thermal diffusivity. Secondly, that there are two distinct terms one independent of, the first, and one depend on, the second, time. Hence, the evolution of ΔTI is solely governed by the evolution of the second term. Closer inspection of this term reveals that its temporal behavior is governed by the exponential e−n2π2αt/R2. As this term is negative, it follows from Equation (13) that ΔTI is bounded by the following two extremes (Equations 14, 15)

[image: image]
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Consequently, thermal differences depend on the heating rate, which is not captured by the Biot number. From Equation (15) it follows that the maximum temperature difference occurs as t → ∞ and r → 0 and is given by Equation (16)

[image: image]

Therefore, the temperature difference reaches a steady state where it only depends on the radius, heating rate, and thermal diffusivity. For a 10 mg particle this state is reached within 10 s and for a 2 mg particle within 2 s (Appendix).

For comparison, Lyon (Lyon et al., 2012) and Melling (Melling et al., 1969) found a steady state of [image: image] and [image: image]for a constantly heated slab and cylinder respectively. None of the above showed that the steady state also represents the maximum temperature difference.

Combining Equation (16) with Equation (5) yields the following expression (Equation 17) for thermal lag in terms of the initial sample mass:

[image: image]

Let us define an upper bound or critical mass mc below which thermal differences are small in terms of the maximum allowed temperature difference ([image: image]. We set the acceptable threshold as 1 K which could yield an error up to 5% in the kinetic parameters (Vyazovkin et al., 2011). Rearranging Equation (17) gives the critical mass in Equation (18).

[image: image]

Figure 6 shows the dependence of the threshold on the heating rate. Our analysis is conservative as we have neglected internal heat consumption as well as assumed perfect thermal contact. In reality, h is finite which means that the heating rate experienced by the sample will be lower than recorded. Therefore, masses above the critical value might satisfy the criteria of a temperature difference below 1 K.


[image: image]

FIGURE 6. Shows the evolution of mc against heating rate β for a maximum temperature difference of 1 K for a particle in perfect thermal contact with the surrounding (Bi = ∞). The area below the curve will experience insignificant thermal differences, while the area above the curve is likely to experience significant thermal differences.



Minimize Both Internal and External Heat Transfer Limitation

We can merge the results on inter- and intraparticle heat transfer through dimensional analysis as described in this section. For a sample to be kinetically controlled, the timescales of kinetics (τc), intraparticle heat transfer (τI), and interparticle heat transfer (τE) need to follow the order: τc > τE > τI. The maximum sample size can be estimated using the Biot and Damkohler number, which have to be below 0.1 (Prins et al., 2006; Hayhurst, 2013; Paulsen et al., 2013). Hayhurst (2013) found that the Biot number—ratio of intraparticle to interparticle heat transfer—is independent of the sample size as shown in Equation (19). The expression suggests to use a carrier gas of low kf (Hayhurst, 2013). A lower kf, however, also increases the Damkohler number, Equation (20). One can, therefore, only achieve kinetic-limited conditions if either the sample size is very small (Prins et al., 2006; Hayhurst, 2013; Paulsen et al., 2013) or the correct carrier gas is used. As shown in Figure 7, only a small number of carrier gases would be allowed even at low temperatures (340°C), when using dimensional analysis.
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This analysis applies only to isothermal conditions, while in non-isothermal conditions negligible temperature differences can be achieved even if Bi>0.1 (section Intraparticle Heat Transfer). Figure 8 shows the above analysis applied to non-isothermal experiments. The Biot number was replaced with our analytical threshold (solid blue line), (Equation 18), which shows good agreement with Lyon's threshold (gray dashed line) for intraparticle temperature differences (Lyon et al., 2012). Lyon's threshold is based on a sample of a synthetic polymer modeled as a slab with insignificant heat release, small thermal differences, and one-step kinetics. In comparison, our analysis is based on a particle of a natural polymer valid for all thermal differences and kinetics. Despite these difference, the thresholds agree closely because of the similar heat of reaction (Burnham et al., 2015) and kinetics between the two polymers.


[image: image]

FIGURE 7. Illustrates the limited mechanism of heat transfer. TG stands for thermal differences and TL stands for thermal lag. The definition of the Bi and Da are given in Equations (19, 20). Kinetic parameters are taken from Lin et al. (2009), material properties from Narayan and Antal (1996) and fluid conductivities from Lemmon et al. (2016). The chemical time is taken at 340°C, upper limited of region where volatile production dominates (Bradbury et al., 1979). The length scale of the sample is taken as 560 μm (Paulsen et al., 2013) and the Nusselt number as 2.




[image: image]

FIGURE 8. Summary of derived and literature thresholds for transport limitations together with high-quality experiments. The threshold by Burnham et al. (2015) (mc = 10/β) is for both intra-and interparticle heat transfer. The threshold Da<0.1 (Equation 21) is for interparticle heat transfer with log Ts = 2.5 + 0.047 log β. The threshold by Lyon et al. (2012) ([image: image]) and the threshold of ΔTI < 1 K (Equation 18) are for intraparticle heat transfer. The experiments are by: Gronli et al. (diamonds) (Grønli et al., 1999), Gronli et al. (thermal lag study)(triangle right) (Grønli et al., 1999), Antal et al. (triangle up) (Antal et al., 1998), and Lin et al. (squares) (Lin et al., 2009). All boundaries and experiments, except Lyon, are for cellulose. The graph is inspired by Lyon et al. (2012) and Burnham (2017).



Figure 8 also reveals that interparticle heat transfer limits the maximum sample size, as the threshold of the Damkohler number (green dashed-dotted line) is below the intraparticle heat transfer threshold (blue solid line). To apply the Damkohler number to non-isothermal experiments we took the temperature of the peak mass loss rate as the characteristics temperature, and derived its dependence on the heating rate from experiments (Antal et al., 1998; Grønli et al., 1999).

Our Damkohler threshold (Equation 21) compares well with the threshold of Burnham et al. (2015) (gray dotted line) and Stenseng et al. (2001) (gray region) at the most common heating rates, 1 to 20 K/min. Deviations are only significant at very high or low heating rates. At low heating rates (below 10 K/min), the Damkohler number seems to overestimate the upper bound (critical) sample mass. Stenseng et al., however, proposed that larger sample mass (above 1 mg) can be employed at low heating rates. At high heating rates (above 10 K/min) the Damkohler number seems to underestimate the upper bound (critical) sample mass. Grønli et al. (1999) (triangle right) found thermal differences with sample masses down to 0.11 mg which agrees well with the Damkohler number threshold. Further Lin et al. (2009) (squares) found negligible thermal lag (less than 0.5 K) with roughly 5 mg at 1 K/min but significant thermal lag (5 K) at 15 K/min, which also agrees with the Damkohler number. The results from the round robin study by Grønli et al. (1999) at 5 K/min (diamonds) further support the validity of this threshold. Similar conclusions can be drawn for the intraparticle heat transfer threshold which is supported by Gronli et al. (diamonds) and Antal et al. (triangle up), where the experiment at 9 mg was conducted to show thermal limitations. Hence the thresholds derived here agree with the literature.

The results of Gronli et al. at 40 K/min (diamonds), Antal et al. (triangle up) at 65 K/min, and Lin et al. (squares) at 150 K/min seemingly disagree with our thresholds. However, our boundaries are conservative as we assume the sample to be a particle. Accurate kinetics can be achieved even with higher sample masses through careful experiments.

[image: image]

We identified three main limitations of this study. Firstly, we only studied cellulose, which shows a sharper mass loss rate peak and a higher heat of pyrolysis compared to biomass. Thermal lag is therefore more severe in cellulose and our thresholds are conservative for biomass. This argument is supported by the experimentally obtained thresholds of 5 mg for wood (Anca-Couce et al., 2012) and 1 mg for cellulose (Stenseng et al., 2001). The close agreement between Lyon (synthetic polymer) and our (natural polymer) threshold also suggests that the above analysis holds for synthetic polymers. Further, Burnham (2017) found reasonable agreement when applying Lyons threshold to fossil fuels. Our results should, therefore, be applicable to all polymers with similar material properties, or with the input parameters adjusted accordingly as long as the dominate transport and heat consumption mechanisms are similar (e.g., no melting).

Secondly, we modeled the sample as a particle, which may lead to an incorrect sample length. Comparing measured (Paulsen et al., 2013) and predicted sample sizes, we found reasonable agreement (Figure 9). We overpredict the sample size by 23% which means that our results are conservative. Thirdly, we only focused on inert atmospheres. For natural polymers in reactive atmosphere the only difference is the oxidation of char which releases roughly 50 times the amount of heat per kg-fuel as the pyrolysis consumes (Anca-Couce et al., 2012). The yield of char for natural polymers is below 25%, which would give a heat of release of roughly 12.5 times the heat consumption during pyrolysis. Taking the constant of Lin et al. (0.131 min) (Lin et al., 2009), we get a thermal lag of 2 K in inert atmosphere and a thermal lead of 25 K in reactive atmosphere at 15 K/min. Hence, sample masses have to be significantly smaller in reactive atmosphere. Song et al. (2017) derived a threshold for the maximum sample size in air of roughly 10 mg based on the diffusion of oxygen—mass transfer effects in reactive environment—which is well-above the threshold for heat transfer. Their analysis supports our assumption that heat transfer is slower than mass transfer and, therefore, is the limiting mechanism in TGA.


[image: image]

FIGURE 9. Comparison between predicted and measured length scale of sample in TGA. The measurements are from Paulsen et al. (2013).



The paper uses two definitions for the characteristic length in heat transfer. One, L1, represents the smallest distance along the maximum temperature difference. For conduction in a spherical particle that is L1 = R. The other, L2, represents the average distance for heat conduction (volume divided by surface area). For a spherical particle [image: image]. The paper uses L1 but also L2 with regards to the previous work of Hayhurst (2013). L1 is used in Equations (9–18) as well as Figures 6, 9. L2 is used in Equations (19–21) as well as in Figures 7, 8.

CONCLUSION

In a TGA, samples should be sufficiently small for heat and mass transfer effects to be negligible. The aim of this study was to systematically analyse inter- and intraparticle heat transfer in TGA experiments, and to quantify the uncertainty in current methods to correct potential errors. We studied the first part by derive thresholds above which thermal lag and thermal gradients are significant. Our derived thresholds for intraparticle (Equation 18) and interparticle (Equation 21) heat transfer at the microscale compare well with the analytical and experimental thresholds from the literature up to 100 K/min. Comparing the intraparticle and interparticle threshold, we found that the sample size is always limited by interparticle heat transfer and has to be reduced with increasing heating rate and oxygen concentration. Our thresholds, however, are conservative, and larger sample masses could be used with careful verification.

Comparing three methods and their different formulations for correcting thermal lag in TGA experiments using uncertainty quantification methods, we found that the choice of method and formulation is negligible compared to the choice of input parameters. This fact stems from the large uncertainty in the input parameters compared to the uncertainty in the model formulation. As the input parameters are so uncertain, one should only use these methods to quantify uncertainties instead of correcting measurements of temperature in a TGA. Our results allow this quantification in published experiments, while our thresholds allow the design of appropriated future experiments. Comparison with the literature revealed that these results are valid for all natural polymers and likely for synthetics polymers as well. Hence, these results enable others to design or select appropriate TGA experiments, which will lead to a better understanding of the pyrolysis chemistry of polymers.
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APPENDIX

Reduction of Temperature Difference With an Endothermic Reaction

Cellulose pyrolysis is net endothermic (heat consumption), meaning that the reaction tends to cool the sample (Curtis and Miller, 1988). This effect is particularly strong in high temperature regions, where the reaction rate is also high. This argument is supported by the analysis below.

Let us assume a parabolic temperature profile in the particle

[image: image]

Let us now assume that the heat consumed is proportional to the reacting mass and that the rate constant is proportional to the temperature

[image: image]

[image: image]

[image: image]

[image: image]

We can then write the temperature at each radius as

[image: image]

and the reduction in temperature due to heat consumption at each radius as

[image: image]

Now we obtain the temperature difference, using Equations (27, 28), as

[image: image]

[image: image]

[image: image]

Two things are evident from this analysis. Firstly, the temperature difference now contains two terms: one, the first, for thermal inertia and one, the second, for the chemical reaction. Secondly, the maximum temperature difference occurs when r = 0 and C2 = 0. This highly simplified analysis confirms that heat consumption decreases the temperature difference inside the solid.

Rate of Convergence

Let us denote the steady state term, the first, by θs and the transient term, the second, by θt in Equation (12). We want to know when θt is neglectable with respect to θs. Therefore, we compare the evolution of the transient term divided by the steady state term, as shown below, and illustrated in Figure A1.

[image: image]

The infinite series was solved for the first 5,000 terms and rapidly convergences to zero. Within 10 s it is negligible. The rate of convergence increases with decreasing sample mass as m → 0 which implies R → 0. Then the Fourier number (αt/R2) goes to infinity independent of the value of t, from which follows that θt → 0.


[image: image]

FIGURE A1. Shows the rate of convergence (independent of heating rate) for several mass at r/R = 0.1 due to the singularity at r/R = 0. The material properties are from Narayan and Antal (1996).
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