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The flow in the turbine endwall region consists of the complicated secondary flow structures driven by the lateral pressure gradient, which heavily affects the performance of film cooling. In this work, the film-cooling hole design optimization is performed considering the existence of the lateral pressure gradient in the real flow environment. Results have shown that the optimal film-cooling hole design is heavily influenced by the lateral pressure gradient in the endwall region, especially the compound angle design is clearly different from the flat plate flow environment. The optimization results are further validated with experiments using the pressure-sensitive paint (PSP) technique, and the film cooling performance is shown to be improved by 42.9%. This work demonstrates the importance of considering the real flow environment in the film-cooling hole design and also can provide guidance to the film-cooling hole design in the endwall region.
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1 INTRODUCTION
Film cooling has been widely used to protect the high-temperature components of gas turbines (Bunker, 2005). A low-temperature coolant will be extracted from the compressor and ejected from the holes to form a cooling film on the surface of the turbine blade or the endwall in order to protect the components.
The film cooling performance is heavily influenced by the parameters of film cooling holes. The cylinder hole is among one of the most commonly and easily manufactured cooling holes that have been employed on turbine blades. The geometry of the cylinder holes (the diameter and length) and the hole direction (forward and backward) have been investigated (Leylek and Zerkle, 1994; Burd et al., 1998; Burd and Simon, 1999; Lutum and Johnson, 1999; Baldauf et al., 2002; Park et al., 2015). Compared with that of the cylinder hole, the geometry of the shaped film-cooling hole is much complicated and flexible, and the overall cooling performance is often better than the cylinder hole. Various shaped hole parameters have been studied in terms of film cooling performance, including the hole exit area ratio, hole length–diameter ratio, pitch, compound angle, and laidback angle (Gritsch et al., 1998; Gritsch et al., 2005). It is also indicated that cooling performance can be improved with the shaped hole due to the larger distance between the kidney vortex pair inside the hole (Haven and Kurosaka, 1996). There are also some parameters that are commonly shared regardless of the shape of the cooling hole. For example, the surface roughness (Goldstein et al., 1985) inside the hole also plays a role in cooling performance. In many scenarios, the film cooling holes are configured with large compound angles, mainly to increase the interaction region between the coolant and hot environment. It has been reported that a large compound angle helps improve the adiabatic film cooling performance, especially at high blowing ratios (Schmidt et al., 1996; Haydt and Lynch, 2019). The strong single asymmetric kidney vortex structure is also revealed using particle image velocimetry (PIV) (Aga et al., 2008). However, it should be noticed that most studies on the compound angle are conducted in an ideal flat plate environment, which is different from the real flow environment in turbine.
It is usually difficult to study the film cooling performance considering the real flow environment due to its high complexity. Therefore, most studies only consider a single influencing factor on the cooling performance from the real environment, as shown in Zhou et al. (2018), Chen et al. (2019), and Zhou et al. (2021). Among various turbine structures, the endwall of turbine blades suffers from high thermal load, and the flow environment is extremely complex (as depicted in Wang et al. (1997)), making the analysis of cooling performance more challenging. The endwall secondary flow and lateral pressure gradient have been studied in Friedrichs et al. (1996), and it has been shown that the cooling jets are affected significantly by the secondary flow structures and pressure gradients (Wen et al., 2021; Ding et al., 2022). The film cooling performance is further studied with the rotational endwall environment in Barigozzi et al. (2006) and Suryanarayanan et al. (2010).
Considering the significant influences of the cooling hole and cooling system design, it is important to find an optimal design using the state-of-the-art optimization approaches. Benefiting from the advancement of computational fluid dynamics (CFD), optimization of film cooling has been increasingly explored. Currently, most of the existing studies are based on the adjoint-based gradient method and the surrogate modeling-based method (Song et al., 2016), including the multi-fidelity surrogate model that merges various design principles (Zhang et al., 2019a; Zhang et al., 2019b), the robust optimization considering uncertainties (Lee et al., 2018), the efficient global optimization (Lee et al., 2016), and neural network-based surrogate models (Lee et al., 2012). Leveraging the optimization approaches, the film cooling design can be explored considering multiple optimization objectives, making the final design adaptive to more conditions (Song et al., 2014; Chi et al., 2017). It is also appealing to perform the cooling optimization by taking the real flow environment into consideration.
In this manuscript, we perform the optimization of a single-shaped film-cooling hole considering the influences of the lateral pressure gradient in the real turbine endwall environment. To this end, a curved tunnel is employed as the flow environment, rather than the commonly used flat plate. It should be noticed that there are also other complex fluid physics inside the real endwall environment, and these are left for our future research. The results have indicated that the optimized hole design is heavily influenced by the lateral pressure gradient. This highlights the importance to consider the real flow environment toward the optimized cooling hole design and provides guidance for the film-cooling hole design considering real flow environment.
The manuscript is structured as follows: in Section 2, the geometries of the film-cooling hole and the computation domain are introduced. The optimization framework is mainly discussed in Section 3. In Section 4, we present and analyze the numerical optimization results. The experimental validation results are further shown in Section 5. Conclusion is given in Section 6.
2 RESEARCH OBJECT
In this work, the shaped film-cooling hole design in the endwall region is of main interest. The baseline design of the shaped film-cooling hole is chosen as the seven-to-seven hole (Schroeder and Thole, 2014), as shown in Figure 1A. The hole design parameters are shown in Table 1.
[image: Figure 1]FIGURE 1 | (A) Geometry of seven-to-seven film-cooling hole, and (B) the structure of the flow tunnel including the mainstream and coolant.
TABLE 1 | Geometrical parameters of seven-to-seven film-cooling hole.
[image: Table 1]The extremely complicated flow environment in the endwall region, as shown in Figure 2 (Wang et al., 1997), has significant influences on the film cooling performance on the endwall. One of the typical flow features is the migration of the coolant caused by the lateral pressure gradient between the pressure side and suction side of the turbine blades. Compared with the ideal flat plate flow environment, the lateral pressure gradient and the horseshoe vortices in the endwall region are the major sources for the generation of the secondary flow and change in film cooling performance. However, due to the complexity of the real flow environment in turbine endwall regions, it is usually difficult to study the influences of these flow features on the film cooling performance separately. In order to address this difficulty, a curved tunnel is designed to solely provide the lateral pressure gradient for film cooling, as shown in Figure 1B. A curved tunnel with a constant width is adopted (Li et al., 2018; Wang et al., 2019), which is determined from the real dimension of the experimental facility. Compared with the ideal flat plate, the lateral pressure gradient is one of the most significant characteristics in the curve tunnel environment. By using the simplification of the curved channel, it is feasible to only study the influences of the lateral pressure gradient in the film-cooling hole design, and other complicated flow features can be isolated.
[image: Figure 2]FIGURE 2 | Flow structure in the endwall region (Wang et al., 1997).
3 OPTIMIZATION SETUP AND METHODS
In this section, first, the overall optimization framework is demonstrated. We further focus on the introduction of the surrogate model, that is, the Gaussian process model, and then on the sequential sampling approach aiming to improve the prediction accuracy of the surrogate model.
3.1 Optimization setup
The goal of this work is to find the optimal film-cooling hole design in terms of adiabatic film cooling performance. To this end, the Bayesian optimization framework is employed, where the Gaussian process model is employed as the surrogate model, and the generic algorithm and sequential quadratic programming (SQP) method are employed to find the design parameters with optimal film cooling performance. The overall optimization framework is shown in Figure 3.
[image: Figure 3]FIGURE 3 | Demonstration of the optimization framework.
First, the optimization problem is defined, including the optimization objective, design variables, and the design space. Then, the initial sampling is conducted using the Latin hypercube sampling (LHS) method (Stein, 1987), and an initial surrogate model can be constructed based on these initial samples. In the second step, the initial surrogate model is refined using a sequentially adaptive sampling strategy. In this refining process, an acquisition function, that is, the expected improvement (EI) function, is defined to guide the search of the potential sample positions, with the expectation that the sample with the maximum EI value has the most potential position to find the global optimum. In each update step, the surrogate model is employed to find the sample with the maximum EI value, and then the new obtained sample is combined with the existing samples to construct a new surrogate model. Note that the generic algorithm is employed to find the maximum EI value. The EI-based sampling procedure will terminate when the maximum EI value reaches a threshold, which is set to 10–4. Once the surrogate model is constructed with enough sampling datasets, we proceed to the optimization step using the well-trained surrogate model. The optimization algorithm combines the generic algorithm for the global search and the SQP algorithm for the local search, which can guarantee that the final optimization result is close to the global optimum.
Three design variables are chosen in the optimization problem: compound angle CA, laidback angle βfwd, and lateral angle βlat. With the prior knowledge that larger expanded angles can help improve the film cooling performance in the flat plate flow environment, it is assumed that the film-cooling hole design also shares similar characteristics in the curved channel flow environment. Thus, the design space is constructed with the variables shown in Table 2. The three design variables are assumed to follow the uniform distribution within each interval.
TABLE 2 | Design space during the optimization.
[image: Table 2]The optimization objective is to maximize the spatially averaged adiabatic film cooling effectiveness:
[image: image]
The spatially averaged adiabatic film cooling effectiveness ηs is defined as follows:
[image: image]
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where [image: image] denotes the radial distance; rθ denotes the circumferential distance; and Taw, Tc, and T∞ denote the adiabatic wall temperature, the coolant temperature, and the mainstream temperature, respectively. Note that the parameters related to the length are normalized by the diameter D.
3.2 Surrogate model
The Gaussian process model is employed as the surrogate model in the optimization framework. Let x = [x1, …, xn] denote the inputs (the design parameter samples), y = [y1, …, yn] denote the corresponding outputs (spatially averaged film cooling effectiveness) obtained from numerical simulation, x* denote the new input, and y* denote the output predicted. In the Gaussian process model, the output variables [y, y*] are assumed to follow the multivariate Gaussian distribution:
[image: image]
where K(x, x) is the n × n covariance matrix, K(x, x*) is the n × 1 covariance vector, K(x*, x) is the 1 × n covariance vector, and K(x*, x*) = σ2 is a scalar.
Furthermore, the kernel function is employed to define the covariance matrix:
[image: image]
where d = 3 denotes the dimension of the input x, and [image: image] denotes the hyperparameters. Note that the hyperparameters μ, σ can be obtained by solving a maximum likelihood problem, and [image: image] can be obtained by solving the optimization problem. Interested readers can refer to Williams and Rasmussen (2006) for more technical details.
Following the conditional Gaussian distribution, the output Y* follows the Gaussian distribution with the mean of μ(x*) and variance σ2 (x*):
[image: image]
where
[image: image]
Therefore, the Gaussian process model can provide both the predicted value of y* as the mean value μ(x*) and the prediction uncertainty as the variance σ2 (x*).
3.3 Sequentially adaptive sampling
In order to construct the surrogate model with higher accuracy to find the local optimum, a sequentially adaptive sampling approach is employed to refine the surrogate model. To this end, the EI function is defined to help maintain a balance between the exploration (sampling in the less sampled region) and exploitation (sampling near the local optimum region).
The improvement in the EI function is defined as
[image: image]
where ymin denotes the minimum value of the known output data {y1, …, yn} and Y(x*) denotes the prediction at point x* as a random variable that follows Gaussian distribution: [image: image], as shown in Eq. (7).
In order to demonstrate the definition of improvement, we further use a one-dimensional model for illustration. As shown in Figure 4A, the ground-truth function is selected as
[image: image]
We select seven samples to construct the surrogate model using the Gaussian process model. Based on the definition of improvement, we further define the expected improvement (EI) as follows:
[image: image]
where [image: image] and Φ and ϕ denote the cumulative distribution function (CDF) and probability density function (PDF) of normal distribution, respectively. It can be shown that if the sample is selected close to the local optimum, the value of u can be small but that of Φ(u) and ϕ(u) can be large. On the contrary, if the sample is selected far from the local optimum, the value of u can be large but that of Φ(u) and ϕ(u) can be small.
[image: Figure 4]FIGURE 4 | (A) Definition of improvement I(x) = max [ymin−Y(x), 0]. (B) EI distribution with seven sampling points; the next sampling point x* is selected with the largest EI value.
The EI distribution with the same test function in Eq. (9) is shown in Figure 4B. The sample at the position x* is selected with the largest EI value. It can be seen that the selected position x* is close to the local global minimum, which shows the effectiveness of the EI-based sampling strategy.
4 OPTIMIZATION RESULTS AND ANALYSIS
4.1 Numerical setup
The metrics to evaluate the film cooling performance are selected as the laterally averaged and spatially averaged film cooling effectiveness [image: image] and ηs, respectively. Note that the shape of the mainstream tunnel is curved (see Figure 1B), and the Cartesian system (x, y, z) needs to be transformed to the cylindrical coordinate system (r, θ, y) for the ease of computation. The transformation is conducted as follows:
[image: image]
where R is the radius of the centerline of the curved tunnel. After transformation, the integration area of ηs is shown in Figure 5.
[image: Figure 5]FIGURE 5 | Computational domain after coordinate transformation and the integration area to calculate laterally averaged film cooling effectiveness (see the red rectangle).
The uniform total pressure is set to 102360 Pa as the inlet condition, and the atmospheric pressure is set as the outlet condition, which is 101325 Pa. In this setting, the inlet velocity is approximately 35 m/s. The temperature of the mainstream flow and coolant is set to 300 and 270 K, respectively. The constant blowing ratio is set to 2.0, which is defined in the following equation:
[image: image]
where ρjet and ρ∞ are the densities of the coolant and mainstream flow and ujet and uinfty are the flow velocities of the coolant and mainstream flow, respectively. The turbulence intensity is set to 5% for the inlet mainstream and coolant.
A hex-dominated unstructured mesh is generated, as shown in Figures 6A,B. In order to better capture the details of the coolant and mainstream flow structure, the mesh in the interaction region is refined. We set the dense mesh on the outer/inner wall, endwall surface, hole wall, and the coolant cavity walls to capture the boundary layer flow structure. The height of the first layer is set to 1 × 10–6 m, and the y+ value is under 1 to ensure the better performance of the turbulence model. The top wall of the mainstream cavity is set as a slippery wall, which will help reduce the size of the mesh. After the mesh independence test, finally the mesh contains around 3.2 million elements, as shown in Figure 6C.
[image: Figure 6]FIGURE 6 | Hex-dominated unstructured mesh (A,B) and the grid independence test (C).
In order to select the appropriate turbulence model for the film cooling simulations, three different turbulence models: realizable k−ϵ model (Shih et al., 1995), shear stress transport (SST) model (Menter, 1994), and transitional SST model (Langtry and Menter, 2009), are initially selected and employed to obtain the numerical simulation results, respectively. The numerical simulation results of the laterally averaged film cooling effectiveness are further validated with the experimental results obtained from our previous works (Li et al., 2018; Wang et al., 2019), as shown in Figure 7. It can be seen that the realizable k−ϵ model performs the best compared with the experimental results and thus is selected as the turbulence model for the following numerical simulations.
[image: Figure 7]FIGURE 7 | Numerical simulation results of the laterally averaged film cooling effectiveness curves obtained from three selected turbulence models, together with the experimental results obtained from Li et al. (2018) and Wang et al. (2019).
4.2 Results and analysis
The surrogate model is initially constructed with 18 samples, which are selected by the LHS method, and then the surrogate model is improved using the sequentially adaptive sampling strategy. The total number of samples is finally determined as 29. As shown in Table 3, after the optimization with the sequentially adaptive sampling strategy, the spatially averaged film cooling effectiveness ηs has been greatly improved from 0.2674 to 0.4050.Compared with the baseline design, both the laidback angle and the lateral angel are clearly expanded, and the compound angle is changed slightly with an angle of 7.8° to the inner wall direction.
TABLE 3 | Results for the baseline and optimized holes.
[image: Table 3]In order to validate the effectiveness of the constructed surrogate model, we further constructed another Gaussian process model with the same number (29) of samples, and all the samples are obtained using the LHS method. The same optimization algorithms (generic algorithm and SQP algorithm) were employed to find the optimal design. As shown in Table 3, the optimized spatially averaged film cooling performance using this surrogate model is 0.3871, which is lower than the surrogate model constructed with a sequentially adaptive sampling approach. This indicates that the surrogate model constructed with the adaptively selected samples provides higher prediction accuracy at the global optimum region.
The adiabatic film cooling effectiveness distributions of the baseline and optimized hole are shown in the upper row of Figure 8. It can be seen that due to the influences of the lateral pressure gradient, the coolant is migrated from the outer side to the inner side. Since the exit hole area is larger in the optimized hole design, the coolant is expanded much more widely in the optimized hole than the baseline hole. However, the film cooling effectiveness in the centerline region is reduced for the optimized hole, mainly because of less coolant in this region.
[image: Figure 8]FIGURE 8 | Upper row: Baseline (A) and optimized (B) adiabatic film cooling effectiveness distribution contour. Lower row: Laterally averaged film cooling effectiveness distribution (C) and the spanwise film cooling effectiveness distribution at position x/D = 5 (D).
The laterally averaged film cooling performance is shown in Figure 8C. It shows that the overall adiabatic film cooling performance of the optimized hole is improved over the downstream region, mainly due to the wider distribution of coolant in a spanwise direction. The spanwise film cooling effectiveness distribution at x/D = 5 is shown in Figure 8D. It can be seen that the coolant width of the optimized hole is approximately 6.0 D, which is 39.5% higher than the baseline hole with a width of 4.3 D. It also shows that the film cooling performance of the optimized hole in the middle region is dropped compared with the baseline hole, as the peak value of the film cooling effectiveness of the optimized design is 0.76, which is lower than the baseline design with a peak value of 0.84.
In order to explain the improved film cooling performance of the optimized hole, the flow field structures of the two different hole designs are analyzed in detail. Figure 9A shows the x-direction vorticity distribution at the position x/D = 0. Both the kidney vortices and the induced kidney vortices are visible in this figure.The kidney vortice structure of the baseline hole shows that the kidney vortices are no longer symmetrically distributed, mainly due to the interaction between the endwall cross-flow and the kidney vortices. Since the direction of the cross-flow is from the outer wall to the inner wall (see the vr denoted in Figure 9A), the kidney vortices with a positive rotation direction (red color) is much stronger than the kidney vortices with a negative rotation direction (blue color). Although the kidney vortices are also influenced by the cross-flow at the optimized hole’s flow field, it can be clearly seen that the overall vortice intensity is lower than the baseline hole. This is mainly due to the larger exit distance between the kidney vortice pair. This can be further demonstrated in Figure 9B, which shows the spatial distribution of kidney vortices using the Q criterion. It can be seen that there are two pairs of vortices in the baseline design. One is a pair of strong kidney vortices on two sides, and the other is a pair of weaker kidney vortices rotating in the counter direction. However, the kidney vortice structures are clear for the optimized hole due to the low vorticity. The pair of kidney vortices and the induced counter rotating kidney vortices at the hole exit are quite weak, and they develop only a small distance downstream.
[image: Figure 9]FIGURE 9 | (A) Comparison of x-direction vorticity distribution at the hole exit before and after optimization. (B) Comparison of the vortex structure by Q criteria with Q = 1.7 Å ∼ 106 before and after optimization.
The influences of the vortice structures on coolant jet development are further studied. As shown in Figure 10, the spatial distribution of cooling effectiveness is demonstrated at three different downstream distances, including x/D = 5, 10, and 15, respectively. It can be seen that the cross-flow is stronger near the bottom region.Due to the existence of the cross-flow, the coolant is migrated from the outer wall side to the inner wall side, and the coolant near the bottom region is more migrated than that in the higher region. In the flow field of the baseline hole, the strengthened vortices migrate to the inner side and merge with the strengthened induced vortex, making the coolant more difficult to spread on the endwall surface. As a comparison, in the flow field of the optimized hole, since the distance between the outer and inner strengthened vortices is larger, it is more difficult for the two vertices to merge with each other. More importantly, due to the existence of the compound angle in the optimized hole, the flow direction of the coolant jet is deflected to the inner side, which is more aligned with the cross-flow direction. This effect decreases the migration strength of the coolant, and the coolant is developed in a closer distance with the endwall surface. As a result, both the wider outlet distance and the compound angle of the optimized hole contribute to the better cooling performance than the baseline hole design.
[image: Figure 10]FIGURE 10 | Comparison of spatial coolant distribution at x/D = 5, 10, and 15: (A) baseline hole and (B) optimized hole.
Although the aforementioned analysis indicates that the optimal compound angle is more aligned with the mainstream flow direction in the endwall flow environment, it is still unclear whether the optimal angle can be larger as suggested in the flat plate flow environment (see Schmidt et al., 1996; Haydt and Lynch, 2019, for example). In order to further study the influences of the compound angle on the film cooling performance in the endwall flow environment, we performed more numerical simulations with the compound angles ranging from −30° to 40°, where the negative angle indicates that the hole is more toward the outer side of the wall, while the positive angle indicates that the hole is more toward the inner side of the wall. All other settings remain the same with the previous simulations, and the standard baseline hole is employed. The simulation results are shown in Figure 11. It can be seen that, under the endwall flow environment with the lateral pressure gradient, the optimal compound angle is neither −30° nor 40°. Instead, it is close to the value of −20° and is still approximately aligned with the mainstream flow direction. This further validates the optimization result (see Table 3) and further indicates that the design and optimization of the film-cooling hole should consider the local flow environment characteristics, such as the lateral pressure gradient, in the endwall region.
[image: Figure 11]FIGURE 11 | Distribution of spatially averaged film cooling effectiveness with different compound angles.
5 EXPERIMENT VALIDATION OF THE OPTIMIZED DESIGN
5.1 Experimental setup
In this section, the numerical optimization performance is further validated with experiments. A three-dimensional (3D) printing technology with the precision of 0.05 mm is used to manufacture the curved channel and the test section of the film-cooling hole, as shown in Figure 12A.
[image: Figure 12]FIGURE 12 | Overall experimental configuration consists of (A) test section with PSP, (B) low-speed wind tunnel used to perform the film cooling performance, (C) calibration facility for the PSP experiment, and (D) calibration curves for the PSP measurement.
The low-speed wind tunnel of Tsinghua University is employed in this study, and it is shown in Figure 12B. It is powered by a 95-kW centrifugal blower, and the inlet velocity of mainstream is around 35 m/s.
The pressure-sensitive paint (PSP) technology is employed to get the adiabatic film cooling effectiveness on the endwall. The principle of PSP technology is the heat and mass transfer (Shadid and Eckert, 1991), which means that the local cooling performance is proportional to the local coolant amount. The PSP material has the characteristic that when it is excited by the blue light with a wavelength of 450 nm, the reflected light intensity depends on the local partial pressure of the coolant. Hence, in order to measure the local adiabatic film cooling effectiveness by PSP, we need to calibrate the relationship between the reflected light intensity and the local partial pressure of the coolant. The calibration facility is shown in Figure 12C, together with the calibration curve at two different temperatures shown in Figure 12D. Actually, these two curves are so close that we finally choose the curve with the temperature of 313 K.
The Reynolds number of the mainstream at the test section inlet is around 18,400 at a blowing ratio of 2.0. The turbulence intensity of the mainstream at the inlet of the test section of approximately 5% is also consistent with the numerical setting. A high-precision CCD (charge-coupled device) camera is used in the measurement system to capture the reflected light intensity by the pressure-sensitive paint. N2 is employed as the coolant, which can be seen in the coolant supply system. With previous measurement data, it is found that with the confidence interval of 95%, the uncertainty for PSP measurement is about 15% at lower effectiveness such as 0.05, while the uncertainty is as small as 5% at higher effectiveness such as 0.5. The overall uncertainty level is around 8% for the current measurement. In addition, the uncertainty for the temperature of the mainstream and the flow rate of the coolant gas is about ±0.5 K and ±3%, respectively.
5.2 Experimental analysis
The cooling effectiveness contour result is shown in Figure 13. The film cooling effectiveness distribution of the optimized hole is much wider than that of the baseline hole, and also the cooling performance in the centerline area is not as good as the baseline hole.
[image: Figure 13]FIGURE 13 | Adiabatic film cooling effectiveness contour under blowing ratio of 2.0: (A) baseline hole and (B) optimized hole.
Figure 14 shows the experimental results of the laterally averaged film cooling effectiveness distribution of the baseline and optimized holes. The experimental results of spatially averaged film cooling effectiveness of the baseline hole and optimized hole are 0.149 and 0.213, respectively, and the cooling performance is improved by 42.9% after optimization. It should also be noticed that, compared with the experimental result, the numerical simulation of the laterally averaged film cooling performance (see Figure 8C) is higher for both the baseline hole and optimized hole, which can be mainly caused by the inaccuracy of the turbulence models together with the uncertainties in experimental settings.
[image: Figure 14]FIGURE 14 | Laterally averaged film cooling effectiveness distribution profile with the blowing ratio set to M = 2.0.
From the distribution of laterally averaged film cooling effectiveness, the experiment and simulation results have some deviation in values, but both show the same trend. For the optimized film-cooling hole, the improvement in cooling performance is significant from 0 to 10 times the hole diameter downstream, while the improvement decreased further downstream.
6 CONCLUSION
The shaped film-cooling hole design optimization is performed considering the lateral pressure gradient in the real turbine endwall environment. In particular, a curved tunnel is used to simulate the endwall flow environment and generate the lateral pressure gradient. Numerical optimization is conducted using a Bayesian optimization framework, and the surrogate model is constructed using a sequentially adaptive sampling approach, which helps improve the film cooling prediction accuracy. The optimization result is further validated with the experiments using PSP techniques, and it shows that the adiabatic spatially averaged film cooling performance has been improved by 42.9%. Compared with the baseline hole design, in the optimized hole design, both the lateral and forward expanded angle are enlarged, and the compound angle is changed toward the inner wall direction. It has been shown that with the larger hole exit area, the lateral spread of the coolant is improved and the exit coolant momentum is lower, which contribute to better cooling performance. More importantly, it has been found that the optimal compound angle is slightly changed, and the coolant direction is more aligned with the local mainstream flow direction. It is noticed that such a compound angle design is different from the flat plate environment, and this can be explained by the interaction mechanisms between the lateral pressure gradient and the kidney vortices. Based on the optimization results, it is suggested that designers should carefully consider the influences of the local lateral pressure gradient in the endwall film-cooling hole design process.
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