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Severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2) is a highly infectious
virus with overwhelming demand on healthcare systems, which require advanced
predictive analytics to strategize COVID-19 management in a more effective and efficient
manner. We analyzed clinical data of 2017 COVID-19 cases reported in the Dubai health
authority and developed predictive models to predict the patient’s length of hospital
stay and risk of death. A decision tree (DT) model to predict COVID-19 length of stay
was developed based on patient clinical information. The model showed very good
performance with a coefficient of determination R? of 49.8% and a median absolute
deviation of 2.85 days. Furthermore, another DT-based model was constructed to
predict COVID-19 risk of death. The model showed excellent performance with sensitivity
and specificity of 96.5 and 87.8%, respectively, and overall prediction accuracy of
96%. Further validation using unsupervised learning methods showed similar separation
patterns, and a receiver operator characteristic approach suggested stable and robust
DT model performance. The results show that a high risk of death of 78.2% is
indicated for intubated COVID-19 patients who have not used anticoagulant medications.
Fortunately, intubated patients who are using anticoagulant and dexamethasone
medications with an international normalized ratio of <1.69 have zero risk of death
from COVID-19. In conclusion, we constructed artificial inteligence—based models to
accurately predict the length of hospital stay and risk of death in COVID-19 cases. These
smart models will arm physicians on the front line to enhance management strategies to
save lives.

Keywords: artificial intelligence, COVID-19, length of stay, predictive analytics, risk of death

INTRODUCTION

The current century has witnessed several emerging pandemics, such as severe acute respiratory
syndrome (SARS), Middle East respiratory syndrome (MERS), Ebola, and Zika viruses. Since
December 2019, the world has been impacted by the spread of the coronavirus SARS-CoV2. The
coronavirus disease 2019 is an infectious disease that causes severe acute respiratory illness. In
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March 2020, the World Health Organization (WHO)
characterized the COVID-19 outbreak as a pandemic
due to the alarming levels of spread and severity. The
new virus has strong human-to-human transmission and
can cause severe pneumonia to death. The fast spread
of COVID-19 posed a significant challenge to healthcare
systems and specifically to hospitals due to the surge in
caseload per hospital (1). The challenges were through
different stages, including testing patients who were
potentially infected, treating patients who are infected,
and preparing to treat future patients. Therefore, there is
a vital need to precisely predict and triage cases and rank
those with high probability to progress to a higher level of
illness severity.

Infection control can reduce disease incidences and attributed
morbidity and mortality, such as cardiovascular and respiratory
complications (2). Vaccine and drug development is a lengthy
process that requires many clinical trials before being proven
safe and effective; therefore, early detection and prevention
is the best approach to control pandemics by blocking
transmission. Among the current analytical tools that can
support infection control is artificial intelligence (AI) (3). Al
has been widely recognized as one of the most powerful and
promising analytical tools for humankind, utilizing big data
input to identify complex patterns based on data structure
after filtration and integration. Most health-related challenges
require the support of bioinformaticians and statisticians to
resolve big data complexities and provide optimized healthcare
decisions. For example, a research team from the Mayo
Clinic optimized clinical ICU settings using an Al-based
application called ambient warning and response evaluation,
which resulted in timely and accurate decision making while
reducing the length of stay (LOS) by 37% (4). Another
research group from University College London developed
a machine learning model that predicts risk of death in
coronary artery disease patients more accurately than clinical
experts (5).

A recent Al-based report demonstrates an initial phase
model to predict which COVID-19 patients will develop
severe respiratory disease, and although the study was
limited to the size of the data set, it successfully showed
70-80% successful prediction (6). Other studies apply AI
to determine the important indices regarding COVID-19
diagnosis and tracking systems to improve clinical outcomes
(7, 8).

In this study, we aim to use multivariate analysis and
a decision tree (DT) algorithm to build a predictive
model that accurately predicts COVID-19  subjects
LOS and risk of death based on demographic and
clinical attributes at hospital admission in the United
Arab Emirates.

Abbreviations: BMI, Body mass index; COVID-19, Coronavirus disease 2019;
DT, Decision tree; LOS, length of stay; MEWS, Modified Early Warning Score;
SARS-CoV-2, Severe acute respiratory syndrome coronavirus 2; WHO, World
Health Organization.

METHODS

Ethical Consideration

The study protocol was reviewed and approved by Dubai
Scientific Research Ethical Committee (DSREC), Dubai Health
Authority (DHA); the ethical approval number of the study
is DSREC-04/2020_11.

Study Population

In this retrospective study, we analyzed clinical records of 2017
confirmed COVID-19 patients admitted for treatment at Rashid
Hospital, DHA in Dubai between January 1, 2020, and July 20,
2020. SARS-CoV-2 infection was confirmed by real-time reverse-
transcription polymerase-chain-reaction (RT-PCR) assay from
nasal and pharyngeal swab specimens according to their ICD10
disease code for all patients enrolled in this study. Patient records
were fully anonymized prior to access to attain patient’s privacy.

Sample Size

The main objective of this study is to report the proportion of
patients with certain disease characteristics and to compare those
proportions among COVID-19 disease severity levels. Assuming
a total number of COVID-19 confirmed cases at the time of study
of 58,249 cases in the UAE, a 5% margin of error, and a 95%
confidence level, a sample of a minimum size of 382 patients
is needed.

Data Description and Pre-processing

Patients’ records, including clinical and non-clinical data were
extracted and used in this study. Non-clinical data included age,
gender, nationality, body mass index, and travel history. Clinical
patient data included three data categories: diagnosis-related
data, medication-related data, and laboratory-related data.
Diagnosis-related attributes included are principal diagnosis,
admission unit, level of care at admission, and medical history
and comorbidities. All medications administered throughout
the patient stay at the hospital were extracted from the
hospital database and then were categorized according to their
main functionality. Laboratory data included the results of
all blood tests performed at patient admission. The latest
available laboratory tests included are white blood cells (WBCs),
blood hemoglobin, platelet count (PLT), lymphocyte count,
sodium (Na+), potassium (K+), urea, creatinine, alkaline
phosphatase (ALP), aspartate transaminase (AST), alanine
aminotransferase (ALT), bilirubin, international normalized
ratio (INR), lactate dehydrogenase (LDH), glucose-6-phosphate
dehydrogenase (G6PD), procalcitonin (PCT), C-reactive protein
(CRP), ferritin, hemoglobin Alc (HbAlc), dimer, peptides B-type
natriuretic peptide (BNP), atrial natriuretic peptide (ANP) (Pro-
PNP), creatine kinase-MB (CK-MB), and vitamin D. To assess
patient health status and identify the required level of care, the
hospital follows the modified early warning score (MEWS) health
assessment system 10. The MEWS system uses physiological
parameters, such as blood pressure; heart rate; respiratory
rate; temperature; and alert, verbal, pain, unresponsive (AVPU)
neurological score to assign a score for each patient. The higher
the score, the more severe is the patient’s health status and
the more the required patient care. Based on MEWS scores,

Frontiers in Medicine | www.frontiersin.org

May 2021 | Volume 8 | Article 592336


https://www.frontiersin.org/journals/medicine
https://www.frontiersin.org
https://www.frontiersin.org/journals/medicine#articles

Mahboub et al.

Prediction of COVID-19 Using Artificial Intelligence

patients were categorized into three levels according to their
COVID-19 disease severity. Patients with a MEWS score of
<2 were considered at the mild disease severity level. Patients
with a MEWS score in the range 3-5 were considered at the
moderate severity level, and patients with a MEWS score of
six or more were considered at the severe level. MEWS score
changes on a daily basis depending on the patient’s clinical status,
and the highest achieved score throughout the patient stay at
the hospital was used for the severity assessment. Descriptive
statistics, including means, frequencies, and proportions, are
summarized for the collected data. Summaries are stratified by
the disease severity level. Chi-squared and Fisher exact-tests
were used whenever appropriate to examine differences among
categorical predictors. A significance level of p < 0.05 is used
throughout the study.

Predictive Modeling

To help healthcare facilities in resource planning, we provide
two Al-based prediction models to better assess healthcare
demand. Patients hospital LOS is predicted in the first
model, and the patients risk of death as a severe disease
consequence is predicted by the second model. We constructed
two prediction models instead of single model with two
outcomes due to the heterogeneous input attributes required
for each model and to provide better model application
flexibility so that hospitals can adopt the model of interest.
Available clinical and non-clinical patient information from
2017 patients at initial evaluation were used as inputs for
both models. Models were trained on 75% of patients
records, and the remaining 25% were used for performance
evaluation of the models. At the training phase, model
performance was tuned and validated through a tenfold
cross-validation technique (9). The conditional recursive
partitioning tree algorithm known as ctree was used for model
building (10). The algorithm allows for missing patient data
through the use of surrogate attributes. For predicting LOS,
patients with missing LOS values because they were still
hospitalized were dropped out. Unsupervised hierarchical
clustering was carried out using a Euclidean distance measure
and Ward linkage. All data analysis and model building
tasks were done using R (version 3.6) statistical computing
software (11).

RESULTS
COVID-19 Patient Characteristics

In this study, a retrospective analysis of medical records for
2017 COVID-19-positive patients who were evaluated between
January 1, 2020, and July 20, 2020, at Rashid Hospital
was conducted, and 1,770 (87.8%) of those patients were
males and 247 (12.2%) were females. The percentage of
patients reporting traveling outside the UAE was <5%. The
overall mean age was 43.9 years with a standard deviation
of 12.4 years. The majority of the patients were Asians
(81.0%) and from the MENA region (13.9%). According to
the patients BMI, about 64.1% of them were overweight or
obese. Furthermore, 93.64% of the patients had a positive

rhesus (Rh) reagent blood group. A summary of patient
characteristics based on their disease severity is shown in
Table 1. The summary in Tablel shows a clear positive
relationship between age and disease severity. Higher values
of patient age are associated with more serious disease cases.
Similarly, higher levels of BMI are associated with higher
disease severity.

Analysis of COVID-19-Related Sign- and
Symptom-Based Diagnosis at Initial

Evaluation

The list of health problems as diagnosed by the physicians
at admission was categorized according to the following:
respiratory, endocrinology, CVS, renal, CNS, and GIT,
among others. The percentages of the presence of those
health problems among admitted patients are summarized
in Supplementary Figure 1, according to COVID-19 disease
severity. Results in Supplementary Figure 1A indicate that
about 12.3% of the admitted patients had CVS health problems
and 4.6% of them had GIT health problems. Reported p-values
indicate a significantly different distribution of presence in renal
and CNS health problems across the levels of disease severity.

As COVID-19 is a respiratory system-related health
problem, almost all patients across all levels of disease severity
had their main diagnoses as a respiratory-related problem
(Supplementary Figure 1A). Two main respiratory-related
problems were of at most importance for the physicians
to identify the disease severity, namely pneumonia and
upper respiratory tract Infection (URTI). About 52.8 and
10.2% of patients had pneumonia and URTI, respectively
(Supplementary Figure 1B).  Reported p-values indicate
significantly different presence levels of these two problems
across disease severity levels. Pneumonia had the highest
presence at the moderate (66.6%) and severe (62.6%) COVID-19
severity levels, and URTT had the highest presence at the mild
(13.4%) severity level.

Laboratory Tests Result of COVID-19

Patients at Initial Evaluation

Percentages of patients with abnormal lab test results are shown
in Figurel stratified by disease severity level. Percentages
shown in Figurel indicate that abnormal test results are
highly probable among patients with severe SARS-CoV2
infection levels. Overall, the top three abnormal lab test
results were HBA1C (77.4%), CRP (71.3%), and Pro.PNP
(68.8%). Patients had the lowest abnormal results in PCT
and potassium (K+), but they were more common among
severe-level patients (26.7 and 21.2%, respectively). To better
understand the relationship between lab test results and disease
severity, an unsupervised clustering of patients heat map was
constructed and is shown in Supplementary Figure 2 using
Euclidean distance measure and Ward linkage. The heat map
in Supplementary Figure 2 indicates different distributions of
Na+, lymphocyte count, INR, dimer, and CRP among the
disease severity levels. Vitamin D, Pro.PNP, PCT, and AST results
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TABLE 1 | Summary of COVID-19 patients’ characteristics by required level of care at admission.

Mild Moderate Severe Overall

(N = 849) (N = 628) (N = 540) (N =2,017)
Age
Mean (SD) 42.2 (12.5) 435 (11.7) 471 (12.3) 43.9 (12.4)
Gender
Female 145 (17.1%) 44 (7.01%) 58 (10.7%) 247 (12.2%)
Male 704 (82.9%) 584 (93.0%) 482 (89.3%) 1,770 (87.8%)
Nationality
African 28 (3.31%) 13 (2.07%) 17 (3.18%) 58 (2.89%)
Asian 634 (74.9%) 546 (86.9%) 447 (83.6%) 1,627 (81.0%)
MENA 153 (18.1%) 64 (10.2%) 62 (11.6%) 279 (13.9%)
Western 31 (3.66%) 5 (0.796%) 9 (1.68%) 45 (2.24%)
Missing 3(0.4%) 0 (0%) 5 (0.9%) 8 (0.4%)
Blood group
A Negative 7 (1.96%) 3(0.789%) 4 (1.48%) 14 (1.39%)
A Positive 97 (27.2%) 88 (23.2%) 61 (22.5%) 246 (24.4%)
AB Negative 1(0.280%) 3(0.789%) 2 (0.738%) 6 (0.595%)
AB Positive 16 (4.48%) 32 (8.42%) 22 (8.12%) 70 (6.94%)
B Negative 1(3.08%) 4 (1.05%) 6 (2.21%) 21 (2.08%)
B Positive 88 (24.6%) 104 (27.4%) 85 (31.4%) 277 (27.5%)
O Negative 2 (3.36%) 6 (1.58%) 5(1.85%) 23 (2.28%)
O Positive 125 (35.0%) 140 (36.8%) 86 (31.7%) 351 (34.8%)
Missing 492 (58.0%) 248 (39.5%) 269 (49.8%) 1,009 (50.0%)
BMI
Underweight 20 (2.39%) 8 (1.29%) 7 (1.31%) 35 (1.75%)
Normal 312 (37.2%) 207 (33.3%) 163 (30.4%) 682 (34.2%)
Overweight 341 (40.7%) 275 (44.2%) 236 (44.0%) 852 (42.7%)
Obese 165 (19.7%) 132 (21.2%) 130 (24.3%) 427 (21.4%)
Missing 1(1.3%) 6 (1.0%) 4(0.7%) 21 (1.0%)

were similar across all levels of severity, confirming the AI
models’ validity.

Evaluation of Prescribed COVID-19

Medications
Medications prescribed to all admitted patients during
their treatment management course were categorized

according to their basic functionality to the categories
shown in Supplementary Figure3. The summary in
Supplementary Figure 3 indicates the top three medications are
painkillers (73.5%), antiviral (51.7%), and antimicrobial (46.7%).
Generally, patients at the mild severity level had the lowest
prescribed drug percentages among almost all medication types.

According to the hospitals COVID-19 treatment protocol,
approved COVID-19 medications and the percentages of patients
prescribed those medications are shown in Figure 2.

The results in Figure 2 show that azithromycin (55.7%) was
the highest prescribed drug followed by Osteocare (38.6%),
vitamin C (34.0%), chloroquine (31.3%), and lopinavir/ritonavir
(Kaletra) (30.7%). Last, dexamethasone was the lowest prescribed
drug with about 6% overall use.

Predicting COVID-19 Patients’ Hospital
LOS at Initial Evaluation

From a management point of view, it is of great importance
to know in advance how long each patient will stay in the
hospital, known as the hospital LOS, to better allocate resources.
A DT prediction model was constructed to predict the patient’s
LOS given the demographic and clinical attributes at initial
evaluation. The obtained DT model is shown in Figure3
for predicting LOS measured in days of stay at the hospital.
Patients’ data were divided into 75% for training and 25%
for testing. The model was built and validated through the
training part of the data, and the testing part was used to
assess the constructed model performance. Available patient
information, including demographics, list of health problems,
diagnosis, medications administered, and lab test results, were
used as model inputs. The model shows very good performance
with a coefficient of determination R* of 49.8%, a mean absolute
deviation (MAD) of 3.9 days, and median absolute deviation
of 2.85 days. Based on the obtained DT model, diagnosis at
admission; use of ventilator intubation; medications: painkillers,
azithromycin, antiviral, anti-inflammatory, and vitamin C; and
lab tests: urea, PLT, dimer, K+, and hemoglobin were the
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FIGURE 1 | Percentage of patients with abnormal laboratory test results. Percentage of patients with abnormal blood test results was calculated as the proportion of
patients with blood test results outside the normal range at each disease severity level. Numbers in parentheses are the Chi-squared p-values for testing for significant
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FIGURE 2 | Percentage of patients prescribed COVID-19 treatment drugs. Percentage of patients prescribed COVID-19 medications shown in the y-axis of the figure.
Proportions were calculated as the proportion of patients prescribed the medication of all patients at that severity level. Numbers in parentheses are the Chi-squared

p-values for testing for significant differences among severity levels.

significant attributes for predicting LOS. For example, COVID-
19 patients with urea levels more than 51 mg/dL and not
on ventilation stay for 7.72 days on average in the hospital
if they do not use painkillers although their stay could be as
long as 14.35 days if they use painkillers. Similarly, patients
with urea levels of more than 51 mg/dL, intubated, and their

hemoglobin levels more than 9.9 g/dL stay for 12.4 days,
on average, in the hospital if they do not use vitamin C
although their stay is about 25.44 days on average if they use
vitamin C. However, patients with urea levels <51 mg/dL, PLT
level <297 thousand platelets/pnL, dimer level <1.03 ug/ml
FEU, have no comorbidities, and have not used antiviral or
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FIGURE 3 | Decision Tree model for predicting COVID-19 patients’ hospital length of stay. A secision tree prediction model was constructed to predict patient’s
hospital length of stay given demographic and clinical attributes at initial evaluation. Shaded nodes are the parent/split nodes, and the non-shaded nodes are the leaf
nodes of the DT model. The conditional recursive partitioning tree algorithm (ctree) was used for model building.

anti-inflammatory medications stay in the hospital for 2.77 days
on average.

DT models are known for their simple-to-interpret and
easy-to-apply structure, which makes them the most common
prediction tool in the medical field. Unfortunately, they are
sensitive to outliers in the data, and therefore, it is important
to test their robustness. To do so, variable importance estimated
through the random forest ensembling method was estimated
and is shown in Supplementary Figure 4 (12).

Results in Supplementary Figure 4 indicate that, by far, the
most important variable in predicting patients’ LOS is the use of
ventilators, followed by hemoglobin and anti-inflammatory drug
usage. Variables at the lower part of Supplementary Figure 4
indicate similar importance, and hence, their contribution to
model performance is similar. The provided DT model in
Figure 3 has picked up the top three most important variables
for predicting LOS. Other variables in the model are chosen
by the algorithm to improve the prediction accuracy, and all
were of the top 30 important variables as shown in Figure 3.
Furthermore, the same DT algorithm was used to train a DT
model assuming the availability of different subsets of the original
data. Comparisons of obtained models show that the selected
attributes and their cut points were very similar across all model
variations, indicating a robust DT model.

Predicting COVID-19 Patient Risk of Death

Death is the most severe consequence of SARS-CoV2 infection.
According to the WHO, there are more than 14 million reported
cases worldwide with more than 600,000 deaths. Therefore, it

is of most importance to identify patients at a high risk of
progression to severe disease and death. The identification of
factors that contribute to the risk of death can help physicians
to make appropriate decisions to reduce disease severity leading
to death. A DT-based model was constructed to predict the risk
of death based on patients’ clinical and non-clinical information
available at initial evaluation. The constructed model shown in
Figure 4 was trained and validated on 75% of all patients’ records,
and its performance was evaluated on the remaining 25% of
patients’ records.

Performance evaluation results show an overall prediction
accuracy of 96% with model sensitivity and specificity of
96.5 and 87.8%, respectively. Significant predictors of risk
of death were intubation; BMIL presence of renal health
problems; medications: anti-coagulant, dexamethasone; and lab
test results: INR, LDH, and K+. A high risk of death of 78%
is indicated in Figure 4 for intubated patients who have not
used anti-coagulant medications. Intubated patients who are
using anticoagulants and dexamethasone, and their INR is <1.69
have zero risk of death. Patients who are not intubated, have
no kidney-related problems, and their INR is <1.56 have a
very low risk of death of 0.4%. However, intubated patients
who are using anticoagulants but not dexamethasone have a
risk of death of 53% if their potassium level is more than
4.9 mmol/L.

Variable importance for predicting risk of death was
estimated through a random forest technique and is shown
in Supplementary Figure 5. The top three most important
variables were the use of a ventilator, anticoagulant drugs,
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FIGURE 4 | Decision tree model for predicting COVID-19 risk of death. A decision tree prediction model was constructed to predict patient’s risk of death given
demographic and clinical attributes at initial evaluation. Shaded nodes are the parent/split nodes, and the non-shaded nodes are the leaf nodes of the DT model. The
conditional recursive partitioning tree algorithm (ctree) was used for model building. The parameter p shown at the leaf nodes is the risk of death for patients satisfying

and bronchodilator drugs, respectively. The variables use of
a ventilator and anticoagulant drugs were identified by our
provided DT model in Figure4 as important variables in
predicting risk of death. The use of bronchodilator drugs was
not used in the model probably due to its high correlation
with other surrogate variables. Model performance for the
different subsets used in the tenfold cross-validation model
performance evaluation step is shown through the receiver
operator characteristic (ROC) curves in Figure 5. Curves shown
in Figure5 are very similar to the overall average ROC
curve across all folds indicating a stable and robust DT
model performance.

DISCUSSION

The COVID-19 crisis is a healthcare priority with significant
sociological and economic impact globally. Almost all nations,
many private and public organizations, and individuals are
exploring different angles to handle the COVID-19 outbreak
as it continues. Data analytics is one of the approaches that is
widely used in such exploration. Early diagnostic and predictive
modeling can enhance the therapeutic options available, leading
to improvements in the overall clinical outcomes, and enable
the allocation of limited resources to tackle COVID-19 more
effectively. Epidemiologically, more than 14 million confirmed
COVID-19 cases and more than 600,000 deaths are reported
worldwide. Thus, minimizing the risk of death and providing an
analytical tool to accurately predict the risk of death is crucial.
In this study, we used multivariate analysis to identify the key
variables and then used those to build prediction modeling using
the DT algorithm to analyze and develop predictive models

based on COVID-19 patient data. Analysis of medical records
of 2017 COVID-19 positive patients who were mostly middle-
aged overweight or obese men of Asian ethnicity showed that
obesity-derived inflammation among middle-aged men results
in an immunological disadvantage against SARS-CoV2 infection.
Indeed, the analysis suggests that advancing age and higher BMI
levels showed a positive association with disease severity, which
is consistent with previous publications (13-15). Surprisingly,
about 94% of the COVID-19 patients in our study had a positive
Rhesus factor (Rh) blood group, whereas a previous study
reported a lower level of Rh-positive blood type among COVID-
19 positive patients, ~40% (16). Perhaps Rh-positive blood type
may implicate a unique genetic susceptibility to acquiring SARS-
CoV2 infection, such a mechanism is yet to be elucidated.

The two DT-based predictive models were constructed to
provide rapid clinical decision-making support. Both models
were built and trained using all of the existing data of COVID-
19 patients to predict with high, 96%, accuracy the LOS and risk
of death. Hospital LOS effective management while under the
COVID-19 pandemic will save lives and is currently regarded as
a key resource indicator in many COVID-19 hard-hit countries
(17). We constructed and trained a DT-LOS prediction based on
significant attributes that were generated autonomously based
on DT algorithms and resulted in diagnosis at admission; use
of ventilator intubation; medications: painkillers, azithromycin,
antiviral, anti-inflammatory, and vitamin C; and lab tests: urea,
PLT, dimer, potassium, and hemoglobin level were used as
model inputs. This model shows very good performance with a
coefficient of determination R? of 49.8% and a MAD of 3.9 days.
Based on the obtained DT model, urea levels above or below 51
mg/dL seem to be an important indicator for LOS. A recent study
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FIGURE 5 | Risk of death ROC curves for the tenfold cross-validation subsets.
ROC curves for the tenfold training data used at the model-building step. Blue
lines represent the ROC curves at each cross-validation fold, and the red bold
line represent the average across all cross-validation folds.

revealed that acute kidney injury among patients with COVID-
19 is a key indicator for in-hospital death, including elevated
urea levels (18). Here, we show a dramatic reduction in LOS
from 14.35 to 2.77 days based on the urea level in correlation
with other attributes based on the DT-LOS model. For example,
COVID-19 patients with urea levels more than 51 mg/dL and
are not on ventilation but use painkillers, they stay for 14.35
days on average in hospital, whereas patients with urea levels
<51 mg/dL, PLT level <297,000 platelets/L, dimer level <1.03
mcg/mL, have no comorbidities and have not used antiviral
or anti-inflammatory medications stay in the hospital for 2.77
days on average. Other important attributes were platelet count
and dimer level; mounting evidence suggests that COVID-19
patients develop coagulation problems based on disease severity
leading to disseminated intravascular coagulation and strokes.
For example, a research group in Germany noted an elevated level
of Dimer and mild thrombocytopenia in COVID-19 autopsy
(19). Other studies also suggest a 20-30% increase in stroke
among seriously ill COVID-19 patients (20, 21). Interestingly,
we determined a significant association between platelet and
dimer levels and disease severity as shown in Figure 1 and
deemed key attributes in the DT-LOS model. Further, we revealed
that ventilation use in COVID-19 patients may influence LOS
ranging from 7.7 days with no ventilation use to 45.4 days
if ventilation is used among other attributes in the DT-LOS
model. A study reported a significant improvement in respiratory
function after 6 weeks of respiratory rehabilitation in elderly
patients with COVID-19 (22). Therefore, we recommend pursed-
lip and diaphragmatic breathing exercises, especially for people
who are at higher risk for severe COVID-19 illness (23, 24).
Finally, we extrapolated a DT-based model to predict
the risk of death in COVID-19 patients, which can also
be considered as an indirect measure of disease severity.
Astoundingly, the model shows excellent performance with
an overall prediction accuracy of 96%. Model sensitivity and
specificity were 96.5 and 87.8%, respectively. Remarkably, we
showed 78.2% risk of death for intubated patients who have
not used anticoagulant medications as shown in Figure 4.

Fortunately, intubated patients who are using anticoagulants
and dexamethasone and their INR is <1.69 have zero risk
of death. Recently, an ongoing clinical trial suggested a
breakthrough in COVID-19 management using dexamethasone.
A preprint article from the University of Oxford concludes that
dexamethasone reduces mortality among COVID-19 patients
who are receiving ventilation or oxygen without ventilation.
Interestingly, the risk of death DT model shows an intriguing
role for dexamethasone in saving lives, ranging from zero
risk of death if used to 0.429 risk of death if not used
among other attributes as mentioned above. Dexamethasone
inhibits IL-1 and TNF activity in the lung fibroblasts and, thus,
reduces lung fibrosis, a common COVID-19 complication (25).
However, the exact mechanism of dexamethasone action in
SARS-CoV-2 infection is yet to be elucidated. The DT model
was further validated by unsupervised learning methods showing
similar separation patterns, and the ROC approach suggests
a stable and robust DT model performance. Despite these
meticulous validation techniques, we acknowledge the need for
further validation of the algorithm on patients from different
geographical and ethnic backgrounds as a potential limitation of
this study.

In conclusion, we reviewed 2017 COVID-19 infected
patients’ medical records and analyzed relevant demographic-,
laboratory-, and management-related modalities to combat
SARS-CoV-2 infection. We successfully identified patterns
of data fluctuation based on the level of care provided that
reflects COVID-19 severity. Then we identified, trained,
and tested LOS and risk of death DT-based models with
high accuracy. The wild spread of SARS-CoV-2 infection
imposes a logistical problem and major challenge to
healthcare systems. Therefore, it is hoped that our DT-
based models will act as a clinical expert system to address
this urgent need and facilitate more effective COVID-19
management strategies that can save the lives of COVID-19
infected patients.
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