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Purpose: This study aims to investigate the opportunities and challenges of adopting ChatGPT in medical research.

Methods: A qualitative approach with focus groups is adopted in this study. A total of 62 participants including academic researchers from different streams in medicine and eHealth, participated in this study.

Results: A total of five themes with 16 sub-themes related to the opportunities; and a total of five themes with 12 sub-themes related to the challenges were identified. The major opportunities include improved data collection and analysis, improved communication and accessibility, and support for researchers in multiple streams of medical research. The major challenges identified were limitations of training data leading to bias, ethical issues, technical limitations, and limitations in data collection and analysis.

Conclusion: Although ChatGPT can be used as a potential tool in medical research, there is a need for further evidence to generalize its impact on the different research activities.
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Introduction

Medical research seeks to further our understanding of human health and disease. It includes fundamental science, clinical research, epidemiology, and research on health services (1). The purpose of medical research is to increase our understanding of the underlying disease mechanisms, develop novel treatments and therapies, and improve healthcare delivery. A diverse collection of professionals, including scientists, physicians, nurses, pharmacists, and other healthcare professionals, conduct medical research (2). Typically, medical research involves a methodical and rigorous approach to data collection and analysis, frequently employing experimental and observational methods. This may involve testing novel drugs or therapies, investigating disease causes and risk factors, or assessing the efficacy of existing treatments and interventions (3). Medical research is essential for advancing our understanding of diseases and creating new treatments to enhance health outcomes. It has led to numerous significant medical discoveries, including the creation of antibiotics, vaccines, and innovative treatments for diseases such as cancer and HIV/AIDS.

Artificial Intelligence (AI) is playing an increasingly important role in medical research, and its applications are vast and varied. Some of the major areas in which AI is supporting medical research include: (a) Artificial intelligence can process and analyze vast quantities of medical data more rapidly and precisely than humans. This consists of medical images, patient records, and genetic information. AI algorithms can identify patterns and associations that may not be obvious to human researchers, thereby aiding in the identification of novel potential treatments and patients at risk for specific diseases (4). (b) AI can assist in accelerating drug discovery by predicting the safety and efficacy of novel drug candidates. Machine learning algorithms can analyze chemical compounds and predict their ability to interact with biological targets, thereby accelerating the drug discovery process and reducing the need for costly and time-intensive laboratory experiments (5). (c) AI can help tailor treatments to individual patients by analyzing genetic and other biological data to forecast the most effective therapies for a patient’s unique condition (6). (d) AI can analyze medical images such as X-rays, MRIs, and CT scans to aid in the diagnosis of diseases and the identification of abnormalities more swiftly and precisely (7). (e) By analyzing patient records and other data, AI can aid in the identification of prospective participants for clinical trials. This can aid in accelerating the recruitment process and ensuring that clinical trials are conducted with more representative patient populations (8).

AI is becoming an increasingly valuable tool for medical researchers, allowing them to analyze large amounts of data more precisely and efficiently, discover novel treatments, and enhance patient outcomes. Recent advancements in AI-based natural language processing and deep learning have led to the development of large language models such as ChatGPT. These models have been widely used for various applications such as language translation, text generation, and question-answering (9). ChatGPT operates as a sophisticated language model leveraging a transformer architecture, specifically GPT (Generative Pre-trained Transformer). Trained on a diverse corpus of text from the internet, it comprehends and generates human-like text responses based on the input it receives. Its capabilities encompass a broad spectrum of tasks, including language translation, text completion, question answering, summarization, and conversation. By understanding context, semantics, and patterns in the input text, ChatGPT generates coherent and contextually relevant responses, drawing from its vast knowledge base. It employs deep learning techniques to predict and generate text sequences, offering assistance, information, or engaging in conversation across various topics and domains, making it a versatile and powerful tool for natural language understanding and generation (10).

Studies (11, 12) have shown that ChatGPT can provide accurate and relevant answers to a wide range of questions, outperforming previous models in terms of accuracy and efficiency. Additionally, ChatGPT has demonstrated the ability to generate coherent and well-structured text, making it useful for applications such as content creation and summarization (13). Although ChatGPT has showed promise in several applications, issues with its possible biases and restrictions also exist. Studies have shown that language models like ChatGPT can reinforce pre-existing biases in the data they are trained on, producing biased results in their outputs. More study is required to solve ChatGPT’s shortcomings, which include those caused by the calibre and variety of the data used for training (14–16).

Researchers must be very mindful of any potential issues and drawbacks while using ChatGPT in the field of study, particularly when it comes to science and research in medicine. It is evident that ChatGPT may be used to produce manuscripts that could be viewed as plagiarised content because the authors did not create the content themselves. Another example of potentially dangerous use is when researchers utilise ChatGPT to generate a text that is extremely similar to a section or passages of text from a previously published work. A study’s outcomes could be manipulated or researchers could be misled by using ChatGPT to create language that is nearly comparable to previously published research (17–20). A recent study (21) examined whether or not human reviewers could tell the difference between actual scientific abstracts and abstracts produced by ChatGPT using AI. Blinded reviewers experienced difficulty telling the difference between abstracts produced by humans and those produced by AI. In fact, in 32% of the abstracts produced by the AI bot, ChatGPT was successful in deceiving blinded reviewers. The generated texts may lack context (as ChatGPT is trained using an extensive dataset of text but might not have sufficient information about a specific case), be inaccurate, biased (the training data may contain biases), and lack understanding of the nuances related to medical science(s) and language, among other risks and drawbacks, in addition to the plagiarism issue.

Recent studies (18, 22–27) have identified both opportunities and challenges of applying ChatGPT in medical research. The capabilities of ChatGPT emphasizes the increasing significance for scholarly publishing to employ robust AI author guidelines. Concerning copyright issues, the issue of attribution copyright infringement, and authorship, there are numerous ethical considerations when AI generates academic material. These issues are particularly significant because it is presently difficult for human readers and anti-plagiarism software to distinguish between AI-generated and human-written content. Various studies have already cited ChatGPT as an author (28), but it is debatable whether generative AI meets the criteria for authorship established by the international institutions of research and publication (22). Although, ChatGPT is available at free-of-cost, it could be temporary and the product may be monetized in the future (23). The commercial option might lead to disparities in scholarly publishing, as regions which are socio-economically backward may not be able to access, leading to the widening gap in knowledge dissemination and research. The usability and accessibility of ChatGPT could significantly increase scholarly output. ChatGPT could democratize the dissemination of knowledge because the chatbot can receive and generate copy in multiple languages, bypassing English-language prerequisites that can be an impediment to publication for speakers of other languages. Nevertheless, ChatGPT’s functionality has the potential to cause damage by generating misleading or inaccurate content, evoking concerns regarding scholarly misinformation (22).

In addition, other challenges include data privacy (in relation to patients’ data), limited availability of medical data (medical data is often limited in quantity and quality due to privacy concerns and the difficulty of collecting such data, which can limit the training for ChatGPT), quality, accuracy, and reliability in interpretation of results (25). However, ChatGPT could be the game changer in medical research in future, as with increasing data availability, its accuracy could improve; it can be integrated with electronic health records, leading to seamless exchange of information; and can support personalized medicine based on the personalized assessment of individual patients (26) in different areas of medicine (27). With its ability to understand and generate human language, ChatGPT can assist researchers in a variety of tasks such as literature review, data analysis and even the creation of new hypotheses. Due to its novel nature, its impact on education and research is not very well understood. Investigating the opportunities and challenges of adopting ChatGPT in medical research is important for ensuring that this technology is used to its full potential in advancing healthcare and improving patient outcomes. Therefore, this study aims to investigate the opportunities and challenges of adopting ChatGPT in medical research.



Methods


Study settings and sample

To investigate the opportunities and challenges of ChatGPT in medical research, a descriptive qualitative strategy employing focus group discussions (FGs) with academic researchers was considered. This technique facilitates the examination of issues and occurrences involving the perceptions and experiences of individuals (29). The inclusion criteria for the participants was a minimum of three publications in the last three years. To improve the diversity of the sample, participants from different streams including public health, medicine, eHealth, Health Information Systems were included. The focus group did not include participants other than medicine. As part of the recruiting phase for the FGs, an email invitation to participate in the study was sent to a convenient sample of academic researchers including students and professors, with an explicit inclusion criterion (those who are aware of ChatGPT). Those who consented to participate in FGs were invited to meetings at times that were convenient for them. Between December 2022 and April 2023, eight focus group discussions (FGs) were held at two universities with the participation of 62 academic researchers from a variety of specialties in medicine. To assure homogeneity and maximize the benefits of shared experiences, the number of participants per session ranged from seven to nine, depending on their practice backgrounds (30). Focus group participants were intentionally selected to ensure that a sufficient number of academic researchers from various streams in medicine participated in the study. The entire number of participants was determined using saturation. When the researchers reached a consensus that data categories had been established and new data had been sorted into these categories, the FGs were discontinued.



Data collection

The FGs were created to collect information regarding the opportunities and challenges of ChatGPT in medical research. The researchers developed a comprehensive set of ten questions (Appendix A) to discuss the various effects or influences that ChatGPT in medical research. Follow-up questions such as “What do you mean?” and “Can you clarify, please?” were used to elicit additional information and stimulate more discourse. Because the sample involved participants from different countries, English (which is a commonly used medium of communication at Saudi Arabian universities) language medium was adopted for focus-group discussions. Every participant spoke English quite well, regardless of where they were from or what their mother tongue was. The interviewer who functioned as the FGs’ moderator ensured that all participants were involved by questioning about their perspectives on the study’s goals. This was done to ensure that all opinions were heard and to avoid the dominance of FGs by a few persons, which is a common concern with focus group processes. Despite this, the participants in this study had a lot in common. They were all academic researchers, and the interviewer was able to manage the FGs satisfactorily since the ChatGPT influence was constant in various ways. All participants were guaranteed anonymity and privacy, and their participation was completely voluntary. Voice recordings of the sessions were recorded in order to obtain complete information from the FGs. Every session lasted nearly an hour. Participants provided informed consent before to each FG session. The usage of pseudonyms and codes ensures that the data is reported in an anonymous manner. The ethical approval was obtained from the institutional review board of Imam Abdulrahman Bin Faisal University.



Data analysis

The audio-recorded data was translated into text for computerized storage and management. Braun and Clarke’s approach was employed for theme analysis. The evaluation was guided by a method that entails examining and searching for noteworthy patterns and review topics in the data. This was followed by the development of early codes, the search for themes, the examination of themes, and the definition and naming of themes (31). Each topic group was given a name, and the coded data was organized and categorized using the MAXQDA 2022 program based on their similarity.




Results

Thematic analysis of FGs discussions resulted in ten main themes and 28 sub themes, as shown in Figure 1. These themes related to the opportunities of using ChatGPT in medical research include the following:
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FIGURE 1
 Opportunities and challenges of using ChatGPT in medical research.



Accessibility

More than 50% of the participants (41/62) opined that ChatGPT is an important tool that provide easy access in various research related works. These can be observed in usability and content writing.


Ease of Use

Few participants (19/62) observed that ChatGPT is easy to use compared to other platforms, as they can quickly identify the required information which can save time and resources. In this context, one of the participants stated that,


“Why should I google for any information and waste my time by browsing different links, when I can get the direct answer by simply typing a question on ChatGPT?”
 



Improved content writing

Support in content writing was observed by most of the participants (39/62). Most of them stated that they use ChatGPT in some areas of content writing.


“It is easy to formulate an idea to write some sections like introduction in the article by taking references from ChatGPT. Moreover, ChatGPT can also be used to identify the trending topics and new methods of critical analysis.”
 



Cost effective

As ChatGPT is now available for free, it is used by most of the researchers (41/62). One of the participants stated that.


“ChatGPT is very helpful. I had to pay to various platforms for accessing different publications related to my work, which proved to be costly for me. But using ChatGPT, I could get research-related information at free of cost.”
 




Improved data collection

One of the important opportunities observed from the findings can be related to ChatGPT’s support in data collection. Its advantages are observed in different areas, which include:


Automation

Participants observed that ChatGPT model can be used for developing chatbots and other tools, which can automate the data collection process and reduce the burden on researchers and participants. In this context, one of the participants stated that.


“I think, ChatGPT based applications can be used for automating the data collection such as analysis of electronic health records which do not require human interventions.”
 



Personalized interventions

Few participants (23/62) observed that ChatGPT could be an effective tool for personalized based intervention studies like mental health disorders and diabetes. In this context, one of the participants stated that.


“ChatGPT may also be used with chatbots aimed at collecting information from patients such as their moods, activities that are essential for treating mental disorders, and the data can also be used for research purpose.”
 



Real-time monitoring

Similar to the automated and personalized interventions, real-time monitoring is another opportunity highlighted by few participants (12/62).


“By integrating ChatGPT with eHealth devices, we may get real-time data, which is automatically collected from the smart devices like diabetes chip or BP monitors; or personally collected data like sleep patterns and timings, positive and negative thoughts…”
 



Chatbots for participants engagement

One of the interesting findings is that some participants (23/62) perceived that sing ChatGPT based chatbots could engage participants in data collection. In relation to engagement, one of the participants stated that.


“Sometimes it is difficult to collect data from participants involving children. ChatGPT integrated chatbots could help in engaging such participants who finds chatbot interaction as funny and engaging…”
 




Improved data analysis

Majority of the participants observed different uses of ChatGPT in data analysis related works. These include the following.


Analysis of vast medical literature

Most of the participants (57/62) observed that analyzing literature is a complex task, and they may miss-out critical information. In this context ChatGPT could be very helpful, as one of the participants stated.


“ChatGPT can analyze large amounts of medical literature and extract relevant information, such as specific symptoms, treatments, and outcomes. This can save researchers a significant amount of time and effort in conducting literature reviews.”
 



Data visualization

Few participants (11/62) observed that ChatGPT model along with other applications can be used to analyze complex data and generate charts or maps such as heat waves. In this context, one of the participants stated that.


“By integrating ChatGPT with data analysis tools, complex data analysis can be simplified. For instance, developing graphical designs based on large computational data like cell functions or cancer development, ChatGPT can help researchers to identify patterns and trends in their data. This can make it easier to communicate research findings and insights to stakeholders.”
 



Quality control

Few participants (17/62) opined that ChatGPT can be used to develop automated quality control processes to ensure data accuracy and completeness; this can help to improve the reliability and validity of research findings.



Predictive analytics

Almost 50% of the participants (30/62) observed that ChatGPT can analyze large datasets to identify patterns and trends, which can be used to develop predictive models for disease outbreaks like Covid-19, Ebola; patient outcomes; and other important factors.




Improved communication: NLP/multiple languages

Most of the participants (48/62) observed that ChatGPT’s ability to understand and process natural language can help to improve communication between patients, researchers, and healthcare providers. This can lead to more effective treatment plans and better health outcomes for patients based on research findings. In this context, one of the participants stated that.


“ChatGPT can understand and process multiple languages, which can be useful in conducting cross-cultural research studies. This can help researchers to better understand cultural factors that may impact study outcomes and develop health interventions that are culturally sensitive and appropriate.”
 



Support for research in multiple streams

Most of the participants observed the use of ChatGPT in different streams of medical research, which include the following.


Drug discovery

Few participants (21/62) observed that ChatGPT can assist in the identification of new drug targets and the prediction of potential side effects of drugs; which can help in accelerating the drug discovery process and lead to the development of more effective and safe drugs. Accordingly, one of the participants stated that.


“ChatGPT can be used in various areas of drug discovery like computing the compound multiplicity, generating inputs for gaussian and other software, identifying and validating the output and new targets.”
 



Diagnosis and treatment

Most of the participants (49/62) observed that ChatGPT could be an effective tool in disease diagnosis and developing personalized treatment plans, based on the input data. For instance, one of the participants stated.


“ChatGPT can assist in the analysis of medical data and patient records, which can help to identify patterns and insights that may be missed by human researchers.”
 

Therefore, ChatGPT can help in avoiding human errors in the disease diagnosis and treatment related research studies.



Personalized medicine

As mentioned above, few participants (9/62) observed that ChatGPT can be used to analyze individual conditions, and suggest personalized medicine accordingly. For instance, one of the participants stated that.


“ChatGPT can be used to analyze genomic data and identify specific mutations or genetic factors that may contribute to a patient’s condition. This information can be used to develop personalized treatment plans tailored to the individual patient.”
 



Patient monitoring

Few participants (15/62) observed the use of ChatGPT in monitoring patients with critical illness who require real-time monitoring. One of the participants in this context stated that.


“By integrating with monitoring applications, ChatGPT can be used to analyze genomic data and identify specific mutations or genetic factors that may contribute to a patient’s condition.”
 

This kind of information can be used to develop personalized treatment plans tailored to the individual patient.



Data security

Few participants stated that ChatGPT can also ensure data security if its integrated with other applications. In this context, one of the participants stated that.


“ChatGPT can help to ensure the privacy and security of patient data by encrypting sensitive information and restricting access to authorized personnel.”
 

This approach can help to protect patient confidentiality and comply with privacy regulations.

While the above presented results highlight the opportunities, the themes related to the challenges of using ChatGPT are presented below:




Limitations in training data

One of the major limitations of ChatGPT as identified from the findings is limited training data. This was highlighted in different contexts, which include the following.


Bias

As ChatGPT relies on a large amount of training data to develop its language processing capabilities, it could lead to misinterpretations if the data is limited or incomplete or biased, as observed by many participants (32/62). This can be inferred from the following statements.


“In some medical research areas, there may be limited or incomplete training data available, which can impact the accuracy of ChatGPT’s language processing.”

“The training data used to develop ChatGPT may contain bias, which can lead to biased outputs. For example, if the training data primarily includes data from one population group, ChatGPT may be less accurate in processing data from other population groups.”
 



Lack of domain specific knowledge

It was observed that, as the ChatGPT is trained on large corpus data, it may not have specific knowledge related to a particular research domain (34/62). For instance, one of the participants stated that.


“In medical research, ChatGPT may not have specialized knowledge of anatomy, physiology, or pharmacology. This can limit its ability to process and analyze medical data accurately.”
 




Limitations in data collection

Three limitations were identified from the analysis in relation to the use of ChatGPT for data collection, which include the following.


Lack of control

Few participants (27/62) observed that an integrated automated system with ChatGPT cannot collect data in a controlled and structured manner, which may lead to inconsistent or incomplete data that may be difficult to analyze or interpret.



Limited ability to verify data accuracy

Few participants observed that ChatGPT may not be able to verify the accuracy of the data collected in this context, one of the participants stated.


“In research studies where data accuracy is critical, ChatGPT’s inaccurate validation of data could seriously affect the analysis.”
 



Lack of personal interaction

Majority of the participants (42/62) observed the issue of personal interaction, especially in studies which involve human interaction like interviews. In this context, one of the participants stated.


“Automated Chatbots may not provide same levels of interaction that a human can with another person. It is important to understand emotions and many other psychological aspects in conducting interpretative studies, where ChatGPT could be ineffective.”
 




Limitations in data analysis

In similar to data collection, there are challenges identified in relation to data analysis, which include the following.


Limitations in complex reasoning

Majority of the participants (39/62) observed that as ChatGPT is designed to generate text based on patterns in training data and may not be able to handle complex reasoning or logical inferences. This can be a limitation in research studies that require more advanced reasoning and analysis. In this context, one of the participants stated.


“In few areas, there is a need for complex analysis where we need to consider several influencing factors on a phenomenon, that require complex thinking and analysis, which could not be possible for ChatGPT.”
 



Validation and reproducibility

Researchers need to ensure that their results are reliable and reproducible, which can be challenging when using machine learning algorithms like ChatGPT, as observed by few participants (18/62). Issues like reliability, accuracy, validation were highlighted by the participants.



Interpretability

Very few participants (8/62) observed that it may be difficult to interpret or explain the output generated by ChatGPT in some cases, especially for non-experts. For instance, one of the participants stated.


“I use ChatGPT quite frequently, and I came across many situations, where its interpretations were unclear or wrong, and this sometimes confused me. As a result, I had to spend extra time in making it right, according to the phenomenon being investigated.”
 




Ethical issues

Ethical issues are one of the important challenges highlighted by majority of the participants (59/62). These include the following:


Privacy and security

Most of the participants observed that medical data is highly sensitive, and researchers need to take measures to ensure that patient privacy is protected. As ChatGPT is an AI-based application, there are no clear strategies available to ensure privacy and security of the data. In this context, one of the participants stated.


“Ethical issues are an important challenge even for the existing researchers, who often make errors in the data collection and analysis process. For an application like ChatGPT, if integrated with other applications, there is a chance that privacy may be compromised in the world, where cybercrime is on the rise.”
 



Regulatory compliance

Most of the participants agreed that medical research is subject to strict regulatory requirements, and researchers need to ensure that they are complying with all relevant regulations and guidelines when using ChatGPT, which can be a complex and time-consuming process that requires careful planning and coordination.


“I am not aware of any regulations or standards that need to be followed while using ChatGPT in my research.”
 




Technical limitations

Although ChatGPT was identified to be an effective AI tool, there are some technical challenges as observed by the participants, which include:


Resource requirements

Most of the participants (53/62) agreed that developing and deploying ChatGPT for medical research can require significant resources, including time, expertise, and funding, which can affect researcher’s ability to conduct research.


“ChatGPT is free for now, but it may be monetized soon, and it is being integrated with many applications of Microsoft, which may require premium costs and additional resources to make it customized to the institutional/researcher’s requirements. This can be challenging for researchers as it requires additional costs and resources.”
 



Integration with existing systems

Most of the participants agreed that integration of IT applications in medical research can be challenging as it requires expertise in both computer science and medical informatics; in addition to legal and regulatory aspects. In this context, one of the participants stated.


“Integrating ChatGPT with existing electronic health record (EHR) systems or other medical technologies can be challenging. There is a need for evidence-based research findings before assuming its usefulness.”
 





Discussion

The purpose of this study is to analyze the opportunities and challenges of using ChatGPT in medical research. Accordingly, the data analysis resulted in 17 opportunities and 12 challenges as presented in the above section under the main themes. Focusing on the opportunities, it can be observed that accessibility is one of the core strengths of ChatGPT, which has led to its effective use in the areas of data collection, data analysis, improved communication, and support in multiple streams of medical research. Studies (23, 32–34) have observed the positive aspects of using ChatGPT in education and learning such as assistants for instructors and tutors for students; while few argued its negative effects such as ethical, copyright, transparency, and legal issues, the risk of bias, plagiarism, lack of originality, inaccurate content with risk of hallucination, limited knowledge, incorrect citations, cybersecurity issues (18, 35, 36). Recent studies focused on the data collection from a literature review perspective (37), which is secondary data collection. However, there is no empirical evidence identified by the researchers from the previous studies, where ChatGPT’s effectiveness is analyzed by using it as a data collection tool for primary data in research studies. However, there are studies that have analyzed the use of ChatGPT in data analysis, in analyzing the survey responses and social media data (38, 39), indicating a potential use of ChatGPT in data analysis. Another advantage of ChatGPT is that it can facilitate communication between researchers, analyze texts from different languages, which can support researchers from different backgrounds or cultures; and also due to its free availability, it can benefit disadvantaged researchers (22). ChatGPT’s potential has been also recognized in different streams of medical research such as drug discovery (40), diagnosis and treatment (41), personalized medicine (42), and patient monitoring, as identified from the findings in this study. These advantages of ChatGPT could help researchers in developing more quality research studies, and also benefit healthcare providers to take proactive measures to improve the healthcare operations with ChatGPT, and also prevent or manage disease outbreaks using predictive analytics. One of the key characteristics of AI is that it can be used for a variety of tasks in medical research without having to be retrained, which makes it more appealing compared to the traditional research process which requires vast amount of time and costs in training (43). For instance, AI plays a crucial role in efficiently analyzing large volumes of medical images, enabling the identification of illness characteristics that may go unnoticed by human observers (44). Realizing its potential, AI is being actively researched for its potential in medical research in the areas including medical image analysis (e.g., radiation, ultrasound, pathological image analysis), omics analysis (e.g., genome analysis), and natural language processing (e.g., EMR/EHR analysis) (45).

Despite its potential application in medical research, many challenges have been uncovered in the recent studies (46–50). Focusing on the challenges, ethical considerations was identified to be one of the key challenges that is affecting the use of ChatGPT in different research-related activities. Lack of regulatory compliances, issues with privacy and security were identified in recent studies (46–48). Researchers may need to develop secure data storage and transfer protocols to ensure that patient data is protected when using ChatGPT. Limitations in training data such as bias can affect the research findings, which could be a serious issue affecting the knowledge domain. Furthermore, dependency on training data for ChatGPT may limit its capability in domain specific knowledge, which can also affect the data collection and analysis, as identified in Liebrenz et al. (22). As observed from findings, in addition to lack of control over automated data collection using chatbots or other applications, and inability to verify data accuracy, lack of personal interaction is one of the major issues that can affect the quality of data collection and analysis. ChatGPT is an automated system and may not be able to provide the same level of personal interaction as human researchers. This can be a limitation in research studies that require personal interactions or interventions. However, it is important to understand not all studies require personal interaction, as a result of which ChatGPT could be useful in some studies. However, its reasoning capabilities, and interpretability aspects should be considered while using ChatGPT for data analysis. Resource requirements as identified by few participants as a challenge could be a short-term challenge, as many participants stated that ChatGPT is easy to use. However, its integration with other technical systems is an issue that need to be addressed (49). It was also observed that many online promotions were being carried out promoting ChatGPT, while its inability to produce meaningful content and other challenges associated with it are undermined (50), which needs to be addressed through empirical research on ChatGPT and its use in different streams including education and research.

Using ChatGPT for handling patient data and health information raises significant ethical considerations. Patient data is highly sensitive, and any mishandling, unauthorized access, or data breaches could lead to severe consequences for individuals, including privacy violations and compromised confidentiality. Moreover, ChatGPT’s responses might not always be entirely accurate or up-to-date in a rapidly evolving field like healthcare, potentially leading to misinformation or incorrect guidance. Therefore, employing ChatGPT for patient data and health information requires stringent safeguards, including robust data encryption, compliance with healthcare regulations like HIPAA, transparent communication about AI limitations, and constant validation of the information provided to ensure accuracy and reliability while prioritizing patient privacy and consent. Ethical oversight and continuous scrutiny are essential to mitigate potential risks and uphold the highest standards of ethical conduct in deploying AI in healthcare contexts. A recent study (51) has identified issues of ethics in medical research and recommended guidelines for reporting. In several AI extension guidelines in medical research, inclusion and exclusion criteria for patients and data types have to be precisely defined. Define the low-quality data assessment and processing method. The techniques should also state if humans selected which inputs were analyzed and which were eliminated. The standards advocate stating in the title, abstract, or both that the intervention uses AI for transparency. Second, techniques must indicate hardware, software, version(s), and internal thresholds studied. Third, the indication for use must be specified, including by whom (e.g., the user) and where along the clinical process. For imaging investigations, input must include technical requirements including image quality, field of view, resolution, camera device, and model. The result should match the indication for use and be clearly integrated into the clinical treatment route (51).

Overall, it can be argued that ChatGPT has considerably positive influence on its use in medical research; however, the challenges associated with it needs to be addressed. Moreover, there is a need for evidence-based research in this area to generalize the impact of using ChatGPT in medical research. Theoretical implications of this study involving ChatGPT in medical research suggest a significant shift in how AI transforms traditional research methodologies. It underscores the potential for AI-driven language models, like ChatGPT, to revolutionize data collection, analysis, and communication within the medical research domain. This study accentuates the evolving role of AI in augmenting researchers’ capabilities by providing efficient access to vast amounts of medical information, facilitating personalized interventions, aiding in data analysis, and improving cross-cultural communication in healthcare. The theoretical implications extend to the reconfiguration of research paradigms, emphasizing the integration of AI technologies into the fabric of scientific inquiry, leading to novel methodologies and improved research outcomes.

Practically, the study reveals tangible implications for the medical research community. ChatGPT’s utilization emerges as a practical solution to streamline various research processes, including content writing, data collection, and analysis. It presents a cost-effective alternative for researchers seeking information and support without significant financial investment. The integration of ChatGPT into medical research practices has the potential to enhance data accuracy, automate processes, and personalize interventions, thereby advancing healthcare delivery. However, the study underscores the need for caution, highlighting ethical considerations, limitations in data quality, and the necessity for interpretability and validation of AI-generated outcomes. These practical implications emphasize the need for careful integration, rigorous validation, and continual improvement in utilizing AI, like ChatGPT, as an adjunct in medical research endeavors.

There are limitations in this study. Firstly, the study’s reliance on focus group discussions with academic researchers, predominantly from medicine-related streams, might limit the diversity of perspectives, potentially overlooking insights from other fields relevant to AI or medical research. The sample’s composition might restrict the breadth of experiences and opinions, influencing the generalizability of findings. Additionally, while focus groups offer qualitative depth, they might not capture the full spectrum of opinions or nuances that individual interviews or mixed-method approaches could provide. The study’s qualitative nature might also lack quantitative validation of findings, limiting the broader empirical assessment of ChatGPT’s impact in medical research. Furthermore, the study does not deeply explore specific cases or actual implementation scenarios, potentially constraining the depth of understanding about real-world applications and challenges encountered when employing ChatGPT in diverse medical research contexts. These limitations warrant caution in generalizing the findings and underscore the necessity for further comprehensive, multi-method studies encompassing varied perspectives and practical implementations to enhance the understanding of ChatGPT’s role in medical research.



Conclusion

The purpose of this study was to investigate the opportunities and challenges of using ChatGPT in medical research, and the findings have indicated that there are opportunities slightly outweigh challenges. However, there are few serious challenges like ethical and regulatory aspects which requires immediate attention, as the use of ChatGPT is significantly increasing among the researchers. As there is limited evidence on the impact of ChatGPT in medical research, there is a need to increase the research studies on the implications of using ChatGPT in medical research, especially in different research activities including developing research ideas, literature reviews, data collection, and analysis.



Data availability statement

The raw data supporting the conclusions of this article will be made available by the authors, without undue reservation.



Ethics statement

The ethical approval was obtained from the institutional review board of Imam Abdulrahman Bin Faisal University. Participants provided informed consent before to each FG session.



Author contributions

AbA: Writing – original draft. FA-A: Supervision, Writing – review & editing. AsA: Formal analysis, Writing – review & editing. NorA: Writing – original draft. HaA: Writing – review & editing. RS: Resources, Writing – original draft. HoA: Writing – original draft. AB: Validation, Writing – review & editing. MA: Resources, Writing – original draft. WA: Methodology, Writing – original draft. SeA: Visualization, Writing – review & editing. SaA: Writing – original draft. AlyA: Resources, Writing – original draft. NouA: Project administration, Writing – review & editing. NR: Writing – original draft. TA: Writing – review & editing. AlaA: Software, Writing – original draft. RA: Visualization, Writing – review & editing. NH: Resources, Writing – original draft.



Funding

The author(s) declare that no financial support was received for the research, authorship, and/or publication of this article.



Conflict of interest

The authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.



Publisher’s note

All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.



References

 1. Page,P. An introduction to clinical research. Oxford: Oxford University Press (2012).

 2. Vasylyeva,TL. Introduction to clinical research: (for medical students, residents, and fellows). United States: Hale Publishing, L.P. (2012).

 3. Jacobsen,KH. Introduction to Health Research methods: a practical guide. United States: Jones & Bartlett Learning (2020).

 4. Panayides,AS, Amini,A, Filipovic,ND, Sharma,A, Tsaftaris,SA, Young,A , et al. AI in medical imaging informatics: current challenges and future directions. IEEE J Biomed Health Inform. (2020) 24:1837–57. doi: 10.1109/JBHI.2020.2991043 

 5. Walters,WP, and Barzilay,R. Critical assessment of AI in drug discovery. Expert Opin Drug Discovery. (2021) 16:937–47. doi: 10.1080/17460441.2021.1915982

 6. Johnson,KB, Wei,WQ, Weeraratne,D, Frisse,ME, Misulis,K, Rhee,K , et al. Precision medicine, AI, and the future of personalized health care. Clin Transl Sci. (2020) 14:86–93.

 7. Mandal,S, Greenblatt,AB, and An,J. Imaging intelligence: AI is transforming medical imaging across the imaging spectrum. IEEE Pulse. (2018) 9:16–24. doi: 10.1109/MPUL.2018.2857226 

 8. Kolla,L, Gruber,FK, Khalid,O, Hill,C, and Parikh,RB. The case for AI-driven cancer clinical trials – the efficacy arm in silico. Biochim Biophys Acta Rev Cancer. (2021) 1876:188572. doi: 10.1016/j.bbcan.2021.188572

 9. Aljanabi,M, Ghazi,M, Ali,AH, and Abed,SA. ChatGpt: open possibilities. Iraqi J Comput Sci Math. (2023) 4:62–4.

 10. Shen,Y, Heacock,L, Elias,J, Hentel,KD, Reig,B, Shih,G , et al. CHATGPT and other large language models are double-edged swords. Radiology. (2023) 307:e230163. doi: 10.1148/radiol.230163 

 11. Johnson,D, Goodman,R, Patrinely,J, Stone,C, Zimmerman,E, Donald,R , et al. Assessing the accuracy and reliability of AI-generated medical responses: an evaluation of the chat-GPT model. Res Sq. (2023):rs.3.rs-2566942. doi: 10.21203/rs.3.rs-2566942/v1 

 12. Samaan,JS, Yeo,YH, Rajeev,N, Hawley,L, Abel,S, Ng,WH , et al. Assessing the accuracy of responses by the language model ChatGPT to questions regarding bariatric surgery. Obes Surg. (2023) 33:1790–6. doi: 10.1007/s11695-023-06603-5 

 13. Ren,C, Lee,S-J, and Hu,C. Assessing the efficacy of chatgpt in addressing Chinese financial conundrums: An in-depth comparative analysis of human and AI-generated responses. Comput Hum Behav Artif Hum. (2023) 1:100007. doi: 10.1016/j.chbah.2023.100007

 14. Haleem,A, Javaid,M, and Singh,RP. An era of CHATGPT as a significant futuristic support tool: a study on features, abilities, and challenges. BenchCouncil Trans Benchmarks Stand Eval. (2022) 2:100089. doi: 10.1016/j.tbench.2023.100089

 15. Nov,O, Singh,N, and Mann,D. Putting ChatGPT's medical advice to the (Turing) test: survey study. JMIR Med Educ. (2023) 9:e46939. doi: 10.2196/46939

 16. Jeblick,K, Schachtner,B, Dexl,J, Mittermeier,A, Stüber,AT, Topalis,J , et al. Chatgpt makes medicine easy to swallow: an exploratory case study on simplified radiology reports. Eur Radiol. (2023). doi: 10.1007/s00330-023-10213-1 

 17. Mhlanga,D. Open AI in education, the responsible and ethical use of ChatGPT towards lifelong learning In: FinTech and artificial intelligence for sustainable development. Sustainable development goals series. Cham: Palgrave Macmillan (2023)

 18. Sallam,M. ChatGPT utility in healthcare education, research, and practice: systematic review on the promising perspectives and valid concerns. Healthcare. (2023) 11:887. doi: 10.3390/healthcare11060887 

 19. Dwivedi,YK, Kshetri,N, Hughes,L, Slade,EL, Jeyaraj,A, Kar,AK , et al. “So what if chatgpt wrote it?” multidisciplinary perspectives on opportunities, challenges and implications of generative conversational AI for research, practice and policy. Int J Inf Manag. (2023) 71:102642. doi: 10.1016/j.ijinfomgt.2023.102642

 20. Kasneci,E, Sessler,K, Küchemann,S, Bannert,M, Dementieva,D, Fischer,F , et al. Chatgpt for good? On opportunities and challenges of large language models for education. Learn Individ Differ. (2023) 103:102274. doi: 10.1016/j.lindif.2023.102274

 21. Gao,CA, Howard,FM, Markov,NS, Dyer,EC, Ramesh,S, Luo,Y , et al. Comparing scientific abstracts generated by CHATGPT to original abstracts using an artificial intelligence output detector, plagiarism detector, and blinded human reviewers. BioRxiv. (2022)

 22. Liebrenz,M, Schleifer,R, Buadze,A, Bhugra,D, and Smith,A. Generating scholarly content with chatgpt: ethical challenges for medical publishing. Lancet Digit Health. (2023) 5:e105–6. doi: 10.1016/S2589-7500(23)00019-5

 23. Lo,CK. What is the impact of ChatGPT on education? A rapid review of the literature. Educ Sci. (2023) 13:410. doi: 10.3390/educsci13040410

 24. Biswas,S. Chatgpt and the future of medical writing. Radiology. (2023) 307:e223312. doi: 10.1148/radiol.223312

 25. Xue,VW, Lei,P, and Cho,WC. The potential impact of ChatGPT in clinical and translational medicine. Clin Transl Med. (2023) 13:e1216. doi: 10.1002/ctm2.1216 

 26. Baumgartner,C. The potential impact of ChatGPT in clinical and translational medicine. Clin Transl Med. (2023) 13:e1206. doi: 10.1002/ctm2.1206 

 27. Fatani,B. Chatgpt for future medical and dental research. Cureus. (2023) 15:e37285. doi: 10.7759/cureus.37285 

 28. Frye,BL. Should using an AI text generator to produce academic writing be plagiarism? Fordham Intellect Prop Media Entertain Law J. (2023):947–70. Available at: https://ssrn.com/abstract=4292283

 29. Kim,H, Sefcik,JS, and Bradway,C. Characteristics of qualitative descriptive studies: a systematic review. Res Nurs Health. (2017) 40:23–42. doi: 10.1002/nur.21768 

 30. Kitzinger,J. Qualitative research: introducing focus groups. Br Med J. (1995) 311:299–302. doi: 10.1136/bmj.311.7000.299 

 31. Braun,V, and Clarke,V. Using thematic analysis in psychology. Qual Res Psychol. (2006) 3:77–101. doi: 10.1191/1478088706qp063oa

 32. Fauzi,F, Tuhuteru,L, Sampe,F, Ausat,A, and Hatta,H. Analysing the role of ChatGPT in improving student productivity in higher education. J Educ. (2023) 5:14886–91. doi: 10.31004/joe.v5i4.2563

 33. Panda,S, and Kaur,N. Exploring the viability of ChatGPT as an alternative to traditional chatbot systems in library and information centers. Libr Hi Tech News. (2023) 40:22–5. doi: 10.1108/LHTN-02-2023-0032

 34. Mahama,I, Baidoo-Anu,D, Eshun,P, Ayimbire,B, and Eggley,VE. Chatgpt in academic writing: a threat to human creativity and academic integrity? An exploratory study. Indones J Innov Appl Sci. (2023) 3:228–39. doi: 10.47540/ijias.v3i3.1005

 35. King,MR, ChatGPT. A conversation on artificial intelligence, chatbots, and plagiarism in higher education. Cell Mol Bioeng. (2023) 16:1–2. doi: 10.1007/s12195-022-00754-8 

 36. Anders,BA. Is using ChatGPT cheating, plagiarism, both, neither, or forward thinking? Patterns. (2023) 4:100694. doi: 10.1016/j.patter.2023.100694 

 37. Dowling,M, and Lucey,B. ChatGPT for (finance) research: the Bananarama conjecture. Financ Res Lett. (2023) 53:103662. doi: 10.1016/j.frl.2023.103662

 38. Gilardi,F, Alizadeh,M, and Kubli,M. ChatGPT outperforms crowd workers for text-annotation tasks. Proc Natl Acad Sci U S A. (2023) 120:120. doi: 10.1073/pnas.2305016120

 39. Mellon,Jonathan, Bailey,Jack, Scott,Ralph, Breckwoldt,James, Miori,Marta, and Schmedeman,Phillip. Do AIs know what the most important issue is? Using language models to code open-text social survey responses at scale (August 27, 2023). Available at: https://ssrn.com/abstract=4310154.

 40. Holzinger,A, Keiblinger,K, Holub,P, Zatloukal,K, and Müller,H. AI for life: trends in artificial intelligence for biotechnology. New Biotechnol. (2023) 74:16–24. doi: 10.1016/j.nbt.2023.02.001 

 41. Mann,D. Artificial intelligence discusses the role of artificial intelligence in translational medicine: a JACC: basic to translational science interview with ChatGPT. JACC Basic Transl Sci. (2023) 8:221–3. doi: 10.1016/j.jacbts.2023.01.001

 42. Johnson,KB, Wei,WQ, Weeraratne,D, Frisse,ME, Misulis,K, Rhee,K , et al. Precision medicine, AI, and the future of personalized health care. Clin Transl Sci. (2021) 14:86–93. doi: 10.1111/cts.12884 

 43. Morley,J, DeVito,NJ, and Zhang,J. Generative AI for medical research. BMJ. (2023). doi: 10.1136/bmj.p1551

 44. Tang,X. The role of artificial intelligence in medical imaging research. BJR Open. (2020) 2:20190031. doi: 10.1259/bjro.20190031 

 45. Hamamoto,R. Application of artificial intelligence for medical research. Biomol Ther. (2021) 11:90. doi: 10.3390/biom11010090 

 46. Iftikhar,L. DocGPT: impact of ChatGPT-3 on health services as a virtual doctor. EC Paediatr. (2023) 12:45–55.

 47. Puladi,B, Gsaxner,C, Kleesiek,J, Hölzle,F, Röhrig,R, and Egger,J. The impact and opportunities of large language models like ChatGPT in oral and maxillofacial surgery: a narrative review. Int J Oral Maxillofac Surg. (2023). doi: 10.1016/j.ijom.2023.09.005 

 48. Javaid,M, Haleem,A, and Singh,RP. ChatGPT for healthcare services: an emerging stage for an innovative perspective. BenchCouncil Trans Benchmarks Stand Eval. (2023) 3:100105. doi: 10.1016/j.tbench.2023.100105

 49. King,MR. The future of AI in medicine: a perspective from a Chatbot. Ann Biomed Eng. (2023) 51:291–5. doi: 10.1007/s10439-022-03121-w

 50. Sharma,M, and Sharma,S. Transforming maritime health with ChatGPT-powered healthcare services for mariners. Ann Biomed Eng. (2023) 51:1123–5. doi: 10.1007/s10439-023-03195-0 

 51. Titus,LM. Does ChatGPT have semantic understanding? A problem with the statistics-of-occurrence strategy. Cogn Syst Res. (2024) 83:101174. doi: 10.1016/j.cogsys.2023.101174


OPS/xhtml/Nav.xhtml




Contents





		Cover



		The opportunities and challenges of adopting ChatGPT in medical research



		Introduction



		Methods



		Study settings and sample



		Data collection



		Data analysis









		Results



		Accessibility



		Ease of Use



		Improved content writing



		Cost effective









		Improved data collection



		Automation



		Personalized interventions



		Real-time monitoring



		Chatbots for participants engagement









		Improved data analysis



		Analysis of vast medical literature



		Data visualization



		Quality control



		Predictive analytics









		Improved communication: NLP/multiple languages



		Support for research in multiple streams



		Drug discovery



		Diagnosis and treatment



		Personalized medicine



		Patient monitoring



		Data security









		Limitations in training data



		Bias



		Lack of domain specific knowledge









		Limitations in data collection



		Lack of control



		Limited ability to verify data accuracy



		Lack of personal interaction









		Limitations in data analysis



		Limitations in complex reasoning



		Validation and reproducibility



		Interpretability









		Ethical issues



		Privacy and security



		Regulatory compliance









		Technical limitations



		Resource requirements



		Integration with existing systems















		Discussion



		Conclusion



		Data availability statement



		Ethics statement



		Author contributions



		Funding



		Conflict of interest



		Publisher’s note



		References



















OPS/images/fmed-10-1259640-g001.jpg
[ owomwmes | [ owmumes |
e T

Chatbots for participants engagement

r Drugdiscovery. -
— Diagnosis & treatment | ool Validation and reproducibiliy
E Interpretability
T Costeffective |
E Privacy & Security
“ __ Regulatory compliance
E
{_ improvedcontentwriting | —_ [ Tackof domain-spedific knowledge





OPS/images/cover.jpg
’ frontiers | Frontiers in Medicine

The opportunities and
challenges of adopting
ChatGPT in medical research












OPS/images/crossmark.jpg
(®) Check for updates







OPS/images/logo.jpg
’ frontiers Frontiers in Medicine






