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This paper focuses on the lack of explainability that afflicts machine-learning-

based AI systems applied in the field of healthcare. After a brief introduction

to the topic, from both a technical and legal point of view, this work aims to

assess the main consequences that the lack of explainability has on the human-

machine relationship in clinical care, through a practical perspective. It then

questions whether explainability is truly an objective worth seeking and, if so,

to what extent, taking into account the current possible solutions.
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1 Introduction

Artificial Intelligence (AI) applications in the field of healthcare can provide numerous
benefits that are destined to significantly impact all medical professions in the very near
future. Growing investments in the field, as financed by Big Tech companies (1), have
resulted in increasing enthusiasm around Clinical Decision Support Systems (CDSSs) (2),
and, more specifically, Diagnostic Decision Support Systems (DDSSs) (3), which nowadays
are mostly based on machine learning1 (ML) (4). While many experts push for widespread
adoption of this technology, it must not be forgotten that AI is an added element of
complexity. As such, while on one hand, it aims to simplify processes, on the other it can
present new issues for the medical domain that must be evaluated and addressed.

2 Explainability (or a lack thereof)

AI systems based on ML methods present significant issues concerning explainability.
These systems have, in fact, often been described as “black boxes”, since they are unable

1 Machine learning is a subcategory of AI and it encompasses multiple different approaches, all of
which entail the ability of the machine to learn autonomously (6).
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to explain how or why they were able to reach a certain conclusion,
i.e., to produce a certain output (5). Upon completion of the
system’s training, the resulting algorithm is unknown, thus making
it extremely difficult to fully understand and justify the machine’s
outcomes (6).

Explainability is defined by the High-Level Expert Group
(HLEG) Ethics Guidelines for Trustworthy AI (7) as “the ability
to explain both the technical processes of an AI system and the
related human decisions” (7). These Guidelines also mention a
different term, explicability, among the principles of AI. According
to Floridi et al. (8) it has to be understood as a broader concept,
often used interchangeably with the term transparency, which
indicates a combination of both intelligibility and accountability
(8). It is important to point out that a system being transparent
is not the same as it being explainable. As some authors have
noted, transparency should be intended as a passive characteristic
of the system, while explainability requires an active effort, from the
system, to make itself understandable (9). In this sense, ensuring
transparency does not necessarily guarantee explainability and
vice-versa (10).

3 The issues caused, their origins,
and their presumed novelty

The reasons why explainability assumes particular relevancy in
the healthcare field are numerous, ranging from the identification
of biases to the provision of new insights for research (11). In
this work, though, the analysis will be limited to explainability’s
significance in the interaction between humans and machines
in the context of clinical care and from a concrete point of
view.

First of all, it is essential to keep in mind that both the healthcare
system in general and AI applications in healthcare are socio-
technical systems (STSs), as such requiring cooperation between
humans and machines to work properly (12). Some degree of
human-machine interaction (HMI) is bound to always take place
in light of the healthcare system’s overall characteristics. When it
comes to singular tasks, though, it is important to note that this
intercommunication could:

• Be imposed by ethical and legislative choices [e.g., the human
oversight principle, Art. 14 of the Artificial Intelligence Act
(AI Act)] (13).

• Be required by the concrete nature of the assignment at hand.
There are, for example, some crucial inputs that the machine
might be unable to pick up on (e.g., certain smells, certain skin
textures), as well as some tasks that are based on interacting
physically with the patient (e.g., using a stethoscope to
gain information about respiratory diseases), that require the
presence of a human.

In these situations that lack full automation, the physicians
interacting with a DDSS might, for example, be asked to choose
a therapeutic option among the ones proposed by the system
or to come up with their own solution upon reflection on
the options presented. Because of the highlighted difficulties, a
“give or take” scenario could present itself. Since physicians are

unable to fully understand the reasoning behind the machine’s
output (and consequently the output’s meaning and weight),
they might be essentially forced to choose between either fully
relying on or completely disregarding the conclusion of the
AI. The lack of explainability can, in fact, contribute to either
Decision-Automation bias or Automation-Distrust bias (14).2

These so-called “intermediate levels of automation”, tend to
present the most relevant difficulties precisely because of how
critical this trade-off moment is (15). It would seem unfair to
realistically expect the human to fully evaluate an output that
he does not intimately understand, in what is usually also a
very short amount of time. The risk, of course, is losing either
the concrete impact of human contribution or the benefits of
the AI system’s capabilities. Non-AI-powered technologies are
certainly relied on by physicians, but they (usually) have been
validated through years of research, have received widespread
approval by the scientific community at large, and lack the unique
challenges of AI (especially the unpredictability of AI systems)3.
In this sense, the trust that healthcare professionals have in AI
technology is significantly limited in comparison. Furthermore,
traditional medical technologies do not provide physicians with
a proposed course of action to “solve” the medical problem at
hand, they only supply additional information on the patient’s
condition, which can be interpreted in a pretty straightforward
manner by trained professionals. Since DDSSs often go “a
step further” by suggesting possible diagnoses, understanding
the results they produce is certainly a much more complex
endeavor.

Another problem in the relationship between humans and
machines, which descends from the opaque nature of ML, is
that it may hinder the correct conveyance of information to the
patient, and consequently impede accounting for the patient’s
values and preferences. This issue is not novel to the medical field.
The difficulties in guaranteeing an “informed choice” have long
been discussed by scholars (16). Conveying medical information
to patients can often prove challenging due to the asymmetry
in technical knowledge. Furthermore, the physicians must also
take into account the patient’s opinions when deciding the correct
course of action. This reciprocity in the information exchange,
which is at the basis of the shared decision-making process between
patient and physician, creates significant complexity, and it lacks
a clear uniform solution. From this point of view, the AI’s lack
of explainability does not create an entirely “new” problem, but it
does further aggravate the issue as the physician will struggle with
understanding the meaning of the machine’s output and thus with
the two-way information exchange.

2 Leslie at al. state that Decision-Automation Bias occurs when
“implementers defer to the perceived infallibility of the system and thereby
become unable to detect problems emerging from its use for reason of
a failure to hold the results against available information.” In Automation-
Distrust Bias, instead, “users of an automated decision-support system may
tend to disregard its salient contributions to evidence-based reasoning
either as a result of their distrust or skepticism about AI technologies
in general or as a result of their overprioritisation of the importance of
prudence, common sense, and human expertise” (14).

3 Unpredictability can be defined as the “inability to precisely and
consistently predict what specific actions an intelligent system will take
to achieve its objectives, even if we know [the] terminal goals of the
system” (35).
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4 Why explainability should or
should not be pursued

It is important to question whether explainability is a truly
significant objective from a practical viewpoint, and if so, to what
extent, i.e., how explainability should be balanced with other
interests in case of conflict. Explainability, in fact, sometimes
requires a trade-off, e.g., with accuracy (17).

A study by Nagendran et al. (18) aimed at assessing how
additional information influences doctors’ prescriptions, found that
while AI is extremely influential, explainable AI (XAI) is not more
influential than AI by itself. It was also found that there was
no correlation between self-reports of the influence of XAI and
actual influence. While not many studies of this kind have been
conducted, it is important to reflect on whether an explanation
would concretely be beneficial from the physician’s standpoint or
whether it only appears to be needed because of preconceived
notions.

It must be highlighted that, even if XAI did not have significant
influence over physicians, it would still be necessary for the correct
implementation of evidence-based medicine4 (EBM), which is
considered to be the “golden standard” of medicine (19). “Informed
choice”, to be considered valid, should always be based on EBM
(16). Without explainability, in fact, one could not verify whether
the decision was taken based on a correct interpretation of relevant
guidelines and literature. It is crucial to keep in mind that in
many legal systems (both in the US (20) and in the EU (21)) EBM
plays a significant role in the assessment of medical malpractice.
Being able to check what scientific studies were specifically recalled
to produce a certain output, could reassure physicians that their
decision abides by the “golden standard”, and thus that they are
unlikely to face liability. In this sense, explainability could still
impact physicians’ trust and reduce defensive medicine practices,
consequently favoring more widespread AI uptake and overall
better results for the healthcare system.

When it comes to patients it is, instead, undoubtable that
understandable information has intrinsic value since it is crucial in
protecting patient autonomy. In this sense, explainability certainly
acquires relevance, and it cannot be disregarded. The physicians
will have to continue to intermediate between medical knowledge
and patient, as they always have done, even when such knowledge is
the result of automated processing, and XAI can ease this process.
Once again, it should be pointed out that whenever “informed
choice” is found to be lacking, the physician could be liable.
Shared decision-making is linked with greater compliance with
the treatment plan (22), as well as overall better health outcomes
and levels of satisfaction (23). Predictably, it has long been
demonstrated that inadequate physician-patient communication is
among the primary reasons for lawsuits against physicians when
an adverse outcome occurs (24, 25). It must also be remarked that
defensive medicine goes hand in hand with perceived exposure to
patient complaints (26, 27). Since implementing informed choice,
through better physician-patient communication, can potentially
reduce medical malpractice lawsuits, it may also discourage

4 The idea behind EBM is that that the best results can be obtained from
a combination of evidence hierarchy and clinical practice guidelines, thus
placing great weight and value on medical literature (36).

physicians from engaging in defensive medicine practices. In light
of all of this, guaranteeing patient autonomy not only serves an
ethical purpose but can also influence physician behavior.

For the very sake of patients, though, it must also be
questioned whether in certain cases they would prefer to sacrifice
explainability in the name of better performance. This choice
might theoretically be left for them to make e.g., by asking the
patient to choose between a highly-accurate yet unexplainable
system and a more understandable yet less successful one. It is
questionable whether presenting this choice and informing the
patient of the benefits and risks of each option could, in itself, fulfill
the requirements of “informed choice”. Insofar as AI healthcare
systems are not validated by the scientific community, in such a
way that they themselves constitute evidence-based medicine, this
solution seems insufficient.

5 The EU legal framework

The uncertainty surrounding explainability is of particular note
considering that it is debated whether it should be considered a
legal requirement or not. Explainability itself is rarely mentioned
by the EU legislator, as most of the focus tends to be placed on
transparency instead.

Art. 22 of the General Data Protection Regulation (GDPR)
(28), which regulates automated decision-making, does not impose
transparency. Recital (71) does mention a “right to an explanation”,
but it is not mandatory, and could be more easily interpreted
as a mere recommendation to the developers of AI to provide
explanatory information (29). Art. 22.3 does demand, in the
exceptions mentioned by Art. 22.2.a and 22.2.c, suitable measures
to guarantee a right to human intervention, to express his or her
point of view, and to contest a decision, all of which fall partly in
line with the need for explainability. Articles 13 and 14 of the GDPR
also impose informational duties, namely about the existence of
automated decision-making, meaningful information about the
logic involved, and the significance and envisaged consequences
of the data processing. It is unclear what such information should
consist of.

The recently approved AI Act affirms the principle of human
oversight for high-risk systems (Art. 14), which to be truly enforced
would require a certain degree of explainability. It also provides a
duty of transparency that is tailored based on the risk level (13).
For high-risk systems, for example, Art. 13 states that sufficient
transparency shall be provided to those using the system under
their authority. It is interesting to note that Art. 13 prescribes
that instructions for use should contain information about “the
technical capabilities and characteristics of the high-risk AI system”
so as to “provide information that is relevant to explain its output.”

Moreover, Art. 86 of the AI Act (Right to explanation of
individual decision-making), provides affected persons subject to
a decision which is taken by the deployer on the basis of the output
from a high-risk AI system, the right to obtain from the deployer
clear and meaningful explanations of the role of the AI system in
the decision-making procedure. However, such provisions provide
a right to an explanation only of the role of the AI, not of the
functioning or the output produced by the system. Furthermore,
it concerns only a limited list of high-risk systems, which does not
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include most of the AI systems used in healthcare, and in particular,
does not include medical devices having an AI component.

The legislator has failed to provide specific requirements
concerning explainability. This is largely due to the precise
fact that explainability is still of somewhat debatable usefulness
and, more importantly, that there is no consensus on what
it should consist of, as the type of required explanation
might change depending on both the context and the
envisioned recipient.

6 Potential XAI solutions

Attempts have been made to build “white box” or “glass box”
models which, as the names suggest, aim at transparency in the
reasoning process of the machine. Approaches have been proposed
both by computer scientists and social scientists, the latter are
especially aimed at lay people who do not have specific technical
knowledge of AI systems.

A classic distinction that can be drawn is between intrinsic and
post hoc explanation. In intrinsic explanations, it is the model itself
that is structured in a way that makes it understandable. Post hoc
explanations are instead obtained through external methods when
analyzing the model (30).

Another possible classification is that between feature-based,
textual, and example-based explanations (30). What could be a
particularly interesting explanation for physicians would be a
contrastive explanation, which pinpoints the features that have
most influenced the outcomes and what values would have led
to different results (6). This might, in fact, help reconstruct what
would have been the logical process of a human, thus making it
easier for the physician to decide whether he agrees or not with such
reasoning.

A particular type of explanation that can be recalled is also
that of the heat map. This post-hoc explanation that is used in
medical imaging can show the areas of the image that the AI
has concentrated on in determining its conclusion (31). This may
help physicians who, through the analysis of said maps, could
understand what the machine has reasoned on, allowing for some
understanding of the algorithm. At the same time, some authors
have pointed out that it is actually quite difficult to interpret
these maps, and that humans tend to pick and choose among
the information they’re shown, to confirm their preconceived
hypothesis (32).

A problem that almost all explanation models share is that
they are not properly tested for their effectiveness and that they
usually leave a gap in the interpretation process, that is left to
the human’s intuition to fill (e.g., bridging the gap between what
the machine looked at, and why it did) (31). Though subject-
centric, tailored explanations, focused on singular outcomes (local
explanations) would be the most beneficial option for stakeholders,
it seems that explanations are currently better suited for verifying
the overall functioning of the machine (global explanations), e.g.,
determining whether the AI is focusing on relevant data or meta-
data (31).

Finally, an additional problem that has been highlighted by
the literature (among them, Nazir et al.) (33) is the so-called
trade-off between model accuracy and model interpretability that

usually characterizes ML approaches. Despite the fact that a lack of
interpretability does not necessarily prevent explainability, it may
still make it less complete or effective (34).

7 Conclusion

The lack of explainability of AI systems further complicates
pre-existing issues in the human-machine relationship that have
long been discussed in the healthcare field. Though it seems
that, at times, the relevancy of these issues is somewhat over-
estimated, it is undeniable that solving them would be beneficial in
clinical care. Effective XAI would help in pursuing evidence-based
medicine solutions and productive information exchanges between
physician and patient, which are both fundamental features of the
“informed choice” approach. These elements are not only relevant
in themselves, but they also participate in shaping the behaviors of
physicians, due to the possible consequences in terms of liability,
and thus have an immediate and direct effect on the healthcare
system as a whole.

XAI encompasses a variety of approaches, all of which seem so
far to be somewhat unsatisfactory. The focus, when it comes to the
healthcare sector, should be on allowing physicians to reconstruct
what factors were crucial in reaching the output, so as to allow them
to better evaluate the conclusion itself.
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