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Viral Regulation on Bacterial Community Impacted by Lysis-Lysogeny Switch: A Microcosm Experiment in Eutrophic Coastal Waters
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Marine viruses are major drivers of global biogeochemical cycles and energy fluxes, yet the importance of viral impacts on the succession and diversity of the bacterial community remains largely unexplored. Here, we explored viral life strategy and its potential effect on the bacterial community by experimental incubations of eutrophic coastal waters under lysogen-induced and non-induced treatments. The lysogen-induced treatment showed relatively constant viral and bacterial abundances, lytic and lysogenic viral production throughout the experimental period, together with the progressive declines in not only the relative abundances for SAR11, Rhodobacteraceae, Alteromonadaceae, and SAR86 but the bacterial community diversity. Conversely, the non-induced treatment observed the marked variation in the abundances of viruses, bacteria and cells with high nucleic acid content over the time course of incubation, which was congruent with the drastic shift in lytic and lysogenic viral production as well as the succession of bacterial community. Our results supported the hypotheses that a high level of lysogeny would occur with the increasing density of bacteria with rapid growth rate, which may contribute to a relatively lower host community diversity, whereas the lysogeny to lysis switching would fuel growth opportunities for less-active or initially rare bacterial taxa and generate a more diverse bacterial community. Altogether, the present study underscored the crucial regulatory role of the viral lysis-lysogeny pattern in bacterial community dynamics, composition and diversity, highlighting the viral impact on the microbial food web and biogeochemical processes.
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INTRODUCTION

Microbes are the keystone in marine ecosystem functions and play a central role in the microbial food web and elemental cycling in the ocean (Falkowski et al., 2008). Viruses manipulate microbe-driven biogeochemical processes by exerting a pivotal impact on microbial dynamics, metabolism, evolution, and community composition (Suttle, 2007; Zhang et al., 2007; Dell’Anno et al., 2015; Hurwitz and U’Ren, 2016; Cai et al., 2019). As important agents that transform the microbial biomass into dissolved organic matter by viral shunt (Wilhelm and Suttle, 1999), viruses greatly affect ocean carbon sequestration through biological and microbial carbon pumps (Suttle, 2005; Jiao et al., 2010; Laber et al., 2018). The impacts of viruses on the microbial community are mostly constrained by the patterns in viral life strategy (Weinbauer, 2004; Paul, 2008; Howard-Varona et al., 2017). Lytic viral infection is characterized by rapid production of new viral particles upon the lysis of the host, whereas lysogenic infection allows integration of temperate viruses into the host’s replicon (which remain as prophages within the bacteria called lysogens) that impacts host metabolism but can cause host lysis if the lytic cycle is triggered (Jiang and Paul, 1996; Salmond and Fineran, 2015).

Most previous studies of virus-host ecological interactions have focused on lytic viral infection and the subsequent impact of virus-mediated mortality on the microbial food web (Winget et al., 2011; Rastelli et al., 2016; Keshri et al., 2017; Liu H. et al., 2017; Wei et al., 2019). Generally, ecosystems with a higher bacterial abundance or activity would support a higher level of lytic viral production (lytic VP) (Rowe et al., 2008; Winget et al., 2011; De Corte et al., 2012) following the well-known density-dependent “Kill-the-Winner” model, indicating that viruses prefer to lyse the more dominant and rapidly growing microbes (Thingstad and Lignell, 1997; Winter et al., 2010). Conversely, a higher level of lysogenic viral production (lysogenic VP) usually appears with a lower bacterial abundance or activity in marine ecosystems, and lysogeny has been previously hypothesized to be a preferable survival strategy for both the virus and the host in harsh environments (Paul, 2008; Payet and Suttle, 2013; Brum et al., 2016; Chen et al., 2019). Recently, a newly proposed “Piggyback-the-Winner” model suggested that lysogeny would also be increasingly favored with a higher microbial density or activity (Knowles et al., 2016; Coutinho et al., 2017). This new insight into marine lysogeny contrasted with the traditional understanding of viral dynamics and their interactions with host microbes (Weinbauer, 2004; Paul, 2008; Winter et al., 2010), and revealed the intricate nature of marine lytic and lysogenic virus-host interactions. Thus, more research works is needed to unveil the roles of the viral lysis-lysogeny pattern in regulating the bacterial community.

High viral lysis pressure on the host has been confirmed to exert a major impact on bacterial diversity and the community structure through suppressing fast-growing bacteria, which are more vulnerable to viral attack (Malits and Weinbauer, 2009; Pradeep Ram and Sime-Ngando, 2008, 2010; Pradeep Ram et al., 2016; Liu H. et al., 2017). This process potentially provides growth opportunities for initially rare microbial populations and generally contributes to a more diverse host community (Thingstad and Lignell, 1997; Winter et al., 2010). However, the relative importance of lysogenic viral infection in influencing the bacterial community remains largely unclear (Weinbauer, 2004; Howard-Varona et al., 2017). There is a growing evidence that lysogeny may confer a better fitness in terms of competitiveness, virulence and resistance to environmental stress (Wang et al., 2010; Touchon et al., 2016; Ahmad et al., 2017; Lai et al., 2018). Consequently, lysogenic fitness, such as better growth efficiency, has been predicted to lead to a bacterial community dominated by lysogens, which are less affected by lytic virus attack through superinfection immunity (Weinbauer, 2004; Salmond and Fineran, 2015; Argov et al., 2017; Coutinho et al., 2017). This hypothesis suggests roles of lysogeny as a double-edged sword in regulating the bacterial community in which it not only functions as a “time bomb” through its lysogen-induced killing effect but also promotes a “win-win” strategy to help the host survive and compete (Paul, 2008; Howard-Varona et al., 2017; Breitbart et al., 2018).

Hence, to explore the patterns and relative importance of lytic and lysogenic virus-host interactions and their potential effects on functioning of the bacterial community, experimental incubations of natural coastal seawater under lysogen-induced and non-induced treatments were conducted in microcosms. The results will contribute to the exploration of the unresolved question of whether the viral lysis-lysogeny pattern triggers diversity changes and succession in marine bacterial community.

MATERIALS AND METHODS

Experimental Set-Up

Seawater for the experiment was collected from a depth of approximately 1 m on April 20, 2016, from Xiamen Bay (24.5152°N, 118.2887°E; Supplementary Figure S1). Starting in 2012, we conducted long-term monthly observations at Xiamen Bay (Chen et al., 2019). The sampling site for this study was located at the eutrophic coastal region facing a lower riverine input and terrigenous pollution according to our previous investigations (Liu L. et al., 2017; Wang et al., 2019). The collected eutrophic coastal waters were characterized by a temperature of 18.80°C and salinity of 28.80 (determined by the YSI Professional Plus multiparameter meter, Yellow Springs, OH, United States). The nutrient concentrations (measured by the PowerMon Kolorimeter AA3 instrument; Bran-Luebbe, Charlotte, NC, United States) had values of 3.23 ± 0.12, 47.08 ± 5.29, 1.17 ± 0.02, and 51.82 ± 3.02 μmol L-1 for [image: image], [image: image], [image: image], and [image: image], respectively, which were compatible with the values previously reported for Xiamen Bay (Liu L. et al., 2017; Chen et al., 2019; Wang et al., 2019).

A total of 40 L of coastal seawater was collected in polycarbonate carboys that were previously treated with 0.1 N HCl for at least 48 h and rinsed with the sampled seawater. The collected seawater was filtered through a 3 μm polycarbonate filter (Millipore, Billerica, MA, United States) to reduce the presence of zooplankton or protists and then pooled together in a larger acid-washed tank and distributed into four acid-washed 10 L polycarbonate bottles (Nalgene, United States) that served as the experimental microcosms. The experimental design consisted of a lysogen-induced treatment in which mitomycin C (final concentration of 1 μg L-1; Sigma-Aldrich, United States) was added to the replicated 10 L to induce the prophages into the lytic cycle; for the non-induced treatment, the other replicated microcosms were maintained without the mitomycin C addition. The microcosm incubation experiment was conducted in the dark for 8 days in a temperature-regulated room (set at 20 ± 1°C). During the incubation time course, subsamples were collected from each microcosm to monitor changes in the nutrient concentrations, viral and bacterial abundances, viral production and the bacterial community composition. Since previous studies have revealed that the induced prophages can retain lytic activity to bacterial community (James et al., 2012, 2014; Hammerl et al., 2016) or newly establish lysogeny via integrated into non-lysogenic bacteria (James et al., 2012; Hoai et al., 2016) and re-infect host bacteria to lysogenization (Williamson et al., 2001), both lytic VP and lysogenic VP were measured in not only non-induced treatment but lysogen-induced treatment during incubation to better determine the viral dynamics. The nutrient concentrations at each treatment were quite constant throughout the experiment (Supplementary Figure S3), indicating that bacterial growth and viral production were not nutrient-limited during the incubation. This result validated previous findings that microbial activities were less reliant on the nutrients in eutrophic coastal waters (Findlay et al., 1991; Iriarte et al., 2003).

Viral and Bacterial Abundances

During the 8-days incubation, subsamples of 2 mL were collected with a high-frequency sampling during the first 48 h (every 3 h at first 6 h and then every 6 h) and almost daily afterward (every 12 h before 72 h of incubation and then every 24 h) from each microcosm to determine the viral and heterotrophic bacterial abundances by flow cytometry as previously described (Marie et al., 1999; Liang et al., 2014). The samples were fixed with glutaraldehyde to a final concentration of 0.5% at room temperature for 15 min in the dark. After flash freezing in liquid nitrogen, the samples were stored at –80°C for later analysis. Viruses were counted (Supplementary Figure S2A) using the Epics Altra II flow cytometer (Beckman Coulter, United States) with a blue laser emitting at 488 nm after staining with SYBR Green I (Molecular Probe, United States). Fluorescent beads (Molecular Probes) with a diameter of 1 μm were added as an internal standard. The heterotrophic bacterial abundance was also measured by flow cytometry (Accuri C6, Becton and Dickinson, United States) after staining with SYBR Green I. Additionally, the flow cytometric plots of bacteria allowed to distinguish two major subgroups consisting of cells with high nucleic acid (HNA) and low nucleic acid (LNA) contents (Gasol et al., 1999; Garcia et al., 2018). Hence, the abundances of the HNA and LNA cells were also counted during the analysis (Supplementary Figure S2B). All flow cytometric data analyses were performed with the FlowJo vX.0.7 software (Tree Star, United States).

Lytic and Lysogenic Viral Production

Lytic VP and lysogenic VP were measured at days 0, 1, 2, 5, and 8 of the experiment using the viral reduction approach and prophage induction assay (Wilhelm et al., 2002; Paul and Weinbauer, 2010; Weinbauer et al., 2010). Briefly, an approximately 500 mL water sample from each microcosm was filtered using tangential flow filtration (TFF) with a 0.22 μm pore-size polyvinylidene difluoride cartridge (Labscale, Millipore, United States) to generate a 50 mL bacterial concentrate and ca. 400 mL filtrate. Virus-free water was obtained by filtering the 0.22 μm filtrate with a 30 kDa polysulfone cartridge (Millipore). The bacterial concentrate was diluted with virus-free water and then gently mixed, distributed into four 50 mL sterile tubes and incubated at in situ temperature in the dark. Two of the tubes were kept without any manipulations to measure lytic VP, whereas mitomycin C (final concentration of 1 μg mL-1) was added in the other two tubes as the inducing agent for the viral lytic cycle to measure lysogenic VP. Subsamples of 1 mL in replicate for bacterial and viral enumeration were taken at 3 h intervals during the 24 h incubation period and counted by flow cytometry.

The viral production rate was calculated using the online program VIPCAL1 (Luef et al., 2009). Briefly, the rate of viral accumulation in the control tubes (without mitomycin C addition) under a reduced natural viral abundance could represent lytic VP. Lysogenic VP was calculated as the difference between the viral increase in the mitomycin C-treated and the control tubes. Since a loss or increase could occur among a portion of the bacteria during the bacterial concentration process, lytic VP and lysogenic VP were multiplied by the bacterial correction factor to compare viral production rates from different microcosms and sampling dates. This factor was calculated by dividing the initial bacterial abundance from different sampling dates of the microcosms by the bacterial concentrations of the tubes at the beginning of the viral production measurements.

DNA Extraction, Sequencing and Analysis of the Bacterial Community

The bacterial community DNA used for the molecular analysis was obtained after 0, 1, 2, 5, and 8 days of incubation. Approximately 500 mL of seawater from each microcosm was collected onto 0.2 μm pore-size polycarbonate filters (47 mm, Millipore, United States) by vacuum filtration, flash frozen in liquid nitrogen and stored at -80°C. DNA was extracted using the PowerSoil DNA Isolation Kit (MoBio Laboratories, United States) following the manufacturer’s protocol. The V3-V4 hypervariable region of the bacterial 16S rRNA gene was used to evaluate the bacterial community composition by high-throughput sequencing with the primer pair 341F (5′-CCTAYGG GRBGCASCAG-3′) and 806R (5′-GGACTACNNGGGTATC TAAT-3′) complemented with sample-specific barcodes. The amplicons were sequenced with an Illumina MiSeq (Illumina, San Diego, CA, United States). Sequences that contained more than one ambiguous nucleotide that did not have a complete barcode and primer at one end or that were shorter than 200 bp after removal of the barcode and primer sequences were eliminated. Chimeric sequences were also identified and removed. After the quality filtering, denoising and removal of potential chimeras, a total of 724,533 high-quality sequences were retrieved. These paired-end sequences were clustered into operational taxonomic units (OTUs) based on an identity cutoff of 97% similarity and the taxonomy was assigned in Mothur (v.1.36.1) using the Silva 119 reference database (Schloss et al., 2009; Quast et al., 2013). The alpha diversity indices, including richness and the Shannon diversity index, were calculated from the OTUs. All sequencing data are available at the NCBI Sequence Read Archive (SRR8932524 to SRR8932543) under BioProject PRJNA533816.

Statistical Analysis

The Shapiro–Wilk W test for data normality was applied prior to the analysis, and the data were log-transformed to meet normality when necessary. One-way analysis of variance (ANOVA) was performed with the SPSS 24.0 software (SPSS Inc., United States) to test significant differences of the lytic VP, lysogenic VP, bacterial community richness and Shannon diversity index among the different sampling dates. If significant differences (P < 0.05) were observed, the post hoc Tukey’s test was also performed. The Bray–Curtis similarities between different bacterial communities were calculated using PRIMER 6 (Primer-E, Plymouth, United Kingdom). Permutational analysis of multivariate variance (PERMANOVA) with 9999 permutations was also conducted by PRIMER 6 to assess significant difference among bacterial communities from different sampling dates. The Linear regression model was used in GraphPad Prism 7 (GraphPad, CA, United States) to characterize the following information (i) the relationships among viral, bacterial, HNA and LNA cell abundances; (ii) the relationships between viral production (lytic VP and lysogenic VP) and the host abundances (bacteria, HNA, and LNA cells).

RESULTS

Viral and Bacterial Abundances

In the non-induced treatment, the bacterial abundance exhibited net growth during the first 24 h, with an increase from 0.95 ± 0.17 × 106 cells mL-1 at the beginning to 3.33 ± 0.40 × 106 cells mL-1 (Figure 1A), followed by a sharp decrease that reached 2.40 ± 0.26 × 106 cells mL-1 at 36 h. After a slight recovery before 60 h, a continuous decline of the bacterial abundance was recorded. The viral abundance did not follow this pattern, with an initial value of 3.06 ± 0.31 × 106 mL-1 that remained relatively stable to 36 h (Figure 1B). Thereafter, an abrupt 1.5-fold increase in the viral abundance from 2.79 ± 0.18 × 106 mL-1 to 4.23 ± 0.20 × 106 mL-1 was observed at 48 h, and then viruses continued to grow and reach a peak at 60 h. Consequently, this dynamic pattern of bacteria and viruses leaded to the virus-to-bacteria ratio showed a drastic decrease before 36 h, followed by a continuous ascent during the incubation in the non-induced treatment (Figure 1C). However, in the lysogen-induced treatment, the bacterial abundance varied slightly during the time course of incubation (Figure 1A). Similarly, the viral abundance and virus-to-bacteria ratio also did not show much variation over the whole duration of the experiment (Figures 1B,C).
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FIGURE 1. Dynamics overtime of the bacterial abundance (A), viral abundance (B), virus-to-bacteria ratio (C), high nucleic acid (HNA) cells (D), low nucleic acid (LNA) cells (E) and the percentage of HNA cells (F) in the non-induced and lysogen-induced treatments. The error bars are indicated as standard deviation (SD).



The total bacteria were divided into two subgroups (HNA and LNA cells) using flow cytometry analysis. The HNA cells presumably represent a more active fraction of the community than the LNA cells (Gasol et al., 1999; Vila-Costa et al., 2012). Generally, the dynamics in the abundance of HNA cells mirrored that of the total bacterial abundance (Figure 1D), with a sharp increase from 0.34 ± 0.11 × 106 cells mL-1 (0 h) to 2.34 ± 0.24 × 106 cells mL-1 (24 h) and then a dramatic decline over the course of the incubation in the non-induced treatment, along with an overall decline in the lysogen-induced treatment. The abundance of LNA cells in the non-induced treatment, which had an initial value of 0.61 ± 0.07 × 106 cells mL-1, stayed relatively stable during the first 36 h and showed net growth to reach a peak at approximately 60 h (Figure 1E). Ranging between 0.64 ± 0.02 × 106 and 1.19 ± 0.15 × 106 cells mL-1, the abundance of LNA cells in the lysogen-induced treatment was more stable. Consequently, the percentage of HNA cells within the total bacteria followed the dynamics of the total and HNA bacterial abundances (Figure 1F), with the contribution in the non-induced treatment reaching a peak as high as 70.75% at approximately 24 h and an overall decrease in the lysogen-induced treatment. Although the viral abundance over the course of the experiment showed no apparent correlation with the total bacterial abundance (Figure 6A), the dynamics of the viral abundance for each treatment was significantly negatively associated with the HNA abundance (Figure 6B and Supplementary Table S1).

Lytic and Lysogenic Viral Production

In the non-induced treatment, the sharp increase in the total bacteria and HNA abundances but invariant viral abundance after a short-term 24 h incubation coincided with a 3.2-fold increase in lysogenic VP (from 0.21 ± 0.03 × 105 mL-1 h-1 at 0 h to 0.65 ± 0.12 × 105 mL-1 h-1 at 24 h; P = 0.008; ANOVA) and unchanged lytic VP (0.18 ± 0.003 × 105 mL-1 h-1 at 0 h to 0.17 ± 0.01 × 105 mL-1 h-1 at 24 h) (Figure 2A). Conversely, a significant 4.7-fold increase in lytic VP (reached 0.82 ± 0.05 × 105 mL-1h-1; P = 0.001, ANOVA) but a reduction in lysogenic VP (reached 0.54 ± 0.11 × 105 mL-1h-1) was detected at 48 h, corresponding to a substantial increase in the viral abundance but a drop in the total bacteria and HNA abundances. Afterward, viral production suffered a slight continuous decline throughout the experiment, reaching 0.47 ± 0.05 × 105 mL-1h-1 for lytic VP and 0.41 ± 0.03 × 105 mL-1h-1 for lysogenic VP at 192 h. In the lysogen-induced treatment (Figure 2B), lytic VP varied slightly throughout the experimental period (between 0.17 ± 0.003 × 105 mL-1h-1 and 0.29 ± 0.11 × 105 mL-1h-1). With an initial value of 0.20 ± 0.02 × 105 mL-1h-1, lysogenic VP also remained relatively constant during the whole time course of incubation (between 0.19 ± 0.02 × 105 mL-1h-1 and 0.31 ± 0.01 × 105 mL-1h-1).


[image: image]

FIGURE 2. Dynamics overtime of lytic and lysogenic viral production in the non-induced treatment (A) and the lysogen-induced treatment (B) and the richness and Shannon diversity index in the non-induced treatment (C) and the lysogen-induced treatment (D). The error bars are indicated as standard deviation (SD). One-way analysis of variance (ANOVA) with Turkey’s HSD post hoc test was used to compare the viral production, richness and Shannon diversity index at the different sampling time points. Samples with the same letters (a, b, c, d, and e) denote values that are significantly different (P < 0.05).



The total bacterial abundance was significantly positively correlated with lysogenic VP in the non-induced treatment (R2 = 0.991, P < 0.001; linear regression), showing that more lysogeny occurred in the presence of more bacteria (Figure 6D and Supplementary Table S1). Similarly, a trend for a positive correlation was found between the HNA cells and lysogenic VP in the non-induced treatment (Figure 6E, R2 = 0.686, P = 0.083; linear regression), whereas the abundance of LNA cells was significantly positively correlated with lytic VP (Figure 6F, R2 = 0.794, P = 0.042; linear regression). No significant correlation was recorded between viral production and the total bacterial, HNA and LNA cells abundances in the lysogen-induced treatment.

Bacterial Community Composition

The bacterial community composition at the beginning of the experiment was dominated by Alphaproteobacteria (52.16%), followed by Gammaproteobacteria (27.11%), Bacteroidetes (9.31%) and Betaproteobacteria (6.32%) (Figure 3A). After 24 h of incubation, the relative abundances of Alphaproteobacteria (33.44%) and Betaproteobacteria (2.45%) declined in the non-induced treatment, whereas those of Gammaproteobacteria and Bacteroidetes increased to 38.97 and 21.81%, respectively. With the increasing incubation time, the relative abundances of Alphaproteobacteria and Betaproteobacteria recovered in the non-induced treatment, whereas Gammaproteobacteria and Bacteroidetes showed a continuous decrease. In contrast, the relative abundance of Epsilonproteobacteria in the lysogen-induced treatment was compatible with that of the dominant Alphaproteobacteria after 24 h (29.78%) and 48 h (29.75%) of incubation, whereas a sharp decline to less than 3% was noted at 120 h and 192 h of incubation.
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FIGURE 3. Bacterial community composition derived from 16S rRNA gene sequencing data demonstrating the relative abundances of the bacterial taxa at the class level (A) and family level (B) during incubation. Taxa comprising >1% of the total number of sequences are shown.



At the family level, a larger shift in the bacterial community composition than at the class level was observed over the incubation (Figure 3B). The relative abundances of Cryomorphaceae, Alteromonadaceae, SAR86, and Rhodobacteraceae dominated the community (each population >10%) at 24 h in the non-induced treatment and showed substantial increases with 11.0, 5.0, 1.70 and 1.69-fold changes, respectively, relative to the beginning and to a greater extent than that of the initially dominant SAR11. However, the non-induced treatment showed a lasting drop in the relative abundances of Alteromonadaceae, Cryomorphaceae, Rhodobacteraceae, Flavobacteriaceae, and SAR86 and a continuous increase in SAR11 at the duration of incubation after 24 h of incubation, leading to a bacterial community structure similar to the initial status at the end of incubation (192 h). The relative abundances of SAR11, Rhodobacteraceae, Alteromonadaceae, and SAR86 showed continuous declines in the lysogen-induced treatment, whereas the Flavobacteriaceae and Campylobacteraceae were more abundant after 24 and 48 h of incubation, which was in contrast to the bacterial community dominated by Hyphomicrobiaceae after 120 and 192 h of incubation.

Bacterial Community Diversity and Succession

Analysis of the alpha-diversity metrics (richness and the Shannon index) also indicated a lasting transition in bacterial diversity during the experiment in the lysogen-induced treatment, with a progressive decline in the diversity index over time (Figure 2D). In contrast, a substantially different shift in the Shannon index was observed in the non-induced treatment (Figure 2C), with a significant drop at 24 h (from an initial value of 4.54 ± 0.03 to 4.22 ± 0.09; P = 0.03, ANOVA) that was in contrast to the significant increase from 24 to 48 h (4.54 ± 0.03; P = 0.03, ANOVA). To estimate beta-diversity among the bacterial communities, the cluster analysis was performed based on Bray–Curtis similarities (Figure 4). Bacterial communities after 24 and 48 h of incubation in the non-induced treatment showed the significant difference with the initial status (P = 0.025 for samples at 24 h and P = 0.03 for samples at 48 h, PERMANOVA), while both samples after 120 h and 192 h of incubation were more similar to the initial bacterial community (P > 0.05, PERMANOVA). In the lysogen-induced treatment, conversely, the bacterial communities collected at 24 h was more similar to the initial sample (P > 0.05, PERMANOVA) than to those significantly different bacterial communities collected after a longer incubation (P = 0.01, 0.004, and 0.006 for samples at 48, 120, and 192 h, respectively, PERMANOVA).
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FIGURE 4. Clustering of bacterial communities from replicate samples over the course of incubation in the non-induced and lysogen-induced treatments based on Bray–Curtis similarities.



To explore the dynamic pattern of the abundant and rare bacterial members among the community during the incubation, we inspected the proportions of bacterial taxa that were initially abundant and rare OTUs or that subsequently became abundant and rare OTUs among the OTUs pools (Figure 5), following the abundance threshold definition from the previous study (Shen et al., 2018). The bacterial community at the beginning of the experiment harbored ca. 83% abundant and ca. 17% rare OTUs. Despite the large shift in the bacterial community composition (Figure 3), the booming bacterial and HNA abundances (Figure 1) and the markedly increased lysogenic VP (Figure 2) after 24 h of incubation in the non-induced treatment, only 5.17% of the initial rare OTUs at 0 h changed their statuses and became abundant at 24 h (Figure 5A). However, the proportion of subsequently abundant OTUs largely increased and retained a certain quota during the subsequent incubation in the non-induced treatment, reaching 16.74, 10.82, and 12.13% at 48, 120, and 192 h, respectively. In the lysogen-induced treatment, the proportion of subsequent abundant OTUs increased over time (Figure 5B), especially at 120 and 192 h when the Hyphomicrobiaceae and Comamonadaceae populations dominated the bacterial community.
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FIGURE 5. Dynamics overtime of the proportion of the abundant (relative abundance ≥0.1%) and rare OTUs (relative abundance <0.1%) among the overall OTUs pools in the non-induced treatment (A) and lysogen-induced treatment (B). The initially abundant and rare OTUs represent the abundant and rare OTUs at the beginning of the experiment (0 h). Among the total abundant OTUs, the subsequently abundant OTUs indicate that these abundant OTUs are not initially abundant at 0 h but are newly generated during incubation. Among the total rare OTUs, the subsequently rare OTUs indicate that these rare OTUs are initially abundant at 0 h but become rare OTUs after incubation.



DISCUSSION

Lysogenic Fitness Helps With Competition

In the non-induced treatment, the bacterial abundance after 24 h of incubation showed a sudden bloom that was mostly contributed by the HNA cells with a high proportion of HNA cells reaching 70.75% (Figure 1). Flow cytometric sorting have well characterized the HNA fraction, which was mostly composed of the more active members with high growth rates and activity, such as Rhodobacterales and Bacteroidetes groups. Conversely, the LNA cells were primarily represented by members predicted to have low adaptability and replication rates, such as SAR11 (Gasol et al., 1999; Schattenhofer et al., 2011; Vila-Costa et al., 2012; Baltar et al., 2016; Pradeep Ram et al., 2016). The fast-growing populations, especially taxa belonging to Alteromonadaceae and Rhodobacteraceae, which are major players in the drawdown of labile carbon in the ocean (Zheng et al., 2018), have been found to rapidly proliferate in response to environmental changes (Buchan et al., 2014). After 24 h of incubation, the strong increase in bacterial abundance and HNA cells together with the booming and dominance of rapidly growing populations, such as Alteromonadaceae, Cryomorphaceae, and Rhodobacteraceae, over the less-active SAR11 clade confirmed that the HNA cells were more active members and suggested that this subgroup was the winner in competing for resources (Figures 1, 3; Eilers et al., 2000; Suttle, 2007; Xu et al., 2013; Kirchman, 2016).

Although generally the metabolically active members of bacterial communities are considered as the preferable hosts for selective lytic viral infection to produce more viral progeny (Weinbauer, 2004; Suttle, 2005), the marked increase in active bacteria after short-term incubation did not stimulate lytic VP but instead significantly enhanced the lysogeny (Figure 2A). These results suggested that most of the appearing dominant fast-growing bacteria potentially belonged to lysogens, because lysogenic fitness might help lysogens compete and hence dominate the community. Previous study has revealed that bacteria with higher growth rates contained a higher frequency of prophages and were characterized as lysogens (Touchon et al., 2016). Additionally, compared to those of the non-lysogenic cells, lysogens are well documented to confer more fitness in terms of competitiveness, substrate utilization, biofilm formation, glycogen accumulation and resistance to environmental stress (Wang et al., 2010; Ahmad et al., 2017; Lai et al., 2018). In addition to the ability of prophages to change the phenotypic properties of their hosts, establishment of lysogeny also confers immunity against lytic attack by the same or close viruses, facilitating domination of the bacterial community by lysogeny (Weinbauer, 2004; Salmond and Fineran, 2015; Argov et al., 2017). These effects result in less lysis pressure through lysogenic superinfection immunity and a reduction in reproduction of viral progeny (Weinbauer, 2004; Paul, 2008; Bondy-Denomy and Davidson, 2014), leading to an invariant viral abundance and lytic VP during the bacterial bloom (Figures 1, 2).

Here, our results indicated that the benefits of lysogenic fitness also existed in natural bacterial assemblages, probably by helping lysogens confer selective advantages that would eventually become abundant. Viruses can “domesticate” their host microbes through lysogeny instead of killing them, resulting in a mutualistic “win-win” relationship rather than an antagonistic “arm race” for both of them, protecting the hosts from new viral infections by other viral populations (Breitbart, 2012; Thingstad et al., 2014). Hence, the higher abundance of bacteria with higher fraction of active members was coupled with more lysogenic infection and a reduction in the viral density (Figures 1–3). This finding was in contrast to the previously determined negative relationship between bacterial activities and the frequency of lysogenic cells found in natural or experimental conditions, especially in harsh marine environments (Jiang and Paul, 1996; Weinbauer, 2004; Paul, 2008; Payet and Suttle, 2013; Chen et al., 2019). Conversely, this finding agreed with the “Piggyback-the-Winner” model where high lysogeny could appear with a high abundance of the bacterial host that potentially has a higher growth rate (Knowles et al., 2016; Coutinho et al., 2017).

Lysogeny to Lysis Switching Fueled the Growth of Less Active Bacteria

Viral lysis has been confirmed as one dominant top-down control that regulates bacterial dynamics, potentially contributing to the mortality of up to 50% of the new bacteria produced daily (Suttle, 2005). Lysogeny can affect the bacterial community by expanding the distribution of lysogens via their acquired lysogenic fitness, however, the existence of lysogeny in the ecosystem may also serve as a “time bomb,” since the prophage will strongly shape the bacterial community structure by re-entering the lytic cycle when induced (Hewson and Fuhrman, 2007; Paul, 2008). The sharp drop in bacterial abundance (Figure 1), the proportion of HNA cells, the relative abundance of rapidly growing populations (Figure 3), such as Alteromonadaceae and Rhodobacteraceae, and the substantial increase in viral abundance after 36 h of incubation in the non-induced treatment together with the markedly enhanced lytic VP but reduced lysogenic VP (Figure 2), indicating the appearance of lysogeny to lysis switching that caused the major lysis event in the system.

The lysogeny to lysis switching was coupled with a shift in dominance from HNA to LNA cells and the continuous decline in the fractions of active members, such as Alteromonadaceae, but accumulation of slow-growing populations, such as SAR11 clade (Figures 1–3), leading to a situation in which more lytic VP would stimulate more LNA cells (Figure 6). These results suggested that selective removal of metabolically active bacterial assemblages through viral lysis could benefit the less active fraction, perhaps via the use of lysate for its growth and survival and reducing competition among the community (Xu et al., 2013; Sheik et al., 2014; Pradeep Ram et al., 2016). The highly inducible prophages caused massive cell lysis and the potential release of labile dissolved organic matter, thereby enhancing the utilization of this lysate by living bacteria and fueling heterotrophic recycling of organic carbon and nutrient regeneration within the microbial loop (Azam et al., 1983; Wilhelm and Suttle, 1999; Jiao et al., 2010). Consequently, the lysogeny to lysis switching triggered a growth opportunity for the originally rare bacterial taxa (Figure 5), suggesting that rare bacteria can become dominant when previously dominant bacterial are killed by viruses, following the “Kill-the-Winner” regulation hypothesis (Thingstad and Lignell, 1997; Winter et al., 2010).


[image: image]

FIGURE 6. Relationships between viral abundance and bacterial abundance (A), the abundances of HNA cells (B) and LNA cells (C). Relationships between viral production (lytic and lysogenic) and bacterial abundance (D), the abundances of HNA cells (E) and LNA cells (F). Only the linear regression with a significance level of P < 0.05 are shown in the graph.



Effects of the Viral Lysis-Lysogeny Pattern on the Bacterial Community

Heterogeneous mortality mediated by viral lysis is well reported to be crucial for both shaping the microbial community composition and diversifying bacterial species (Thingstad and Lignell, 1997; Weinbauer, 2004; Suttle, 2007). Previous field investigations and model studies on the influence of viral infection on dynamics in bacterial community composition and diversity have mostly focused on the lytic property and are mainly based on the assumption that viral lysis regulates the bacterial community structure as predicted by the “Kill-the-Winner” hypothesis (Thingstad and Lignell, 1997). According to this hypothesis, the fastest growing bacterial population is the most susceptible to viral-mediated mortality, and the viral lysis facilitates the release of cellular labile carbon resources that becomes available for less competitive species; in this way, bacterial diversity is promoted and community composition is changed (Winter et al., 2010; Thingstad et al., 2014). In contrast, the “Piggyback-the-Winner” hypothesis is based more on viral lysogenic infection providing another scenario in which a high level of lysogeny may reduce the bacterial diversity and also lead to the bacterial community succession, since lysogens that resist superinfection by relative viruses will become increasingly important and abundant among the bacterial community (Knowles et al., 2016). The significantly different bacterial community compositions were found tightly related to the viral lysis-lysogeny switch in the non-induced treatment (Figures 2–4), confirming the pivotal impact on bacterial community exerted by the dynamic pattern in both lytic and lysogenic viral infection. Compared to non-induced treatment, the induction of lysogens did substantially affect the bacterial growth and community composition, suggesting the significant impact of lysogeny on bacterial community. Such alteration might also be partially explained by the potential effect of inducing reagent itself on bacterial community since mitomycin C might inhibit bacterial growth and certain bacterial clades would be stimulated by undetermined compounds in the mitomycin C (Hewson and Fuhrman, 2007).

Our results observed the coupling of the viral lysis-lysogeny pattern and bacterial diversity, showing a high level of lysogeny accorded with dominance of active bacterial groups among the community with a lower bacterial Shannon index; in contrast, a higher bacterial Shannon index was found during the period with more viral lysis (Figure 2). The lysogen-dominant bacterial community would suffer a significant reduction in bacterial diversity, whereas the subsequent viral lysogeny to lysis switching due to prophage-induced direct killing of host bacteria would contribute to a dramatic increase in bacterial community diversity (Knowles et al., 2016; Pradeep Ram et al., 2016; Liu H. et al., 2017; Rastelli et al., 2017). During the experimental incubation, the succession of the bacterial community toward the initial status was observed after the lysogeny to lysis switching (Figures 3, 4), suggesting the importance of viruses in sustaining the bacterial community. Hence, our results strongly indicated that the “Kill-the-Winner” and “Piggyback-the-Winner” dynamic patterns occurred jointly rather than as mutually exclusive viral control strategies and thereby shaped the succession and dynamics of the bacterial community.

Taken together, this study contributed to understanding of the impact of the viral life strategy on the bacterial community, indicating that the benefits of lysogenic fitness probably helped lysogens confer selective advantages for competition and dominance in the community. Additionally, our findings noted that the influence of viral lysis-lysogeny switch on the bacterial community dynamics, composition and diversity could be more important than previously thought. Future investigations should focus on deepening information on the multiple factors affecting the viral lysis-lysogeny patterns and exploring the roles of lysogenic virus-host interactions in the functioning of the marine microbial communities and biogeochemical processes.
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