
Frontiers in Microbiology 01 frontiersin.org

TYPE Methods
PUBLISHED 22 February 2023
DOI 10.3389/fmicb.2023.1117027

DeepLBCEPred: A Bi-LSTM and 
multi-scale CNN-based deep 
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linear B-cell epitopes
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The epitope is the site where antigens and antibodies interact and is vital to 
understanding the immune system. Experimental identification of linear B-cell 
epitopes (BCEs) is expensive, is labor-consuming, and has a low throughput. Although 
a few computational methods have been proposed to address this challenge, there 
is still a long way to go for practical applications. We  proposed a deep learning 
method called DeepLBCEPred for predicting linear BCEs, which consists of bi-
directional long short-term memory (Bi-LSTM), feed-forward attention, and multi-
scale convolutional neural networks (CNNs). We extensively tested the performance 
of DeepLBCEPred through cross-validation and independent tests on training and 
two testing datasets. The empirical results showed that the DeepLBCEPred obtained 
state-of-the-art performance. We  also investigated the contribution of different 
deep learning elements to recognize linear BCEs. In addition, we have developed a 
user-friendly web application for linear BCEs prediction, which is freely available for 
all scientific researchers at: http://www.biolscience.cn/DeepLBCEPred/.
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1. Introduction

B cells are a class of leukocytes that are subtypes of lymphocytes in the immune system (Murphy 
and Weaver, 2012). B cells respond to foreign antigens by producing B-cell receptors that bind to the 
antigen (Murphy and Weaver, 2012). The sites where an antigen binds to an antibody are called 
epitopes (also known as antigenic determinants), which are specific pieces of the antigen. According 
to the structure and interaction with antibodies, epitopes can be grouped into conformational and 
linear epitopes (Huang and Honda, 2006). Conformational epitopes consist of discontinuous amino 
acid residues, and linear epitopes comprise contiguous amino acid residues. Identification of B-cell 
epitopes (BCEs) is not only essential for understanding the mechanisms of antigen–antibody 
interactions but also for vaccine design and therapeutic antibody development (Sharon et al., 2014; 
Shirai et al., 2014).

In contrast to labor-intensive and costly experimental methods, computational identification 
is cheap and high-throughput (Peng et al., 2022; Shen et al., 2022; Tian et al., 2022). Over the past 
decades, no less than 10 computational methods for predicting BCEs have been created 
(El-Manzalawy et al., 2008a, 2017; Ansari and Raghava, 2010; El-Manzalawy and Honavar, 2010; 
Jespersen et al., 2017; Ras-Carmona et al., 2021; Sharma et al., 2021; Alghamdi et al., 2022). The 
sequence is the simplest manifestation of protein but is pivotal for structure and function formation, 
and thus, the sequence compositions were frequently employed as a factor to identify BCEs (Chen 
et al., 2007; Singh et al., 2013). The sequence composition included but was not limited to the 
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physico-chemical profile (Ansari and Raghava, 2010), amino acid pair 
propensities (Chen et al., 2007; Singh et al., 2013), the composition–
transition–distribution (CTD) profile (El-Manzalawy et al., 2008b), the 
tri-peptide similarity and propensity score (Yao et  al., 2012), and 
subsequence kernel (El-Manzalawy et  al., 2008a). The sequence 
composition might not represent all characteristics of the BCEs because 
it lacks position-related or order-related information. Other 
representations such as evolutionary features (Hasan et al., 2020) and 
structural features (Zhang et al., 2011) were explored as a determinant 
for identifying BCEs. There are three key factors responsible for the 
accuracy of identifying BCEs: the number and quality of BCEs served 
as training samples, representations, and learning algorithms. Jespersen 
et  al. (2017) used the BCEs derived from crystal structures as the 
training set to improve prediction accuracy. Informative representations 
for BCEs are highly desirable but are too difficult to achieve in practice. 
Exploring new representations or combining various existing 
representations are two inevitable selections. Hasan et  al. (2020) 
employed a non-parametric Wilcoxon rank-sum test to explore 
informative representations, while Chen et al. (2007) proposed a new 
amino acid pair antigenicity scale to represent BCEs. New 
representations are not always more informative than existing 
representations, and searching for an optimal combination of 
representations is both time-consuming and not always efficient. The 
learning algorithm is another factor to consider when developing 
methods for BCEs recognition, which plays equivalent roles with 
representations. The effectiveness of the learning algorithm might 
be  associated with representations, that is, algorithms are 
representation-specific. It is ideal to search for an optimal scheme 
between algorithms and representations to enhance predictive 
performance. For example, Manavalan et  al. (2018) explored six 
machine learning algorithms as well as appropriate representations and 
proposed an ensemble learning algorithm for linear BCEs recognition. 
Recently, deep learning is emerging as the next-generation artificial 
intelligence, exhibiting powerful learning ability. Deep learning has 
made a great breakthrough in areas such as image recognition 
(Krizhevsky et al., 2017) and mastering Go game as well as protein 
structure prediction (Silver et al., 2017; Cramer, 2021; Du et al., 2021; 
Jumper et al., 2021). To the best of our knowledge, there are more than 
three deep learning-based methods for predicting BCEs (Liu et al., 
2020; Collatz et al., 2021; Xu and Zhao, 2022). Liu et al. demonstrated 
remarkable superiority of deep learning over traditional machine 
learning methods by cross-validation. Collatz et al. (2021) proposed a 
bi-directional long short-term memory (Bi-LSTM)-based deep learning 
method (called EpiDope) to identify linear BCEs. The EpiDope showed 
better performance in empirical experiments. Inspired by this, 
we improved EpiDope by adding a multi-scale convolutional neural 
networks (CNNs) to promote representation.

2. Dataset

We utilized the same benchmark datasets as BCEPS 
(Ras-Carmona et al., 2021) to evaluate and compare our proposed 
method with state-of-the-art methods. These datasets were initially 
extracted from the Immune Epitope Database (IEDB) (Vita et al., 
2015, 2019), a repository of experimentally validated B- and T-cell 
epitopes (Vita et al., 2010). Ras-Carmona et al. (2021) constructed a 
nonredundant dataset BCETD555 as the training set, which includes 

555 sequences of BCEs and 555 sequences without BCEs. The BCEs 
in BCETD555 consisted of linearized conformational B-cell epitopes 
(Ras-Carmona et al., 2021), obtained from the tertiary structure of 
the antigen–antibody complexes (Ras-Carmona et  al., 2021). 
Ras-Carmona et al. (2021) used CD-HIT (Li and Godzik, 2006) to 
reduce sequence redundancy by deleting epitope sequences with more 
than 80% homology. Two independent testing sets were downloaded 
directly from https://www.mdpi.com/article/10.3390/cells10102744/
s1 (Ras-Carmona et  al., 2021): one set is the ILED2195 dataset 
containing 2,195 sequences of linear BCEs and 2,195 sequences of 
non-BCEs and another set is the IDED1246 dataset containing 1,246 
sequences of BCEs and 1,246 sequences of non-BCEs. The ILED2195 
dataset and the IDED1246 dataset were retrieved from the experimental 
B-cell epitope sequences retrieved from the IEDB database (Vita et al., 
2015, 2019). All non-BCE sequences were extracted randomly from 
the same antigens as the BCEs.

3. Method

Figure 1 showed the schematic diagram of the proposed method 
DeepLBCEPred, which mainly consists of input, quantitative coding, 
embedding, feature extraction, and classification. Inputs are protein 
primary sequences that comprise 20 amino acid characters. For any 
sequences of less than a given length, we added the corresponding 
number of special characters ‘X’ at the end of it. Inputs were 
21-character text sequences. The character sequence must 
be converted into an integer sequence by quantization coding using 
a conversion table (Table  1) so that the integer sequence can 
be  embedded in a continuous vector using an embedding layer. 
Feature extraction includes two paralleling parts, one consisting 
mainly of the Bi-LSTM (Schuster and Paliwal, 1997) layer followed by 
a feed-forward attention layer (Raffel and Ellis, 2015) and another 
comprising multi-scale CNNs. Bi-LSTM (Schuster and Paliwal, 1997) 
was intended to extract the contextual semantics of the sequences, 
while the feed-forward attention (Raffel and Ellis, 2015) was intended 
to promote the semantic representation of protein sequences. CNNs 
at different scales reflect the representation of protein sequences at 
different scales. We used three different scale CNNs for extracting 
multi-scale features of sequences. The classification includes three 
fully connected layers, where the first has 64 neurons, the second has 
nine neurons, and the third has one neuron, which represents the 
probabilities of predicting inputs as BCEs.

3.1. Bi-LSTM

Long short-term memory (LSTM) (Hochreiter and Schmidhuber, 
1997) is a specific type of recurrent neural network (RNN). Long short-
term memory is capable of learning semantic relationships between 
long-distance words (Hochreiter and Schmidhuber, 1997). LSTM acts 
as a conveyor belt since it runs directly along the entire chain with only 
a few linear interactions (Hochreiter and Schmidhuber, 1997). At the 
heart of the LSTM is the cell state, which allows information to flow 
selectively by gate mechanisms (Hochreiter and Schmidhuber, 1997). 
There are three common gates: forget gate, input gate, and output gate. 
The forget gate is to determine how much information flows into the 
next cell state. The forget gate uses a sigmoid function to map the hidden 
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state and input variables into a number between 0 and 1. While 1 
represents all information to pass completely, 0 indicates that no 
information is passing through. The question of how much information 
is added to the state cell is determined jointly by the input gate and the 
candidate cell state. The hidden state is updated jointly by the cell state 
and the output gate. To capture bidirectional dependency between 
words, we  used Bi-LSTM (Schuster and Paliwal, 1997) to refine 
the semantics.

3.2. Feed-forward attention

Attention mechanisms have received increasing attention from the 
deep learning community due to better interpretability. Over the past 
5 years, many attention mechanisms have been proposed to facilitate the 
interpretation of representations, such as well-known self-attention 
(Vaswani et al., 2017), feed-forward attention (Raffel and Ellis, 2015), 
external attention (Guo et al., 2022), and double attention (Chen et al., 
2018). The attention mechanism is a scheme for assigning weights to 
different parts. Here, we employed feed-forward attention (Raffel and 
Ellis, 2015) for improving semantic representation. The attention weight 
was computed by
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3.3. Multi-scale CNNs

CNNs are one of the most popular machine learning algorithms and 
thus have extensively been applied for image recognition. CNNs are 
mainly comprised of two elements: a convolutional layer and a pooling 
layer. At the heart of the CNNs is convolutional operation, which is to 
multiply the convolutional kernel by the receptive field in an element-
wise manner and then sum them up. The convolution operation is 
accompanied by the activation function that produces a non-linear 
transformation. The activation function is associated with the efficiency 
and effectiveness of CNNs to a certain extent, and thus, selecting the 
appropriate activation function is critical to promote the performance 
of CNN. The commonly used activation function includes sigmoid, 
tanh, and rectified linear unit (ReLu). The convolutional kernel slides 
along the input to convolve with the receptive field to generate different 
feature maps. The convolutional kernel is shared by all the receptive 
fields in the same input and is the learnable parameter. The size of the 
convolutional kernel determines the different-scale characterization of 
the input. The larger size convolutional kernel reflects the global 
information, and the smaller size convolutional kernel discovers the 
local structure. To capture multi-scale characterization, we used multi-
scale CNNs. The pooling layer is a sub-sampling operation, which 
reduces the dimensionality of the representation and thus speeds up the 
calculation. The pooling includes max, average, overlapping, and spatial 

FIGURE 1

Schematic diagram of DeepLBCEPred.

TABLE 1 Conversion between amino acid and integer.

X A C D E F G H I K L M N P Q R S T V W Y

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
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pyramid pooling (Wang et al., 2012; He et al., 2015; Khan et al., 2020). 
The dropout layer is used to randomly drop out some connections with 
a given probability to reduce computation and avoid overfitting (Hinton 
et al., 2012).

3.4. Fully connected layer

The fully connected layer is similar to the hidden layer in the 
multilayer perceptron where each neuron is linked to all the neurons 
in the previous layer. The outputs of the attention layer and the CNNs 
are of more than one dimension and, therefore, must be converted into 
one dimension to link to the fully connected layer. We  used the 
flattened layer to bridge the fully connected layers and the non-fully 
connected layers. The flattened layers do not have any learnable 
parameters, and its actual task is to transform the shape of the data. 
We used three fully-connected layers. The first fully connected layer 
contains 64 neurons, the second contains 9 neurons, and the third 
contains only 1 neuron, which represents the probabilities of identifying 
inputs as BCEs.

4. Metrics

This is a binary classification question. The commonly used 
evaluation indices, namely, sensitivity (Sn), specificity (Sp), 
accuracy (ACC), and Matthews correlation coefficient (MCC), were 
employed to assess performance. Sn, Sp, ACC, and MCC were 
defined as follows:
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where TP stands for the number of correctly predicted BCEs, TN 
stands for the number of correctly predicted non-BCEs, FP stands for 
the number of the non-BCEs, which were in reality non-BCEs but were 
erroneously predicted as BCEs, and FN stands for the number of the 
BCEs, which were in reality BCEs but were erroneously predicted as 
non-BCEs. Sn, Sp, and ACC lie between 0 and 1. The more the value is, 
the better performance there is. MCC considers not only TP and TN but 
also FP and FN and thus is generally viewed as a better measure for 
imbalanced datasets. MCC ranges from −1 to 1. An MCC of 1 implies 
perfect prediction, 0 implies random prediction, and − 1 implies 
inverse prediction.

5. Results

Protein sequences of BCEs are of variable length, which is not 
favorable for subsequent sequence embedding. Therefore, we had to 
standardize the length of all BCEs sequences. The maximum length of 
BCEs sequences is 25, the average length is 16, and the minimum length 
is 11. We used 20% of the training BCEs in the training set to validate 
the effect of sequence length on the predictive performance. As listed in 
Table 2, the maximum length reached the best performance, followed 
by the average length and then the minimum length. Therefore, 
we uniformed all the sequences into a fixed length of 25.

Different scales reflect different scale characterization of the 
sequences. In this study, we used multi-scale CNNs. The combination of 
multi-scale CNNs is an optimal issue. To date, there is no scientific 
theory on how to effectively combine CNNs of different scales. In most 
cases, it relies on experience, especially experimental performances, to 
make choice. We investigated the effects of different scale combinations 
on the proposed method. The size of each scale ranged from 7 to 15 with 
a step size of 2. We used holdout to examine the performance. In the 
holdout, 80% was used to train the DeepLBCEPred and the remaining 
20% was used to test the trained DeepLBCEPred, and the performance 
is presented in Table 3. When three scales of CNNs were set to 11, 13, 
and 15, respectively, the DeepLBCEPred reached the best ACC and the 
best MCC. Therefore, we set three scales to 11, 13, and 15, respectively.

6. Discussion

6.1. Comparison with existing models

As mentioned previously, many computational methods, including 
BepiPred (Larsen et al., 2006; Jespersen et al., 2017), LBtope (Singh et al., 
2013), IBCE-EL (Manavalan et al., 2018), LBCEPred (Alghamdi et al., 
2022), and BCEPS (Ras-Carmona et al., 2021), have been developed for 
BCEs prediction over the recent decades. We extensively compared the 
DeepLBCEPred with those methods by conducting 10-fold cross-
validation on the BCETD555 and independent tests on both ILED2195 and 
IDED1246. The 10-fold cross-validation divides BCETD555 into 10 parts 
in equivalent or approximately equivalent size, with one part used to test 
the trained DeepLBCEPred by the other nine parts. The process is 
repeated 10 times. When this process is over, each sample is used only 
one time for testing the model and nine times for training the model. 
The independent test is to use ILED2195 or IDED1246 to test the 
DeepLBCEPred trained by BCETD555. Table 4 lists their performance 
comparisons in 10-fold cross-validation. Compared to BCEPS, 
DeepLBCEPred increased ACC by 0.02, Sn by 0.05, and MCC by 0.03.

We compared DeepLBCEPred with five state-of-the-art algorithms 
by independent tests: BepiPred (Larsen et al., 2006; Jespersen et al., 
2017), LBtope (Singh et al., 2013), LBCEPred (Alghamdi et al., 2022), 
IBCE-EL (Manavalan et al., 2018), and BCEPS (Ras-Carmona et al., 

TABLE 2 Performance over the various sequence length.

Sequence 
length

Sn Sp ACC MCC

11(minimum) 0.64 0.78 0.70 0.42

16(average) 0.74 0.73 0.73 0.47

25(Maximum) 0.80 0.74 0.77 0.54
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2021). The LBCEPred is a newly developed method for predicting linear 
BCEs (Alghamdi et al., 2022). We uploaded two independent datasets 
to the LBCEPred webserver which are available at http://lbcepred.
pythonanywhere.com/pred for prediction. All the predictive 
performances are listed in Tables 5 and 6. The DeepLBCEPred obtained 
a distinct superiority in ACC as well as MCC over BepiPred (Larsen 
et al., 2006; Jespersen et al., 2017), LBtope (Singh et al., 2013), LBCEPred 
(Alghamdi et al., 2022), and IBCE-EL (Manavalan et al., 2018). On the 
ILED2195 independent dataset, the DeepLBCEPred exceeded the 
IBCE-EL by 0.16 of ACC as well as 0.33 of MCC, the LBtope by 0.17 of 
ACC as well as 0.35 of MCC, the BepiPred by 0.31 of ACC as well as 0.63 
of MCC, and the LBCEPred by 0.15 of ACC as well as 0.31 of MCC. On 
the IDED1246 independent dataset, the DeepLBCEPred exceeded the 
IBCE-EL by 0.14 of ACC as well as 0.26 of MCC, the LBtope by 0.10 of 
ACC as well as 0.21 of MCC, the BepiPred by 0.19 of ACC as well as 0.39 
of MCC, and the LBCEPred by 0.15 of ACC as well as 0.29 of 
MCC. Compared with the BCEPS (Ras-Carmona et  al., 2021), the 
DeepLBCEPred still has a slight advantage in ACC as well as MCC. The 

DeepLBCEPred increased ACC by 0.04 and MCC by 0.08 over the 
ILED2195, and MCC by 0.01 over the IDED1246.

6.2. Ablation experiments

Over the past decades, many basic structural units such as CNN, 
LSTM (Hochreiter and Schmidhuber, 1997), and self-attention (Vaswani 
et al., 2017) have been developed for deeper neural networks. Different 
units play different roles in characterizing studied objects. For instance, 
the CNN does well in refining local structure and Bi-LSTM (Schuster 
and Paliwal, 1997) in capturing long-distance dependency between 
words, while the self-attention emphasizes the key relationship of words. 
We investigated the contribution of a single individual to predicting 
BCEs by removing the corresponding part from the DeepLBCEPred. 
For the investigation, we performed independent tests after, respectively, 
removing (a) Bi-LSTM; (b) scale 1 in multi-scale CNNs; (c) scale 1 and 
scale 2 in multi-scale CNNs; (d) multi-scale CNNs; and (e) attention 
mechanism. As shown in Tables 7 and 8, the removal of these parts leads 
the performance to decrease. Deleting Bi-LSTM causes Sp to 
significantly reduce.

TABLE 3 Performance of different scale combinations.

Scale 1 Scale 2 Scale 3 Sn Sp ACC MCC

7 9 11 0.79 0.58 0.69 0.38

7 9 13 0.61 0.84 0.72 0.46

7 9 15 0.86 0.55 0.72 0.43

7 11 13 0.70 0.81 0.75 0.50

7 11 15 0.75 0.68 0.72 0.43

7 13 15 0.63 0.80 0.71 0.43

9 11 13 0.72 0.81 0.76 0.53

9 11 15 0.71 0.70 0.70 0.40

9 13 15 0.78 0.73 0.76 0.51

11 13 15 0.80 0.74 0.77 0.54

TABLE 4 Ten-fold cross-validation results of DeepLBCEPred.

Ten-fold 
cross-
validation

Sn Sp ACC MCC

1 0.82 0.71 0.77 0.54

2 0.75 0.73 0.74 0.48

3 0.73 0.79 0.76 0.51

4 0.85 0.70 0.77 0.56

5 0.69 0.82 0.76 0.52

6 0.88 0.62 0.75 0.51

7 0.77 0.82 0.79 0.59

8 0.75 0.80 0.77 0.55

9 0.70 0.82 0.76 0.52

10 0.86 0.73 0.79 0.59

Ten-fold cross-

validation (Mean)

0.78 0.75 0.77 0.54

BCEPS (Ras-

Carmona et al., 

2021)

0.73 0.78 0.75 0.51

TABLE 5 Comparison with existing models on the ILED2195 independent 
dataset.

Model Sn Sp ACC MCC

IBCE-EL (Manavalan 

et al., 2018)

0.64 0.33 0.48 −0.04

LBtope (Singh et al., 

2013)

0.36 0.58 0.47 −0.06

BepiPred (Jespersen 

et al., 2017)

0.24 0.43 0.33 −0.34

LBCEPred (Alghamdi 

et al., 2022)

0.74 0.24 0.49 −0.02

BCEPS (Ras-

Carmona et al., 2021)

0.50 0.71 0.60 0.21

DeepLBCEPred 0.56 0.73 0.64 0.29

TABLE 6 Comparison with existing models on the IDED1246 independent 
dataset.

Model Sn Sp ACC MCC

IBCE-EL (Manavalan 

et al., 2018)

0.86 0.20 0.53 0.09

LBtope (Singh et al., 

2013)

0.40 0.74 0.57 0.14

BepiPred (Jespersen 

et al., 2017)

0.42 0.52 0.48 −0.04

LBCEPred (Alghamdi 

et al., 2022)

0.79 0.26 0.52 0.06

BCEPS (Ras-

Carmona et al., 2021)

0.63 0.71 0.67 0.34

DeepLBCEPred 0.60 0.75 0.67 0.35
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FIGURE 2

t-SNE visualization of outputs of (A) the embedding layer, (B) the Bi-LSTM layer, (C) the attention layer, (D) the multi-scale CNNs, and (E) overall 
combination.

TABLE 8 Comparison of five ablation experiments on the IDED1246 
independent dataset.

Ablation 
experiments

Sn Sp ACC MCC

delete Bi-LSTM 0.79 0.55 0.67 0.35

delete scale 1 0.62 0.70 0.66 0.31

delete scale 1_2 0.66 0.70 0.68 0.36

delete Multi-scale CNN 0.61 0.73 0.67 0.35

delete Attention 

mechanism

0.68 0.66 0.67 0.35

DeepLBCEPred 0.60 0.75 0.67 0.35

6.3. t-distributed stochastic neighbor 
embedding (t-SNE) visualization

We investigated the discriminative power of the representation 
captured by different layers in the DeepLBCEPred. We used the t-SNE 
(Van der Maaten and Hinton, 2008) to plot a scattering diagram of the 
first two components in the ILED2195 dataset. The initial embedding was 
highly indistinguishable. The representations output by multi-scale 
CNNs and Bi-LSTM were significantly distinguishable. The feed-
forward attention improved representations to a tiny extent. The overall 
combined representations promoted discriminative ability, 
demonstrating the ability to distinguish between BCEs and non-BCEs 
from a representational perspective (Figure 2).

6.4. Deep learning community due to better 
interpretability web server

To help researchers use DeepLBCEPred more easily, we have exploited 
a user-friendly web server, which is available at: http://www.biolscience.cn/
DeepLBCEPred/. As shown in Figure 3, after the user writes a sequence in 
the text box or uploads a sequence file and clicks “Submit,” the page will 
display the final prediction result. It is worth noting that only the sequence 
in FASTA format is allowed, and the input sequence must consist of the 
characters in “ACDEFGHIKLMNPQRSTVWY.” Otherwise, it will prompt 
Format Error. To clear the contents of the text box, click “Clear.” Click 
“Example” to see a sample. The dataset used in this study can 
be downloaded from the bottom left corner of the page.

TABLE 7 Comparison of five ablation experiments on the ILED2195 
independent dataset.

Ablation 
experiments

Sn Sp ACC MCC

delete Bi-LSTM 0.69 0.53 0.61 0.22

delete scale 1 0.56 0.70 0.63 0.26

delete scale 1_2 0.53 0.68 0.60 0.21

delete Multi-scale CNN 0.45 0.71 0.58 0.17

delete Attention 

mechanism

0.55 0.66 0.60 0.21

DeepLBCEPred 0.56 0.73 0.64 0.29
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7. Conclusion

B-cell epitopes play critical roles in antigen–antibody interactions 
and vaccine design. Identification of BCEs is a key foundation for 
understanding BCEs functions. In the article, we developed a deep 
learning-based method DeepLBCEPred to predict linear BCEs. The 
DeepLBCEPred is an end-to-end method that takes protein sequence 
as input and directly outputs decisions about BCEs. On the 
benchmark datasets, DeepLBCEPred reached state-of-the-art 
performance and was implemented as a user-friendly web server for 
ease of use.
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