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Different models have been able to account for different features of the data on grid cell
firing properties, including the relationship of grid cells to cellular properties and network
oscillations. This paper describes a model that combines elements of two major classes
of models of grid cells: models using interactions of oscillations and models using attrac-
tor dynamics. This model includes a population of units with oscillatory input representing
input from the medial septum. These units are termed heading angle cells because their
connectivity depends upon heading angle in the environment as well as the spatial phase
coded by the cell. These cells project to a population of grid cells. The sum of the heading
angle input results in standing waves of circularly symmetric input to the grid cell popula-
tion. Feedback from the grid cell population increases the activity of subsets of the heading
angle cells, resulting in the network settling into activity patterns that resemble the patterns
of firing fields in a population of grid cells. The properties of heading angle cells firing as
conjunctive grid-by-head-direction cells can shift the grid cell firing according to movement
velocity. The pattern of interaction of oscillations requires use of separate populations that
fire on alternate cycles of the net theta rhythmic input to grid cells.
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INTRODUCTION

Neurophysiological recordings from the entorhinal cortex of rats
foraging in an open field environment have demonstrated neu-
rons termed grid cells (Moser and Moser, 2008). Grid cells exhibit
spiking activity when the rat visits specific locations in the envi-
ronment that are laid out in a regular array of locations that fall
on the vertices of tightly packed equilateral triangles (Fyhn et al.,
2004; Hafting et al., 2005; Moser and Moser, 2008). This regular
firing pattern of grid cells indicates that these neurons effectively
encode the location of the rat as it moves along a complex trajec-
tory. Grid cells at different dorsal to ventral positions in the medial
entorhinal cortex show differences in the size and spacing between
their firing fields (Hafting et al., 2005; Sargolini et al., 2006).

A number of models have addressed potential mechanisms for
the firing pattern of grid cells that can be categorized based on
different features (see Zilli, 2012, this special issue, for review).
Among other things, models can be categorized in terms of how
they code location. Many attractor models code location with
sustained fixed-point attractor states (Fuhs and Touretzky, 20065
McNaughton et al., 2006; Guanella et al., 2007; Burak and Fiete,
2009). In contrast, another class of models code location by the
relative phase of oscillations (Blair et al., 2007; Burgess et al., 2007;
Hasselmo et al., 2007; Burgess, 2008; Hasselmo, 2008; Zilli and
Hasselmo, 2010; Welday et al., 2011). The second class of models is
commonly referred to as oscillatory interference models (Burgess
et al., 2007), though the oscillatory interference in these models
is involved in generating the model output, and the relative phase
code itself does not require interference (Zilli, 2012). Both classes
of models address certain features of the experimental data.

Many continuous attractor models generate the hexagonal
array of firing based on synaptic connectivity between neurons
in the entorhinal cortex. The synaptic connectivity is circularly
symmetric on average and depends on the distance between the
environmental locations coded by individual grid cells. The firing
can be updated by velocity input shifting the network attractor.
Attractor models can account for the shared orientation of grid
cells recorded close to each other in entorhinal cortex (Hafting
etal.,2005; Fyhn etal., 2007), for the discrete quantal jumps in grid
cell spacing (Barry et al., 2007), and for the sometimes irregular
distribution of grid cell firing fields.

In contrast, oscillatory interference models generate the spatial
pattern of firing due to interference between oscillations of differ-
ent frequency (Burgess et al., 2007; Blair et al., 2008; Burgess, 2008;
Hasselmo, 2008). In existing implementations of this model, the
difference in frequency is driven by the running velocity of the ani-
mal, coded by neurons sensitive to head direction and to running
speed. Oscillatory interference models provide a framework for
generating the theta phase precession of grid cells (Hafting et al.,
2008) in models (Burgess, 2008), and for linking the spacing of
grid cells to the intrinsic frequency of these neurons as measured
with both extracellular recording in vivo (Jeewajee et al., 2008) and
with intracellular recording of the resonance frequencies of mem-
brane potential dynamics in vitro (Giocomo et al., 2007; Giocomo
and Hasselmo, 2008). The link to intrinsic properties is supported
by recent data showing that changes in intrinsic properties due
to knockout of the HCN1 subunit of the h current channel alters
the spacing and size of entorhinal grid cell firing fields (Giocomo
etal,2011).
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None of the existing models yet account for the full range
of data on grid cells. Most initial attractor dynamic models did
not require theta rhythm oscillations (Fuhs and Touretzky, 20065
McNaughton et al., 2006; Burak and Fiete, 2009), did not show
theta phase precession, and did not link grid cell properties
to intrinsic properties. However, a recent model using attractor
dynamics does address all of these issues (Navratilova et al., 2011).
Continuous attractor models rely on structured circularly sym-
metric synaptic connectivity to create the pattern of grid cell firing
fields. A difference in the gain of velocity input on frequency could
generate the change in firing patterns observed with changes in
environment size (Barry et al., 2007) or shape (Derdikman et al.,
2009). Oscillatory interference models have less dependence on
synaptic connectivity, but they require velocity controlled oscilla-
tors regulated by speed and with preferred movement direction
at intervals distributed at multiples of 60° in order to gener-
ate hexagonal patterns of interference. The continuous attractor
models do not require this fixed interval of head direction input.
Instead, continuous attractor models generate hexagons due to the
interaction of circularly symmetric connectivity, consistent with
theorems showing that hexagons provide the densest packing of
circles (Fuhs and Touretzky, 2006).

The initial proposal of oscillatory interference models
addressed both network and single cell implementations (Burgess
et al., 2005, 2007; Burgess, 2008). Recent oscillatory interference
models have used interactions of network oscillations (Zilli and
Hasselmo, 2010) to overcome the issues preventing implementa-
tion with single neurons, including the variability of the temporal
period of membrane potential oscillations or bistable persistent
spiking (Zilli et al., 2009), the tendency of oscillations within sin-
gle neurons to synchronize (Remme et al., 2009, 2010) and the
lack of a linear relationship between membrane potential oscilla-
tions and depolarization (Yoshida et al., 2011). However, models
using network oscillations (Zilli and Hasselmo, 2010), do not yet
explain the link of grid cell spacing to the intrinsic membrane
current properties of entorhinal neurons (Giocomo et al., 2007,
2011).

Recent data shows a loss of the spatial periodicity of grid cells
when network theta rhythm oscillations are reduced by inactiva-
tion of the medial septum (Brandon et al., 2011; Koenig et al,,
2011). These recent results along with the data on the cellular
frequency of medial entorhinal neurons (Giocomo et al., 2007;
Jeewajee et al., 2008) provide impetus for trying to understand
how network theta oscillations and single cell intrinsic frequency
contribute to the mechanism of grid cell generation. As a step in
this direction, the model presented here combines oscillations and
attractor dynamics to generate simulations of grid cell firing fields.

MATERIALS AND METHODS

OVERVIEW OF MODEL

The model uses two populations of neurons inspired by experi-
mental data. One population represents grid cells without head
direction selectivity in medial entorhinal cortex, as described ini-
tially in the Moser laboratory (Fyhn et al., 2004; Moser and Moser,
2008). Cells in the second population are termed heading angle
cells, and they are inspired by conjunctive cells that combine sen-
sitivity to head direction with the spatially periodic firing of grid

cells, as discovered in the Moser laboratory (Sargolini et al., 2006)
and replicated in later work (Hafting et al., 2008; Brandon et al,,
2011). Similar to conjunctive cells, this second population in the
model contains cells that increase their activity when the rat is
moving and the current head direction angle matches their pre-
ferred head direction, but they also have a background level of
activity for all current head directions. This population has fixed,
unchanging connections to the grid cell population with a pattern
of connections that depends on each cells preferred heading angle
in the environment. The rationale for these neurons is that the
ability to shift the grid cell representation for movement in any
arbitrary heading could arise from transitions between heading
angle cells coding sequential spatial phases along that heading.
The grid cell population has fixed, unchanging connections back
to the heading angle cells such that grid cells coding a specific spa-
tial phase of locations connect to an array of heading angle cells
coding that same spatial phase.

HEADING ANGLE CELLS

In the model, the heading angle cells are divided into separate
sub-populations referred to here as arrays. Each array of heading
angle cells codes a specific spatial phase designated by spatial phase
indices x and y. Spatial phases have integer values x =1, 2. ..30]
and y = [1,2...30] for a total of 900 arrays of heading angle cells.
Within each heading angle cell array there are cells coding a full
range of 24 heading angles (at 15° intervals), and each heading
angle is coded by 10 cells that oscillate with different temporal
phases. These cells have fixed, unchanging matrices of synaptic
connections to a population of grid cells that contains a single
grid cell coding each spatial phase (i.e., 900 total grid cells).

The fixed pattern of synaptic connections from heading angle
cells to grid cells is based on the allocentric heading angle ¢ coded
by individual heading angle cells, for example toward the East
(0° heading angle), or the Northeast (45° heading angle). The
structure of the model is summarized in Figures 1 and 2. In the
figures, the activity of the heading angle cells is usually shown as
the pattern of synaptic output to the grid cell population from
individual heading angle arrays, filtered by the fixed pattern of
synaptic connectivity between the heading angle array and the
grid cell population. In the figures, the neurons will be plotted
according to how their spatial phase maps to the environment,
but this does not imply that neurons are laid out with anatomical
topography within the entorhinal cortex, as data shows they are
not (Hafting et al., 2005).

Note that the model equates head direction with the direc-
tion of movement by the rat, making the assumption that when
the rat is moving its head direction is usually in the direction of
movement. In contrast to many oscillatory interference models,
this model does not focus on heading angles that fall at intervals
of 60°. Instead, this model utilizes neurons coding a large num-
ber of heading angles at regular intervals (at 15° intervals). The
spatial phases of each array of heading angle cells are similar to
the spatial phases of the firing fields of conjunctive cells (Sargolini
et al., 2006; Brandon et al., 2011). This corresponds to the relative
position coded by the heading angle cell in the environment, but
because the coding is periodic it does not limit the spatial range
that can be coded by the network.
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FIGURE 1 | Overview of model components for a single spatial phase.
(A1-A3). Three groups of heading angle cells described by Eq. 1 show
oscillations over time with different temporal phases (six phases shown).
(B1-B3) The three groups project to grid cells with synaptic connectivity
that depends on the six different temporal phases and the heading angles
of 180" (B1), 135° (B2), and 90° (B3). Only 3 of 24 heading angles are
shown. Connectivity also depends upon spatial phase. The groups shown
all code a single spatial phase. (C1-C3) At a single time t, the synaptic input
to the grid cell population from a full set of temporal phases coding an
individual heading angle and spatial phase contains bands of higher
amplitude (black). The polar plots on the right show how the output
amplitude for each heading angle will change dependent on the direction of
movement. (D1-D3) The full time course plotted for a 7 by 7 array of
synaptic inputs shows that they oscillate over time with different temporal
phases and align to form different spatial bands. Different spatial phases
reach the peak of the oscillation at different times resulting in a shift in the
bands over time in the direction of the gray arrows. (E) Synaptic input to a 7
by 7 array of grid cells is shown summed across all heading angles for a
group of cells coding the spatial phase in the center of the grid cell plane

(x =15, y =15). (F) At a single point in time, for this single spatial phase, the
distribution of synaptic input to the full 30 by 30 array of the grid cell plane
when summed over all heading angles has a circularly symmetric pattern.

The heading angle cells at each spatial phase x, y, and each head-
ing angle ¢; have temporal dynamics of their membrane potential
b(t) described by a difference equation:

bi,gy (1) = Th(t — 1) + sin (27 (ft + k)
x [gx,y(t) - Xg]Jr/maxx,y (g) 1)

This difference equation models the persistence of activity from
the previous time step according to tau (t= 0.2). The equation also
includes oscillatory input from the medial septum with a temporal
frequency f which was set to 4 Hz to replicate properties of theta
cycle skipping, so that the grid cell population would generate a fre-
quency of 8 Hz as described below. For each pair of spatial phases
%, » and heading angle ¢; (with index i) there is a full array of
neurons with different temporal phases ¢y described by the index
k. The temporal phase ¢y, the spatial phases x, y, and the head-
ing angle ¢; all determine the pattern of connectivity of a given
heading angle cell to the array of grid cells. The temporal phase
determines the position along each heading angle for connections
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FIGURE 2 | Heading angle input across the full range of spatial phases.
(A) Each spatial phase (x, y) is coded by a heading angle array that includes
24 different heading angles with 10 different temporal phases in each
heading angle. Examples show 3 out of 24 angles for individual spatial
phases y =13, 14, 15 and x =10, 20, with 10 temporal phases (dashed
lines) for each angle. (B1,B2) Examples show synaptic output to the grid
cell plane from different heading angle cell groups coding 5 out of 24 angles
for a single spatial phase at a single point in time t, with bands of higher
amplitude synaptic input shown in black. (B1) Shows example output for a
single pair of spatial phases x =10, y =15, and (B2) shows output for

x =20, y=15. (C1) Sum of all heading angle output plotted at a single time
t for a single spatial phase (x =10, y = 15). The sum over heading angles
creates an amplitude pattern of circles in the grid cell plane centered on the
grid cell spatial phase x =10, y = 15. (C2) The sum of the synaptic output
over all heading angles for spatial phase x =20, y = 15. (D) Examples show
synaptic output for a range of different spatial phases (left: y =5, x=5, 15,
25; center: y =15, x=5, 15, 25; right: y =25, x=5, 15, 25). (E) The
synaptic output from heading angles is summed across all spatial phases in
the grid cell plane. The example shows that differences in the relative
amplitude of the heading angle input will result in a grid cell pattern. Arrows
show examples of feedback from individual grid cells in the grid cell plane
that project back to regulate input from heading angle cell arrays coding

x =10, y =15 (solid line) and x =20, y =15 (dashed line).

to the grid cell array. The oscillatory activity described by equation
1 is shown for different temporal phases in Figures 1A1-A3. The
figure also shows the synaptic output of these cells that is described
below in the section on Connectivity with Grid Cells.

Equation 1 for heading angle cell activity also includes feedback
from the grid cell population g(t), where each array of heading
angle cells coding a specific spatial phase x, y have their oscillatory
input multiplied by the corresponding activity of the grid cell g,
That is, the grid cell with spatial phase coordinates x,y regulates the
activity of the array of heading angle cells with spatial phase coor-
dinates x,y. If the activity of both regions were laid out as vectors,
the connectivity would be an identity matrix. The feedback from
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grid cells has a threshold linear input-output function designated
by []+ that takes the value of the grid cell activity g(t) — hg when
it is above the threshold \; = 0.6 and stays at zero below thresh-
old. In addition, the grid cell output was sometimes normalized to
the maximum activity level of individual grid cells maxy ,(g(t))
at time t measured over all spatial phases x,y. This normalization
helps to prevent the system from exploding or dying out in activ-
ity. This normalization was used in Figure 5 to provide greater
stability during movement, but was not used in the other figures
in order to allow the time courses to be more visible in the plots
in Figure 7. This effect could be mediated by feedback inhibition.

CONNECTIVITY WITH GRID CELLS

The heading angle cells project to the grid cells via patterns of
synaptic connections that depend upon the heading angle cell
properties including assigned spatial phase, heading angle and
temporal phase. As shown in Figure 1B, each heading angle cell
sends connections to grid cells arranged in lines in the grid cell
plane with angles across the plane that depend upon the heading
angle of the originating cell. The connections from the heading
angle cell array b to the grid cell population g is described by a
multi-dimensional matrix W,. This can be considered as an array
of individual matrices, each of which connects a vector of heading
angle cells with different temporal phases (but the same spatial
phase and heading angle) to grid cells with different spatial phases
%, . The synaptic weights have values of 0 or 1. The index k for
weights to be set to 1 is determined by the following equation:

W (x, 7 px, py, ki) = 1 )
if:

k = round(K (mod (f; (cos(¢d;) (x — px)/X
+sin(¢i)(y — py)/Y), 1))

where x, y describe the spatial phase in the grid cell population. For
computing connectivity from the heading angle cell population,
px and py describe the spatial phase in this equation, ¢; describes
the heading angle. The value k is the index for the heading angle
cell with temporal phase ¢y and K is the total number of different
temporal phases of the heading angle cells coding a specific spatial
phase px, py, and heading angle ¢;. The value f; is the spatial fre-
quency which in the simulations shown here ranged between three
and five cycles across the full range of spatial phases in the pop-
ulation. X is the total number of discrete spatial phases along the
spatial phase dimension indexed by x (and px), and Y is the total
number of discrete spatial phases along the dimension of spatial
phase indexed by y (and py). The use of the mod function mod()
ensures that values beyond the range of the matrix are mapped
back into the matrix.

Equation 2 is not particularly intuitive, but the connectivity
pattern is relatively simple as shown in Figure 1B. Each head-
ing angle cell connects to the plane of grid cells in bands that have
heading angle ¢, a spatial phase offset px, py, and a position within
each cycle of spatial phase that depends upon temporal phase @y.
The connections for six heading angle cells with different temporal
phases are shown in Figure 1B1 (for cells with heading angle 180),

in part B2 for cells with heading angle of 135° and in part B3 for
cells with heading angle of 90°. This results in synaptic output with
bands of shared phase to the grid cell plane (Figures 1C,D).

Figure 1 shows how the individual sets of heading angle cells
have different temporal phases for different relative positions along
an individual heading angle. The position of these temporal phases
is offset for neurons with different two-dimensional spatial phases.
As shown in Figure 1C, each set of active cells multiplied by the
fixed synaptic connectivity matrix Wy, produces synaptic output
with temporal phases of oscillation that appear in bands across
the environment that are perpendicular to the preferred heading
angle. Each square in Figure 1C shows the result of multiplying
the synaptic connectivity matrices in Figure 1B with the vector
of heading angle cells with different temporal phases that code an
individual spatial phase with an individual heading angle. For a
single snapshot in time, as shown in Figure 1C, the differences in
temporal phase result in bands of higher amplitude that are per-
pendicular to the preferred heading angle. A movie of this activity
over time shows waves of activity that move across the plane of
spatial phases in the direction of the heading angle, as indicated
by the gray arrows in Figure 1D. When the output of heading
angle cells is summed across all heading angles, this results in a
standing wave pattern of concentric circles as shown across time
in Figure 1E and at a single point in time in Figure 1F. The polar
plots in Figure 1C show that the amplitude of the oscillations
depends upon the heading direction of the virtual rat. There is
a background oscillation of amplitude one for all heading angles
regardless of the heading of the virtual rat, but this amplitude is
increased when the rat runs in a heading that matches the heading
angle for individual heading angle cells. The heading angle cell
amplitude is also influenced by the feedback from the grid cells
which show spatial periodicity, so these heading angle cells have
properties of spatial periodicity, theta rhythmicity, and heading
angle sensitivity similar to conjunctive cells (but with a baseline
response during all directions of movement).

INTERACTION BETWEEN HEADING ANGLE CELLS AND GRID CELLS
The array of heading angle cells sends input to the array of grid
cells via the connectivity matrix Wy,. The activation of the grid
cells is described by:

gx,y(t) = Tg(t -1+ Z Wghbpx,py,d),(p(t)/maxx,y (ngb (t))
$.px,py

(3)

Where g,,(t) represents the activation of an individual grid cell
with spatial phase described by x, y. The activity of the grid cell
shows persistence of activity from the previous timestep accord-
ing to the parameter tau (t=0.3). As described above, for each
group of heading angle cells with a specific spatial phase px, py
and heading angle ¢, individual heading angle cells with temporal
phase ¢ send output to grid cells at periodic spatial phases x, y. The
number of spatial bands of this periodic output are determined
by the spatial frequency f; of the synaptic connectivity and the
total number of spatial phases X and Y being simulated. As shown
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in Eq. 3, the inputs to the grid cell are summed over the array
of heading angles ¢ (Figures 1F and 2C,D) and are also summed
over the different spatial phases px,py and of the heading angle cell
population (Figure 2E). In most simulations, the activity is nor-
malized to the spatial phase x,y with maximum value at time ¢ of
the synaptic input from the heading angle plane that was summed
across angles (the maximum is taken from the full set of possible
combinations of postsynaptic spatial phases x,y and presynaptic
spatial phases px,py). The activity in the grid cell plane starts out
with random activity drawn from a uniform distribution between
Oand 1.

As shown previously in Eq. 1, the heading angle cells receive
feedback from the grid cells via direct one to one connections
from grid cells coding the corresponding spatial phase x= px and
y= py. Thus, if we consider only the spatial phase index px, py of
the heading angle cells and lay them out in a single vector, then the
feedback connectivity matrix from grid cells to heading angle cells
would be an identity matrix. The normalization of the feedback
from the grid cell layer in Eq. 1 is sufficient to keep the network
within a stable range of activity when implemented alone, but in
most simulations normalization to a maximum was used in both
Eqgs 1 and 3.

The input arising from the heading angle population is sum-
marized in Figure 2 which shows examples of the synaptic output
for different heading angles. Note that Figures 1C and 2B plot
the amplitudes at one point in time of the full set of synaptic
inputs from each heading angle to the grid cell plane. This results
in input to the grid cell population that constantly shifts in phase
in the direction of heading angle over time (see Figure 6 below),
similar to rotating ring attractors in models by Blair (Blair et al.,
2007; Welday et al., 2011). The different temporal phases result in
a constant shift in amplitude of synaptic input in all 24 directions
across the grid cell plane. Summation of these waves of activity
over all 24 different directions results in a circularly symmetric
standing wave of synaptic input to the grid cell plane, as illustrated
in Figures 1F and 2C,D. However, the model is not proposing cells
with circularly symmetric firing fields in medial entorhinal cortex.
This is just the pattern of synaptic activation arising from summa-
tion across all heading angles of the synaptic input from heading
angle cells coding a single spatial phase. This resembles the mech-
anism used to create synaptic weights in one of the models using
continuous attractors (Fuhs and Touretzky, 2006), but the synaptic
connectivity used here is not circular but organized in bands. The
center of the circle of synaptic output depends upon the spatial
phase coded by the active cells in the heading angle population.
Thus, the sum of the input from heading angle neurons with the
correct phase creates synaptic input that peaks at the center of the
circle with coordinates x, y.

Atasingle pointin time, heading angle synaptic output can have
different relative spatial phases as shown in Figures 2B1,B2. Close
inspection of the figure will reveal that the bands for each angle
have spatial phases that differ between 2B1 (x =10, y =15) and
2B2 (x =20, y =15). As shown in Figures 2C1,C2, and 2D, when
the synaptic outputs for different angles in the heading angle array
are summed together they generate input to the grid cell popula-
tion that appears as concentric circle patterns with different spatial
phases. Figure 2C1 is centered on spatial phase x =10, y =15,

and Figure 2C2 is centered on spatial phase x =20, y =15. All
the interactions in the model involve summing over both heading
angles and spatial phases, but to help understanding of the model
the summation over heading angles is shown alone in Figures 1E,F
and in Figures 2C,D before the synaptic output is summed over
all spatial phases to generate the activity in the grid cell population
(e.g., Figure 2E). Each grid cell coding an individual spatial phase
x, y then sends feedback that regulates input from the full array
of heading angle cells (including all angles and temporal phases)
that code that individual spatial phase.

To summarize, at a single point in time, the amplitude of synap-
tic input from the population of heading angle cells has a band
like pattern that may seem analogous to a population of band cells
from oscillatory interference models (Burgess et al., 2007). How-
ever, this is just at a single point in time. Due to the differences
in temporal phases, the activity shifts through spatial phases along
the direction of each separate heading angle plane. Thus, these
neurons have a specific temporal phase dependent upon their one-
dimensional spatial phase, like the cells used in spiking versions
of the oscillatory interference model (Burgess, 2008; Hasselmo,
2008) or the ring attractors in models by Blair (Blair et al., 2007;
Welday et al., 2011). These waves of temporal phase shifts move
simultaneously in the direction of all heading angles. Summation
over all heading angles results in standing waves that have the con-
centric circle pattern shown in Figures 1 and 2. These patterns
are then summed across all spatial phases to drive the activity of
the grid cell population (e.g., Figure 2E). The grid cell population
then sends feedback to regulate the magnitude of input based on
the spatial phase.

RESULTS

GENERATION OF GRID CELL ACTIVITY

The feedback interaction between the population of heading angle
cells and the population of grid cells results in activity in the grid
cell plane settling into a pattern resembling the distribution of grid
cells. As shown in Figures 3A1-A5, this iterative process results
in a gradual evolution of the activity in the grid cell population
and heading angle cell from an initial random distribution with
regions of higher activity to a regular hexagonal array of active
regions. This evolution results from the iterative interaction of the
grid cell population with the heading angle cell population. This
interaction is similar in effect and mathematical structure to the
generation of grid cells in attractor dynamics models, but instead
of using circularly symmetric synaptic connectivity, the interaction
depends upon feedback to groups of heading angle cells receiv-
ing oscillatory input from medial septum that project to the grid
cells based on different heading angle preferences. The summation
across all heading angles results in circularly symmetric patterns
of input to the grid cell population.

If the network is balanced properly, the activity converges to a
stable pattern of activity in the grid cell population (Figure 3C,
same as Figure 3A5). This results from a stable pattern of synap-
tic output from heading angle arrays including the components
shown in Figure 3B. In Figure 3B, each pattern that looks like
concentric circles shows synaptic output from an array of heading
angle cells coding an individual spatial phase, after the vector of
temporal phases is multiplied by the synaptic connectivity matrix

Frontiers in Neural Circuits

www.frontiersin.org

May 2012 | Volume 6 | Article 30 | 5


http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive

Hasselmo and Brandon

Combining oscillations and attractor dynamics

B Heading angle input
12 pX o
12 ©

©®s

99
nOBBE

D@

PICICIO!

” \\ ~
s -7 ~

30

X
Grid cell activity

FIGURE 3 | (A1-A5) The evolution of activity in the grid cell plane at
different stages during the iterative interaction. The network starts with
random activity that then evolves into a hexagonal array of firing fields in a
manner similar to continuous attractor dynamics models of grid cells. (B)
Example of the magnitude of synaptic input at a single time step at the end
of the simulation for a 7 by 7 set of heading angle cell arrays. The full
simulation contains 30 spatial phases in the px dimension and 30 in the py
dimension, but only a 7 by 7 array of spatial phases from the center is
shown (phases 12-18). The input from heading angle cells at a specific
spatial phase is determined by feedback from the grid cell plane. (C) The
pattern of activity in the full grid cell plane with 30 by 30 spatial phases
showing how feedback regulation of the pattern of summed activity from
the heading angle plane produces a grid cell firing pattern that is stable. The
pattern is stable because the pattern created by summing the 30 by 30
pattern of synaptic input from the 30 by 30 array of spatial phases of
heading angles (B) matches the pattern of feedback activation of the
heading angle array from active cells in the 30 by 30 array of grid cells (C).

Wy and summed across all heading angles. The population of grid
cells coding 30 by 30 different spatial phases have different levels
of activity that provide feedback to 30 by 30 different groups of
heading angle cells representing different spatial phases. For each
grid cell that is highly active (e.g., black region in lower left of black
box in Figure 3C), the corresponding input to the whole grid cell
population from the heading angle array coding that same spatial
phase is strong (e.g., black concentric circles in lower left portion of
Figure 3B). Thus, the feedback from the grid cells to the heading

angle cells causes them to have spatial periodicity similar to the
grid cell population.

Figure 3B shows synaptic inputs to the grid cell plane from a 7
by 7 selection of heading angle cell arrays (spatial phases x = 12—
18 and y =12-18) driven by the active grid cells in the 7 by 7
central spatial phases of the 30 by 30 population. This smaller 7
by 7 selection is shown to enhance visibility of the synaptic out-
put arising from each of the heading angle arrays, because this
synaptic output projects to the full 30 by 30 population of grid
cells (the dashed arrows show this projection for a pair of example
phases). The summed synaptic input from the heading angle cells
to the grid cells consists of circularly symmetric standing waves
that extend across the full population of 900 grid cells. If all head-
ing angle cells are equally active, the input is uniform. But the
random initial activity in the grid cell population (Figure 3A1)
causes feedback that results in non-uniform activity in heading
angle arrays coding different spatial phases. Each input interacts
with input from all the other heading angle cells with different
phases to generate activity that converges to a hexagonal pattern.
The ongoing interaction results in the individual arrays of heading
angle cells that code different spatial phases having activity that is
strongest when they match the grid cell activity pattern driven
by heading angle input summed over different angles and spatial
phases. The feedback interaction results in a hexagonal pattern of
activity in the grid cell plane (Figures 3A5,C) and results in cor-
responding patches of activity in the heading angle arrays (shown
for the 7 by 7 set of spatial phases in Figure 3B).

The network that generated the simulations shown in Figure 3A
was run multiple times with different random initial conditions.
The network converged to a grid-like pattern each time and gen-
erated grid-like patterns with a range of different spatial phases
and orientations, similar to what occurs in continuous attractor
dynamic models.

FEEDBACK INTERACTION FROM GRID CELL TO HEADING ANGLE CELLS
The network involves an interaction between the sum of a wide
range of heading angle inputs and the plane of grid cells. As an
example in the absence of feedback, the heading angle output with
a full array of spatial phases are shown in Figure 4A, illustrating
the coding of output starting from a wide range of different spatial
phases. Close inspection of the figure will reveal that the concen-
tric circles are centered on different spatial phases (different spatial
phases x and y). Figure 4A shows a 7 by 7 array of summed out-
puts from heading angle groups representing central spatial phases
within a larger simulation with a full array of heading angle inputs
with 30 different spatial phases in the x dimension and 30 different
spatial phases in the y dimension.

The grid cell population begins with initial random magnitudes
of activity in different spatial locations as shown in Figure 4B.
This initial spatially random activity in the plane of grid cell activ-
ity has a multiplicative influence on the activity in the heading
angle cell populations, as shown by the synaptic input from the
7 by 7 selection of central spatial phases for the heading angle
cell arrays shown together in Figure 4C. Multiplicative interac-
tions in neural circuits have been proposed to be mediated by
interactions in the dendritic tree involving depolarizing input that
activates NMDA receptors (Mel, 1993) or gating of dendritic spike
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FIGURE 4 | Activity on first two time steps. (A) The array of concentric
circles due to summation of synaptic input from all heading angle cells at a
7 by 7 array of heading angle spatial phases. The centers fall at different
locations dependent on the different spatial phases of the heading angle
cells. (B) Initial random activity in the grid cell population shown for all 30 by
30 spatial phases of grid cells. (C) Feedback from the random grid cell
activity in (B) interacts with the corresponding array of heading angle cells
at the same spatial phases. Where there is high activity in the grid cell initial
random activity, the summation of synaptic input from heading angle
planes yields a strong concentric circle input. Where random activity in the
grid cells falls below threshold the synaptic input from heading angle cells
is absent. (D) The heading angle synaptic input in (C) regulated by random
feedback is summed together across the grid cell plane to generate a
pattern of activity that already shows peaks of activity falling in a hexagonal
pattern due to the overlap of concentric circles.

propagation (Jarsky et al., 2005). This could involve input from
grid cells that influence the dendritic integration of cells receiving
particular heading angle inputs and particular phases of oscilla-
tion. Where the magnitude of random activity in the grid cell
population is larger, this causes stronger synaptic input from the
corresponding set of heading angle cells in Figure 4C (for exam-
ple, grid cells that appear as active black squares in Figure 4B
correspond to stronger concentric standing waves in the heading
angle synaptic inputs in Figure 4C). There is a threshold on the
feedback from the grid cell plane in Figure 4B, so grid cell units
at spatial phases with low magnitude in 4B give a mean output of
zero, resulting in the absence of activity (white boxes) for the cor-
responding spatial phases of heading angle arrays in Figure 4C.
Overall, this results in random activation of the heading angle
input shown in Figure 4C.

The heading angle planes in Figure 4C are then summed
together in Figure 4D. Synaptic output from the entire range of
30 by 30 spatial phases of heading angle arrays are summed up

(for visibility only a 7 by 7 subset of summed heading angle inputs
to the grid cell population are shown in Figure 4C). The sum-
mation across all spatial phases of heading angle arrays yields the
distributed pattern of grid cell activity shown in Figure 4D. This
already shows elements of a hexagonal distribution of activity due
to the properties of interacting heading angle synaptic input. This
provides the start of a feedback cycle that involves iterative inter-
action. On each cycle, the summed activity at each time step in
the grid cell population (Figure 4D) is multiplied by the activity
at each time step in the corresponding spatial phases of heading
angle arrays shown summed across heading angle in Figure 4C,
resulting in a varying magnitude of these inputs back to the grid
cell plane. This then results in the progression of iterations in grid
cell activity shown in Figures 3A1-A5, and ends with the final
state of activity in heading angle cells in Figure 3B and in the grid
cell population shown in Figure 3C.

SHIFT IN GRID CELL ACTIVITY WITH MOVEMENT

The network has the capability of representing the influence of
movement on the grid cell representation. This was implemented
in the model by adding to the amplitude of oscillations in the head-
ing angle cells in proportion to the cosine of the difference between
the cell heading angle and the simulated movement heading angle
(as shown in Figure 5D). The tuning shown in Figure 5D could
represent heading angle cells that have the properties of speed-
modulated conjunctive grid-by-head direction cells with baseline
activity for all headings. Alternately, this could represent two sep-
arate populations of heading angle cells, one of which is active
for all heading angles, and the other that would contain neurons
that are only active when the rat is moving with non-zero speed
in specific heading directions. During movement, the cells with
heading angle preference angle ¢; closest to the current heading
angle ¢() produced the strongest synaptic output to the grid cell
plane. Other cells increased their amplitude of oscillation in pro-
portion to the cosine of the angle between their heading angle and
the current movement direction of the virtual rat and speed S, as
described in the following modified version of Eq. 1.

by, gx,y (1) = b (t — 1) + (1 + Scos (dp(1) — b))

x sin (270 (ft + @x)) [gey (1) = hg], /maxy, (g(1))
(4)

The effect of this input on the pattern of activity in the model is
shown in Figure 5. This figure shows the effect of sustained move-
ment in the direction West (angle ¢(#) = 1) starting at time step
10 and continuing at constant level (intervals of 5 time steps are
shown). As shown in Figure 5A, the grid cell population settles to a
pattern of activity corresponding to multiple fields in a hexagonal
distribution at time step 10. As the movement input continues,
this pattern of grid cell activity progressively shifts to the West
over subsequent time steps 15-35. Note that this would result in
individual grid cells that increase and decrease in activity similar
to experimental data. There was not sufficient space in the figure
to show individual time steps, but at the level of single time steps,
there is a small scale forward and backward shift on each cycle of
the theta rhythm oscillation in the model similar to that observed
previously for place cells.
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FIGURE 5 | Movement of the grid cell activity induced by speed
modulation of head direction input. (A) With constant speed and with head
direction facing West, the network receives greater input from the heading
angle line coding West. This causes a progressive shift in the population
activity of the grid cell plane, resulting in the hexagonal pattern shifting to the
West. (B) This shift occurs because of the distortion in the circular pattern of
synaptic input. The synaptic weights do not change, but the greater amplitude
of oscillations in heading angle cells coding angles closer to West distorts the
magnitude of synaptic input from each array of heading angle cells, resulting
in a progressive shift of grid cell activity to the West. Feedback from the grid
cell plane to the heading angle plane causes a progressive shift in the
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synaptic input. (C) Expansion of the synaptic input from the heading angle
neurons coding a single spatial phase shows that on successive time steps
11-13 the circles show a distortion toward the West. Rhythmic regulation of
the network prevents activity during the period when the same heading angle
input would distort the pattern toward the East. (D1) A polar plot shows the
amplitude of response of a heading angle cell with an angle of 180° (West).
The arrow shows how the input velocity causes a maximum change in
amplitude (3.0) for this heading angle cell. (D2) A heading angle cell with
angle of 135° (Northwest) has a smaller change in amplitude (2.4). (D3) A
heading angle cell with angle of 90° (North) shows no change in response for
this velocity, but maintains the background amplitude (1.0).

This shift in the pattern of activity is due to the interaction of
the grid cell population with the heading angle population, result-
ing in a progressive Westward shift in the synaptic input from the
heading angle cells as shown in Figure 5B. This is driven by an
increase in amplitude of a subset of oscillations causing a shift in
the synaptic input from heading angle cells to grid cells. There is
no change in synaptic connectivity, but the distribution of synap-
tic input to the grid cells is skewed by the larger amplitude of
oscillations in one set of heading angle cells. This shift in the dis-
tribution of input is visible in the overall distribution of activity
in Figure 5B, time step 30.

To make the shift in synaptic input clearer, the input from one
set of heading angle cells across the full set of heading angles is
shown in Figure 5C. This shows the circularly symmetric synaptic
input from a set of heading angle cells coding an individual spatial
phase. On time steps 10—13 in Figure 5C, there is a progressive shift
in distribution of the synaptic activity from East to West. This shift
is what drives the overall shift in grid cell activity in A that then
shifts the magnitude of synaptic input from heading angle cells in
B so that the new position is held and movement continues. Note
that if the full cycle of oscillation interactions were included, the
network would shift back due to oscillations with different tem-
poral phase shifting the activity backward. This is prevented by
regulation of activity so that heading angle cells are only active on
a specific set of phases, as described below.

REGULATION OF PHASE OF HEADING ANGLE ACTIVITY
The effective function of the model required regulation of the
phase of activity in the heading angle cells providing synaptic

input to the grid cell population. There are two reasons this reg-
ulation was necessary: (1) to allow oscillations to drive activity in
one direction, and (2) to prevent opposite distributions of spa-
tial activity. In the simulations, the regulation of activity took the
form of oscillatory gating of input at different phases. This could
represent the effects of rhythmic inhibition in the entorhinal cor-
tex. The oscillatory gating depended on a periodic Heaviside step
function with timing determined by an oscillation with a phase
offset 21t/8 and a threshold \=0.24, as follows:

by,gxy () = b (t — 1) + (1 + Scos (¢ (1) — dg))
X [sin (27[ (ft + 1/8))]H sin (27: (ft + <pk))

x [gx,y - xg]Jr/maXx,y (g (t)) (5)
The selection of the threshold and phase offset was partly deter-
mined by the parameters that allowed effective movement of the
grid cell firing fields (reason #1 above). The phase offset meant
that oscillations with a particular temporal phase would influence
the synaptic output of the network (Figure 5C), without differ-
ent phases causing a corresponding shift in the opposite direc-
tion. Thus, this allowed the network to show effective movement
without being counteracted by different oscillatory phases.

As noted above, the second reason for regulation of the phase
of heading angle activity was to avoid the opposite pattern of spa-
tial activity. The gate shown above in the equation was used for
one population of heading angle cells (Group A) and the same
gate offset by an additional phase shift of T was used to gate the
activity of a different population of heading angle cells (Group B).
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The need for this regulation of opposite spatial activity is shown
in Figures 6A,B. Figure 6A shows the temporal dynamics of head-
ing angle cells and the synaptic input to grid cells. This shows the
synaptic output of heading angle cells coding one spatial phase
(x =15, y =15). Each column shows the distribution of synaptic
output from 6 out of the 24 different heading angles for each of
the 10 time steps (the other 18 heading angles are not shown).
The spatial frequency is 3, so there are three cycles across the full
range of 30 by 30 spatial phases. As the sinewave oscillations of
each heading angle cell evolve in time, the difference in temporal
phase of the heading angle cells means that the pattern of synap-
tic input to the grid cell population shifts in the direction of the
heading angle on each time step. Figure 6B shows that the progres-
sive shift in all directions of the heading angles causes the sum of
synaptic input to the grid cells to be a standing wave of oscillations
with a circularly symmetric pattern. On timesteps 1—4, the stand-
ing wave pattern has maximal activity in the center (spatial phase
x =15, y=15) and one ring outside the center. The cross-hairs
are there to enhance visibility of the center. On timesteps 5-7, the
sum of heading angle outputs results in minimal activity in the
center, and a ring just outside of the center, in an opposite pattern
from timesteps 1-4. In full simulations, this opposite pattern of
activity would disrupt the grid cell firing pattern in the grid cell
population.

A number of techniques were tested to overcome this problem,
to obtain more stable patterns of activity in the grid cell popu-
lation. One method that proved effective was used in all of the
simulations shown in Figures 3-5. As shown in Figures 6C,D,
these simulations all used two separate populations of heading
angle cells that are active during opposite phase time periods. Dur-
ing one period, the gating of activity favored output from Group A
(on timesteps 1-4), which then shows synaptic output activity with
a maximum in the center (px =15, py = 15). Then on timesteps
5-9, Group A is reduced in activity, and Group B is increased in
activity to give a similar synaptic input to the grid cell population.
The figure shows that the periodic gating then results in the cycle
repeating, as shown in timestep 10. As shown in Figure 6D, this
ensures that the pattern of synaptic input from the heading angle
cells is essentially equivalent at most times.

RELATIONSHIP TO DIFFERENT CYCLES OF ACTIVITY

Though the pattern of activity is similar on different timesteps in
Figure 6D, it is clearly evident that the amplitude of the inputs
increases and decreases in cycles dependent upon the regulation
of heading angle cell activity as well as the magnitude of the oscil-
lations at different temporal phases. Figure 6D shows two cycles
of periodic changes in activity in the synaptic input to the grid cell
population, whereas Figure 6C shows a single cycle in each group
of heading angle cells providing input (Group A and Group B). If
we consider the changes in overall synaptic input to the grid cells
to be at theta rhythm frequency (i.e., 8 Hz), then the activity of
each of the two groups providing input to the grid cell popula-
tion would be at half of that frequency (4 Hz), and would show
activity on opposite phases of the theta rhythm oscillation. This
pattern of activity resembles recent experimental data from unit
recordings in awake behaving animals in our laboratory (Brandon
etal.,2011; Brandon et al., in review) as well as previously observed
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FIGURE 6 | Temporal dynamics of heading angle cells and synaptic
input to grid cells. (A) The synaptic output of heading angle cells coding
one spatial phase (px =15, py = 15) are shown for each of 10 time steps,
with each column showing the same 6 headings (18 out of 24 headings are
not shown). Note that due to the different temporal phases, the pattern of
activity shifts in the direction of the heading angle on each time step. (B)
Sum of synaptic input results in a standing wave of oscillations with a
circularly symmetric pattern. On timesteps 1-4, the pattern has maximal
activity in the center (spatial phase px =15, py = 15) and has one ring
outside the center. On timesteps 5-7, the sum of heading angle outputs
results in the opposite pattern. (C) Use of two separate populations of
heading angle cells overcomes this problem. On timesteps 1-4, Group (A)
shows output activity with a maximum in the center (px =15, py = 15). On
timesteps 5-9, Group (A) is decreased and group (B) is increased in activity
to give a similar synaptic input to the grid cell population. (D) With two
groups, the synaptic input from the heading angle cells is similar in pattern
at most times.

experimental data (King et al., 1998; Deshmukh et al., 2010). In the
data, head direction cells and conjunctive grid-by-head direction
cells in the medial entorhinal cortex show theta cycle skipping,
defined as firing on alternate cycles of the network theta rhythm
oscillations.

The activity on alternate theta cycles in the model is illustrated
further in Figure 7. The top of Figure 7 shows the pattern of activ-
ity in the two different populations of heading angle cells, Group
A (Figure 7A) and Group B (Figure 7B). This shows the time-
course of activity during the simulation shown in Figures 3 and 4.
Figure 7C shows the time course of the sum of synaptic input to the
grid cell population. Note that because the time course of synaptic
input includes input from both populations, the frequency of this
input is double that of the individual populations. In subsequent
discussion, the frequency of the total synaptic input to the grid cell
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FIGURE 7 | Plots of neural activity over time. (A) Time course of activity
of the heading angle cells in Group (A) representing different angles for a 7
by 7 array of heading angle spatial phases from the center of the population
used in Figures 3-4. (B) Time course of activity of the heading angle cells in
Group (B) representing the same angles and spatial phases, but regulated
to be active at different temporal phase (see text). (C) Time course of total
synaptic input to the grid cell population showing oscillations that are
double the frequency of the oscillations in Group (A) and Group (B). The
activity in (A,B) shows theta cycle skipping relative to activity in (C).

population will be considered as theta rhythm frequency (8 Hz)
and the frequency of the individual populations will be considered
to be half that frequency (4 Hz).

The two different populations of heading angle cells in
Figures 7A,B each show activity on two cycles during the full
time period of the simulation. Note that the period of activ-
ity of Group B is the opposite of the period of activity of
Group A. This means that simultaneous recording of one neu-
ron from Group A and one neuron from Group B would result

in non-overlapping spiking activity, that would show up as a low
cross-correlation at zero delay between the cell. In contrast, there
would be a large cross-correlation at the interval of one theta
cycle (i.e., 125ms) to either side. In contrast, two cells recorded
from Group A (or both from Group B) would have a high cross-
correlation at zero delay between the cells, with a lower cross-
correlation at one theta cycle. In addition, each individual neuron
would have an autocorrelation with a peak at two theta cycles
rather than a single theta cycle, whereas the grid cells would be
expected to have an autocorrelation with a peak at a single theta
cycle.

DISCUSSION

The model of grid cell firing presented here was designed to com-
bine the oscillations that are prominent in one set of grid cell
models (Burgess et al., 2007; Giocomo et al., 2007; Hasselmo et al.,
2007; Blair et al., 2008; Burgess, 2008; Hasselmo, 2008; Hasselmo
and Brandon, 2008; Zilli and Hasselmo, 2010; Welday et al., 2011)
as well as the attractor dynamics prominent in a different set of
grid cell models (Fuhs and Touretzky, 2006; McNaughton et al.,
2006; Guanella and Verschure, 2007; Guanella et al., 2007; Burak
and Fiete, 2009).

The model uses a population of heading angle cells (Eq. 1)
that are motivated by the theory that movement in any given
heading could involve transitions between neurons with different
temporal phases that code different spatial phases along that head-
ing. This component was inspired by transitions in phase due to
frequency modulation of oscillating neurons (Burgess, 2008; Has-
selmo, 2008) or oscillating ring attractors (Blair et al., 2007; Welday
etal,, 2011), but here the transition is triggered by changes in the
amplitude of oscillations coding one heading direction rather than
changes in frequency.

The population of heading angle cells has synaptic connections
with a population of grid cells that are periodic in spatial phase
along each heading angle (Eq. 2). Simulations of the model arrays
that code 24 different heading angles (see Figure 2B). The synaptic
input from the heading angle cells with different temporal phases
can be pictured as waves of activity propagating across the grid
cell plane in the direction of each heading angle (see Figures 1
and 6). For heading angle cells with a particular spatial phase,
the sum of this synaptic input across all angles corresponds to
a standing wave of concentric circles centered on the individual
spatial phase of that set of heading angle cells in the environment
(Figures 1 and 2). Different heading angle cells with different spa-
tial phases will provide standing waves centered on different spatial
phases.

The synaptic input influences the activity of a population of
grid cells (Eq. 3) that send feedback to the heading angle cells
to influence their amplitude of oscillation. The interaction of
the synaptic input from heading angle cells with the grid cell
activity plane generates grid-like patterns of activity as shown in
Figures 3-5. This pattern of activity varies dependent upon ini-
tial conditions and spatial frequency of synaptic connectivity. The
spatial periodicity of firing occurs in both the grid cell popula-
tion and across different arrays of heading angle cells. Thus, the
heading angle cells would show grid cell periodicity similar to that
of conjunctive grid-by-head-direction cells in medial entorhinal
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cortex (Sargolini et al., 2006; Hafting et al., 2008; Brandon et al.,
2011). These same heading angle cells show different amplitudes
of activity dependent upon the heading direction of movement
(Figure 1C and Figure 5D), similar to the head direction selec-
tivity of conjunctive cells, but with stronger background for all
headings.

As shown in Figure 5, the model can shift the locus of firing of
the grid cell activity under the influence of head direction input
that selectively activates a subset of heading angle cells. This causes
an increase in the amplitude of input from one oscillation versus
the others. Without any change in synaptic connectivity, this shifts
the predominant activity of the grid cells along the direction of
movement, thereby shifting the heading angle cell activity in that
same direction (Figure 5). The shift in locus of firing depends
upon heading angle cells responding to the direction of move-
ment, as shown in Figure 5D. The model is similar to other models
using attractor dynamics in that it requires either that there be a
set of speed-modulated conjunctive cells that have zero activity
when the rat is stationary, or that it have cells that have a uniform
baseline response to all heading directions and then increase from
this uniform baseline response for the preferred heading angle.
Both of these features differ from most head direction cells and
conjunctive cells in medial entorhinal cortex (Sargolini et al., 20065
Brandon et al.,, 2011), which have very low baseline responses to
non-preferred headings, but do not reduce to zero activity when
the rat is stationary.

The simulations used regulation of heading angle activity on
different phases of the theta rhythm oscillations in order to allow
the shift in activity with movement. In addition, this regulation
of heading angle activity also reduced the disruptive influence
of spatial activity during opposite temporal phases, which would
cause grid cell activity to activate a mismatching input from the
heading angle cells. This problem was avoided by setting up two
groups of heading angle cells that were active on different cycles,
to allow the grid cells to receive consistent input across all cycles.
As shown in Figure 7, the two groups of heading angle cells were
active at delta frequencies (e.g., 4 Hz), whereas the total synap-
tic input to the grid cells showed cycles at twice that frequency
(e.g., 8 Hz). This appears to be consistent with neurophysiological
data showing theta cycle skipping in a subset of head direction
cells and conjunctive grid-by-head direction cells in the medial
entorhinal cortex (Deshmukh et al., 2010; Brandon et al., 2011).
Theta cycle skipping in the autocorrelogram indicates more inter-
spike intervals corresponding to 4 Hz frequencies compared to
8 Hz frequencies.

An alternate mechanism for avoiding the problem of oppo-
site phases could be the resonance properties of medial
entorhinal neurons, as shown in a number of studies (Haas
and White, 2002; Erchova et al., 2004; Giocomo et al., 2007;
Giocomo and Hasselmo, 2009; Boehlen et al., 2010). These reso-
nance properties when implemented in the grid cell population in
the model can allow the neurons to be active during one period and
then less active (due to decreases in the hyperpolarization activated
cation current) on a subsequent period. This prevents the problem
of opposite phase input, but results in a pattern of anti-grid firing
that has been observed in some preliminary neurophysiological
recordings, but not alternating with a grid pattern. The resonance

properties of neurons could also contribute to shifts in frequency
with depolarization that could alter the phase relationship of grid
cells and heading angle cells and contribute to shifting of the grid
representation during movement. Experimental data shows that
depolarization does shift the resonance frequency of individual
medial entorhinal neurons to lower frequencies in a linear manner
with depolarization between —70 mV and threshold (Shay et al.,
2010).

The model presented here uses interactions of theta-frequency
oscillations with attractor dynamics to generate the spatial firing
pattern of grid cells. Theta-frequency oscillations have been the
primary frequency used in oscillatory interference models (Blair
etal.,2007; Burgess et al., 2007; Burgess, 2008; Hasselmo, 2008; Zilli
and Hasselmo, 2010). However, another early model showed that
lower frequency oscillations can simulate grid cell firing patterns
(Hasselmo and Brandon, 2008) based on data showing cyclical
changes in bistable persistent spiking (Klink and Alonso, 1997).
These spiking phenomenon could occur based on acceleration of
spiking due to buildup of calcium activation of the CAN cur-
rent, and deceleration of spiking due to calcium inactivation of
the CAN current or due to the calcium-activated potassium cur-
rent (AHP). The Hasselmo and Brandon (2008) model can be
implemented with the following equations: dV;i/dt= ¢;(t)Hv(t),
dei/dt=—o?V;(t)Hv(t), g(t) = [] Vi(t). Where V represents

1

membrane potential, ¢ represents the net activation of calcium
activated currents including both the CAN current and the AHP
current, H represents the head direction matrix that transforms
the velocity at each time point v(#) into a speed-modulated head
direction signal, and the frequency of oscillations depends upon
®?. These dynamics generate bands of activity that sum together
to create grid cells, showing how slower oscillations based on a
different set of cellular mechanisms could generate grid cell firing.
This mechanism could use head direction input with preference
angles at 60° intervals, or could interact with attractor dynamic
properties to generate grid cell firing with head direction input at
a wide range of preference angles.

In the model presented here, the use of neurons with oscil-
latory phase driven by the medial septum resembles features of
the oscillatory interference models that code location by relative
phase of different velocity controlled oscillators (VCOs; Burgess
et al., 2007; Giocomo et al., 2007; Hasselmo et al., 2007; Blair
et al., 2008; Burgess, 2008; Hasselmo, 2008; Hasselmo and Bran-
don, 2008; Zilli and Hasselmo, 2010; Welday et al., 2011). The loss
of input from the medial septum would remove this phase sig-
nal, thereby blocking the spatial periodicity of grid cells. The loss
of grid cell spatial periodicity has been shown during pharmaco-
logical inactivation of the medial septum (Brandon et al., 2011;
Koenig et al., 2011), and this loss of periodicity could underlie
the spatial memory impairments associated with inactivation of
the medial septum (Chrobak et al., 1989). The use of an interac-
tive feedback process with circular symmetry resembles features
of the continuous attractor dynamic models of grid cells that have
the grid cell activity interacting with circularly symmetric synap-
tic connectivity (Fuhs and Touretzky, 2006; McNaughton et al.,
2006; Guanella and Verschure, 2007; Guanella et al., 2007; Burak
and Fiete, 2009). The iterative process of interaction of the grid
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cell plane with the summed heading angle plane is mathematically
analogous to the interaction of the grid cell plane with the circu-
larly symmetric synaptic connectivity matrix in attractor dynamic

models.

REFERENCES

Barry, C., Hayman, R., Burgess, N.,
and Jeffery, K. J. (2007). Experience-
dependent rescaling of entorhinal
grids. Nat. Neurosci. 10, 682—-684.

Blair, H. T., Gupta, K., and Zhang, K.
(2008). Conversion of a phase- to
a rate-coded position signal by a
three-stage model of theta cells, grid
cells, and place cells. Hippocampus
18, 1239-1255.

Blair, H. T., Welday, A. C., and Zhang,
K. (2007). Scale-invariant memory
representations emerge from moire
interference between grid fields that
produce theta oscillations: a com-
putational model. J. Neurosci. 27,
3211-3229.

Boehlen, A., Heinemann, U., and
Erchova, 1. (2010). The range of
intrinsic frequencies represented by
medial entorhinal cortex stellate cells
extends with age. J. Neurosci. 30,
4585-4589.

Brandon, M. P.,, Bogaard, A. R., Libby, C.
P, Connerney, M. A., Gupta, K., and
Hasselmo, M. E. (2011). Reduction
of theta rhythm dissociates grid cell
spatial periodicity from directional
tuning. Science 332, 595-599.

Burak, Y., and Fiete, I. R. (2009).
Accurate path integration in con-
tinuous attractor network mod-
els of grid cells. PLoS Comput.
Biol. 5, €1000291. doi:10.1371/jour-
nal.pcbi. 1000291

Burgess, N. (2008). Grid cells and theta
as oscillatory interference: theory
and predictions. Hippocampus 18,
1157-1174.

Burgess, N., Barry, C., Jeffery, K. J.,
O’Keefe, J. (2005). “A grid and place
cell model of path integration uti-
lizing phase precession versus theta,”
in Computational Cognitive Neuro-
science Meeting, Washington, DC.

Burgess, N., Barry, C., and O’Keefe, J.
(2007). An oscillatory interference
model of grid cell firing. Hippocam-
pus 17,801-812.

Chrobak, J. J., Stackman, R. W,
and Walsh, T. J. (1989). Intrasep-
tal administration of muscimol
produces dose-dependent memory
impairments in the rat. Behav.
Neural Biol. 52, 357-369.

Derdikman, D., Whitlock, J. R., Tsao, A.,
Fyhn, M., Hafting, T., Moser, M. B.,
and Moser, E. I. (2009). Fragmen-
tation of grid cell maps in a mul-
ticompartment environment. Nat.
Neurosci. 12, 1325-1332.

Deshmukh, S. S., Yoganarasimha, D.,
Voicu, H., and Knierim, J. J. (2010).
Theta modulation in the medial
and the lateral entorhinal cortices. J.
Neurophysiol. 104, 994-1006.

Erchova, 1., Kreck, G., Heinemann, U.,
and Herz, A. V. (2004). Dynamics
of rat entorhinal cortex layer I and
111 cells: characteristics of membrane
potential resonance at rest predict
oscillation properties near thresh-
old. J. Physiol. (Lond.) 560(Pt 1),
89-110.

Fuhs, M. C., and Touretzky, D. S. (2006).
A spin glass model of path integra-
tion in rat medial entorhinal cortex.
J. Neurosci. 26, 4266—4276.

Fyhn, M., Hafting, T., Treves, A., Moser,
M. B.,, and Moser, E. 1. (2007).
Hippocampal remapping and grid
realignment in entorhinal cortex.
Nature 446, 190-194.

Fyhn, M., Molden, S., Witter, M. P,
Moser, E. 1., and Moser, M. B.
(2004). Spatial representation in
the entorhinal cortex. Science 305,
1258-1264.

Giocomo, L. M., and Hasselmo, M.
E. (2008). Computation by oscil-
lations: implications of experimen-
tal data for theoretical models
of grid cells. Hippocampus 18,
1186-1199.

Giocomo, L. M., and Hasselmo, M.
E. (2009). Knock-out of HCNI1
subunit flattens dorsal-ventral fre-
quency gradient of medial entorhi-
nal neurons in adult mice. J. Neu-
rosci. 29, 7625-7630.

Giocomo, L. M., Hussaini, S. A., Zheng,
F, Kandel, E. R., Moser, M.-B., and
Moser, E. I. (2011). Increased spatial
scale in grid cells of HCN1 knockout
mice. Cell 147,1159-1170.

Giocomo, L. M., Zilli, E. A., Fransen,
E., and Hasselmo, M. E. (2007).
Temporal frequency of subthresh-
old oscillations scales with entorhi-
nal grid cell field spacing. Science
315,1719-1722.

Guanella, A., Kiper, D., and Verschure, P.
(2007). A model of grid cells based
on a twisted torus topology. Int. J.
Neural Syst. 17, 231-240.

Guanella, A., and Verschure, P. F. (2007).
Prediction of the position of an ani-
mal based on populations of grid
and place cells: a comparative sim-
ulation study. J. Integr. Neurosci. 6,
433-446.

Haas, J. S., and White, J. A. (2002). Fre-
quency selectivity of layer II stellate

ACKNOWLEDGMENTS

This work was supported by National Institute of Mental Health
RO1 MH61492, R01 MH60013, P50 MH094263, and the Office of
Naval Research MURI grant N00014-10-1-0936.

cells in the medial entorhinal cortex.
J. Neurophysiol. 88, 2422-2429.

Hafting, T., Fyhn, M., Bonnevie, T,
Moser, M. B., and Moser, E. I
(2008). Hippocampus-independent
phase precession in entorhinal grid
cells. Nature 453, 1248-1252.

Hafting, T., Fyhn, M., Molden, S., Moser,
M. B., and Moser, E. 1. (2005).
Microstructure of a spatial map in
the entorhinal cortex. Nature 436,
801-806.

Hasselmo, M. E. (2008). Grid cell mech-
anisms and function: contributions
of entorhinal persistent spiking and
phase resetting. Hippocampus 18,
1213-1229.

Hasselmo, M. E., and Brandon, M.
P. (2008). Linking cellular mecha-
nisms to behavior: entorhinal persis-
tent spiking and membrane poten-
tial oscillations may underlie path
integration, grid cell firing, and
episodic memory. Neural Plast. 2008,
658323.

Hasselmo, M. E., Giocomo, L. M., and
Zilli, E. A. (2007). Grid cell fir-
ing may arise from interference of
theta frequency membrane poten-
tial oscillations in single neurons.
Hippocampus 17, 1252-1271.

Jarsky, T., Roxin, A., Kath, W. L., and
Spruston, N. (2005). Conditional
dendritic spike propagation follow-
ing distal synaptic activation of hip-
pocampal CAl pyramidal neurons.
Nat. Neurosci. 8, 1667-1676.

Jeewajee, A., Barry, C., O’Keefe, J.,
and Burgess, N. (2008). Grid cells
and theta as oscillatory interfer-
ence: electrophysiological data from
freely moving rats. Hippocampus 18,
1175-1185.

King, C., Reece, M., and O’Keefe, J.
(1998). The rhythmicity of cells of
the medial septum/diagonal band
of Broca in the awake freely mov-
ing rat: relationships with behav-
iour and hippocampal theta. Eur. J.
Neurosci. 10, 464—477.

Klink, R., and Alonso, A. (1997). Mus-
carinic modulation of the oscil-
latory and repetitive firing prop-
erties of entorhinal cortex layer
II neurons. J. Neurophysiol. 77,
1813-1828.

Koenig, J., Linder, A. N., Leutgeb, J.
K., and Leutgeb, S. (2011). The
spatial periodicity of grid cells
is not sustained during reduced
theta oscillations. 332,
592-595.

Science

McNaughton, B. L., Battaglia, E. P,
Jensen, O., Moser, E. 1., and Moser,
M. B. (2006). Path integration and
the neural basis of the “cogni-
tive map.” Nat. Rev. Neurosci. 7,
663-678.

Mel, B. W. (1993). Synaptic integra-
tion in an excitable dendritic tree. J.
Neurophysiol. 70, 1086—1101.

Moser, E. 1., and Moser, M. B. (2008).
A metric for space. Hippocampus 18,
1142-1156.

Navratilova, Z., Giocomo, L. M., Fel-
lous, J. M., Hasselmo, M. E., and
McNaughton, B. L. (2011). Phase
precession and variable spatial scal-
ing in a periodic attractor map
model of medial entorhinal grid cells
with realistic after-spike dynamics.
Hippocampus 22, 772—-789.

Remme, M. W., Lengyel, M., and Gutkin,
B. S. (2009). The role of ongo-
ing dendritic oscillations in single-
neuron dynamics. PLoS Comput.
Biol. 5, €1000493. doi:10.1371/jour-
nal.pcbi.1000493

Remme, M. W, Lengyel, M., and
Gutkin, B. S. (2010). Democracy-
independence trade-off in oscillat-
ing dendrites and its implications for
grid cells. Neuron 66, 429-437.

Sargolini, F, Fyhn, M., Hafting, T,
McNaughton, B. L., Witter, M. P,
Moser, M. B., and Moser, E. L
(2006). Conjunctive representation
of position, direction, and velocity
in entorhinal cortex. Science 312,
758-762.

Shay, C. F, Boardman, I. S., and Has-
selmo, M. E. (2010). Comparison of
resonance and subthreshold mem-
brane potential oscillation proper-
ties in whole cell patch recordings
in slices of rat medial and lateral
entorhinal cortex. Abstr. Soc. Neu-
rosci. 36, 101.23.

Welday, A. C,, Shlifer, I. G., Bloom, M.
L., Zhang, K., and Blair, H. T. (2011).
Cosine directional tuning of theta
cell burst frequencies: evidence
for spatial coding by oscilla-
tory interference. J. Neurosci. 31,
16157-16176.

Yoshida, M., Giocomo, L. M., Board-
man, L., and Hasselmo, M. E. (2011).
Frequency of subthreshold oscilla-
tions at different membrane poten-
tial voltages in neurons at differ-
ent anatomical positions on the
dorsoventral axis in the rat medial
entorhinal cortex. J. Neurosci. 31,
12683-12694.

Frontiers in Neural Circuits

www.frontiersin.org

May 2012 | Volume 6 | Article 30 | 12


http://dx.doi.org/10.1371/journal.pcbi.1000291
http://dx.doi.org/10.1371/journal.pcbi.1000493
http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive

Hasselmo and Brandon

Combining oscillations and attractor dynamics

Zilli, E. A. (2012). Models of grid
cell spatial firing  published
2005-2011. Front. Neural Circuits
6:16. doi: 10.3389/fncir.2012.00016

Zilli, E. A., and Hasselmo, M. E. (2010).
Coupled noisy spiking neurons as
velocity-controlled oscillators in a
model of grid cell spatial firing. J.
Neurosci. 30, 13850—-13860.

Zilli, E. A., Yoshida, M., Tahvildari,
B., Giocomo, L. M., and Hasselmo,

M. E. (2009). Evaluation of the
oscillatory interference model of
grid cell firing through analysis and
measured period variance of some
biological oscillators. PLoS Comput.
Biol. 5, €1000573. doi:10.1371/jour-
nal.pcbi.1000573

Conflict of Interest Statement: The
authors declare that the research was

conducted in the absence of any com-
mercial or financial relationships that
could be construed as a potential con-
flict of interest.

Received: 10 December 2011; accepted:
04 May 2012; published online: 28 May
2012.

Citation: Hasselmo ME and Brandon MP
(2012) A model combining oscillations
and attractor dynamics for generation

of grid cell firing. Front. Neural Circuits
6:30. doi: 10.3389/fncir.2012.00030
Copyright © 2012 Hasselmo and Bran-
don. This is an open-access article dis-
tributed under the terms of the Cre-
ative Commons Attribution Non Com-
mercial License, which permits non-
commercial use, distribution, and repro-
duction in other forums, provided
the original authors and source are
credited.

Frontiers in Neural Circuits

www.frontiersin.org

May 2012 | Volume 6 | Article 30 | 13


http://dx.doi.org/ 10.3389/fncir.2012.00016
http://dx.doi.org/10.1371/journal.pcbi.1000573
http://dx.doi.org/10.3389/fncir.2012.00030
http://www.frontiersin.org/Neural_Circuits
http://www.frontiersin.org
http://www.frontiersin.org/Neural_Circuits/archive
http://creativecommons.org/licenses/by-nc/3.0/

	A model combining oscillations and attractor dynamics for generation of grid cell firing
	Introduction
	Materials and Methods
	Overview of model
	Heading angle cells
	Connectivity with grid cells
	Interaction between heading angle cells and grid cells

	Results
	Generation of grid cell activity
	Feedback interaction from grid cell to heading angle cells
	Shift in grid cell activity with movement
	Regulation of phase of heading angle activity
	Relationship to different cycles of activity

	Discussion
	Acknowledgments
	References



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages false
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages false
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages false
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000500044004600206587686353ef901a8fc7684c976262535370673a548c002000700072006f006f00660065007200208fdb884c9ad88d2891cf62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef653ef5728684c9762537088686a5f548c002000700072006f006f00660065007200204e0a73725f979ad854c18cea7684521753706548679c300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002000740069006c0020006b00760061006c00690074006500740073007500640073006b007200690076006e0069006e006700200065006c006c006500720020006b006f007200720065006b007400750072006c00e60073006e0069006e0067002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f00630068007700650072007400690067006500200044007200750063006b006500200061007500660020004400650073006b0074006f0070002d0044007200750063006b00650072006e00200075006e0064002000500072006f006f0066002d00470065007200e400740065006e002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f0062006500200050004400460020007000610072006100200063006f006e00730065006700750069007200200069006d0070007200650073006900f3006e002000640065002000630061006c006900640061006400200065006e00200069006d0070007200650073006f0072006100730020006400650020006500730063007200690074006f00720069006f00200079002000680065007200720061006d00690065006e00740061007300200064006500200063006f00720072006500630063006900f3006e002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f007500720020006400650073002000e90070007200650075007600650073002000650074002000640065007300200069006d007000720065007300730069006f006e00730020006400650020006800610075007400650020007100750061006c0069007400e90020007300750072002000640065007300200069006d007000720069006d0061006e0074006500730020006400650020006200750072006500610075002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f006200650020005000440046002000700065007200200075006e00610020007300740061006d007000610020006400690020007100750061006c0069007400e00020007300750020007300740061006d00700061006e0074006900200065002000700072006f006f0066006500720020006400650073006b0074006f0070002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea51fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e30593002537052376642306e753b8cea3092670059279650306b4fdd306430533068304c3067304d307e3059300230c730b930af30c830c330d730d730ea30f330bf3067306e53705237307e305f306f30d730eb30fc30d57528306b9069305730663044307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020b370c2a4d06cd0d10020d504b9b0d1300020bc0f0020ad50c815ae30c5d0c11c0020ace0d488c9c8b85c0020c778c1c4d560002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken voor kwaliteitsafdrukken op desktopprinters en proofers. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200066006f00720020007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c00690074006500740020007000e500200062006f007200640073006b0072006900760065007200200065006c006c00650072002000700072006f006f006600650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020007000610072006100200069006d0070007200650073007300f5006500730020006400650020007100750061006c0069006400610064006500200065006d00200069006d00700072006500730073006f0072006100730020006400650073006b0074006f00700020006500200064006900730070006f00730069007400690076006f0073002000640065002000700072006f00760061002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a00610020006c0061006100640075006b006100730074006100200074007900f6007000f60079007400e400740075006c006f0073007400750073007400610020006a00610020007600650064006f007300740075007300740061002000760061007200740065006e002e00200020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740020006600f600720020006b00760061006c00690074006500740073007500740073006b0072006900660074006500720020007000e5002000760061006e006c00690067006100200073006b0072006900760061007200650020006f006300680020006600f600720020006b006f007200720065006b007400750072002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create Adobe PDF documents for quality printing on desktop printers and proofers.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /NoConversion
      /DestinationProfileName ()
      /DestinationProfileSelector /NA
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure true
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /NA
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /LeaveUntagged
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


